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ABSTRACT

Safety has been a key goal for autonomous driving since its inception, and we believe
recognizing and responding to risk is a key component of safety. In this work, we aim
to answer the question, "How can explainable risk representations be used to pro-
duce accurate and safe trajectories?". To answer this question, previous work uses
risk metrics to formulate an optimization problem. In contrast, our work is based on
research showing the usefulness of grids as a representation to generate image-based
risk maps through a trained neural network. We propose a novel method of deter-
mining risk from a bird’s eye view (BEV) of an autonomous vehicle’s surroundings.
Our method consists of (1) a Risk Map Generator, which is trained using a modified
loss to encourage recognizing risk associated with nearby agents, (2) value iteration
using the risk map to learn a policy, and (3) a Trajectory Sampler, which samples
from this policy to generate a trajectory. We uniquely evaluate our planner in an
interactive manner, adjusting the surroundings at each time step, and find significant
improvements in its overall ability to mimic human driving, with an 86.56% decrease
in average displacement error and an 87.72% decrease in the average distance from
the goal while maintaining comparable safety statistics when compared with baseline
methods. Self ablation also reveals the potential for fine-tuning the behavior of the
planner given a designer’s needs.

Thesis Supervisor: Daniela Rus
Title: Andrew (1956) and Erna Viterbi Professor, CSAIL Director
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Chapter 1

Introduction

1.1 Background

Self-driving cars, or more broadly autonomous vehicles (AVs), not only have the po-

tential to help many everyday people get around safely, but they are steadily becoming

more of a reality. Research in the area, including heavy investments from companies

Google, Uber, and Tesla, is resulting in rapid progress. To contribute to the body

of work surrounding AVs, the goal of this work is to develop a planner that

is (1) able to generate rich and explainable risk representations; (2) pro-

duce trajectories that are averse to the generated risk; and (3) trainable

end-to-end using expert demonstrations.

1.1.1 Autonomous Vehicles

At the center of the development of AVs is the key problem of developing an au-

tonomous system capable of understanding complex environments and appropriately

responding to them. Specifically in the context of short-term trajectory planning for

self-driving cars (ie, planning the trajectory for the car over the next 3-5 seconds),

there are many factors, including lane dividers, other car’s speeds, traffic signals,

other car’s intended maneuvers, pedestrians, etc that determine a car’s trajectory.

For an autonomous car to be successful and reactive, it needs to be aware of its sur-
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roundings. In practice, this is done by attaching some sort of sensing unit to the

vehicle (typically LiDAR or an array of cameras) and applying specialized algorithms

capable of extracting valuable information from these inputs.

When deciding which information is important for an AV to be successful, the

most intuitive approach is to simply draw inspiration from humans. However, hand-

tuned algorithms that mimic human behavior are too rule-based and cannot learn

from additional data encountered. To bridge this gap between human behavior and

implemented policy, we can utilize machine learning models that are capable of finding

complex patterns and train them to replicate humans. The ability to be aware of other

vehicles on the road is an important factor that makes humans successful drivers.

Using their own experience and sensing systems, humans are able to avoid other

drivers on the road, even though they cannot be completely certain what behavior

others will exhibit in the next few seconds. Humans implicitly assign risk to each

of these obstacles on the road - a road barrier certainly will not move, but another

driver may choose to behave unexpectedly.

1.1.2 Risk

While humans almost always implicitly think about risk when driving, it can be

difficult to determine an appropriate metric of risk from an algorithmic standpoint.

Currently, many papers in the self-driving field use the term "risk" to mean any

number of things, typically collision risk. Therefore, it is important to clearly define

the metric of risk as used in this thesis.

A visualization for the key components of risk used in this work can be found

in Figure 1-1, which shows a few interactions between the vehicle making decisions

(ego) and the other vehicles on the road (agents), and highlights the difference between

safety, or collision avoidance, and the two components of risk.

The first component, seen in Figure 1-1b, is derived from the inherent uncertainty

in where other agents are on the road. Since self-driving cars rely on sensors to

determine where objects are around them, they cannot be sure what the ground truth

of their positions is. The hardware used is only rated to a certain degree of accuracy, as

14



(a) Safety (b) Uncertainty-based risk (c) Prediction-based risk

Figure 1-1: Illustrating risk compared to safety. The red car represents the ego,
while the blue is another agent on the road. While in subfigure 1-1a, the ego avoids
a collision with the agent, the components of risk are shown in 1-1b and 1-1c. With
uncertainty-based risk, the ego recognizes the positional uncertainty of the agent and
takes care to avoid all risky areas. With prediction-based risk, the ego uses the past
trajectory of the agent to avoid risky areas where the agent may be in the future.

are the software components that transform the measurements coming from hardware

into (𝑥, 𝑦) positions of agents, and this potential inaccuracy compounds as information

is passed around. While most AV systems can be fairly sure about the positions of

objects relative to the ego, there is always some small level of uncertainty, which is

represented in this component of risk.

The second component of risk, seen in Figure 1-1c, represents the future positions

of agents rather than the current. This is largely dictated by the agent’s driving over

the last 1-3 sec and is driven by the question, "Where can I expect these agents to

be in the next 1-3 sec?" Just as a human driver assesses the cars around them to

determine whether to expect them to move slowly, quickly, in a straight line, or turn,

so should an AV.

However, it is unrealistic to assume a self-driving car will have immediate access

to a clear value for the risk of other agents, so we will attempt to predict those relative

risk values from birds-eye views (BEVs) of the scene. To do so, we develop a machine

learning model that, from BEVs, will gather information about the scene and the

riskiness of the other objects on and around the road. Using this information, it will

then create a trajectory for the ego vehicle to follow for the next 3-5 seconds.

Ultimately, the goal of engineers in the field is to create self-driving technology
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that is safe for the people using it. Determining the risks of agents on the road can

help quantify situations that ML models should avoid, leading to overall safer AVs.

1.2 Contributions

We propose a novel approach to determining risk, where a trained convolutional neu-

ral network is able to identify a rich grid-based risk map without explicit identification

of uncertainty during inference. Instead, the network is exposed to generated uncer-

tainty maps during training so that it can learn to incorporate the measurement un-

certainty of agent positions into its risk map generations. The proposed architecture

is then able to utilize this risk information to couple seamlessly with a specified goal

so that it can generate "plans" (potential trajectories for the ego to follow), discussed

in more detail in Chapter 4. With this planner, we observe an 86.56% decrease in

average displacement error and an 87.72% decrease in the average distance from the

goal when compared to a variety of baseline models, while maintaining comparable

safety (percent close encounters). In addition, we provide an in-depth examination

of how our method’s hyperparameters, like the resolution of risk maps, can be tuned

to alter planner behavior in desired ways. We find that we are able to tune how

conservative, precise, or goal-oriented the planner is. A more detailed analysis can be

found in Chapter 5.

To summarize our contributions, we:

• propose a neural navigation architecture that learns to generate interpretable

risk maps and risk-averse trajectory plans from human driving data;

• show that the proposed neural planner is able to incorporate users’ risk prefer-

ences;

• evaluate on a data-driven simulation environment and show improved explain-

ability, safety, and flexibility.
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1.3 Outline

Chapter 2 will discuss other work in the field of AVs related to risk. Chapter 3

will outline what data was used in the models presented here and how labels were

generated. Chapter 4 will discuss the model used, with sections 4.1, 4.2, 4.3 detailing

the architecture of the model, and section 4.4 detailing the training routines used.

Results are presented in Chapter 5, and conclusions and future work are included in

Chapter 6.
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Chapter 2

Related Work

This work unifies two distinct approaches to the task of trajectory planning. First,

there are a set of models that are risk-aware and consider the risk of other drivers

when making predictions; these are discussed in section 2.1. Next, there are a set of

models that are able to predict the ego vehicles’ trajectory from bird’s eye view (BEV)

images directly, which are discussed in section 2.2. To the best of our knowledge, there

is no existing published work that plans trajectories from BEVs while also explicitly

utilizing the risk of other vehicles as a feature.

2.1 Risk-Aware Models

Risk-based trajectory planners can be decomposed into two major components - (1)

the risk utilization, how risk is used to plan trajectories (typically using methods to

minimize risk), and (2) the risk definition, the method by which risk is determined.

In terms of utilizing risk, much work has been done on modeling the problem

of motion planning as a partially observable Markov decision process (POMDP).

POMDPs tend themselves well towards this task since they intrinsically take an AV’s

uncertainty of the true environment state into account. Therefore, work modeled off

POMDPs use POMDP solvers [17] [14] as their method of risk utilization. These

models of risk are excellent for managing the risk associated with state uncertainties,

though limited in their ability to visualize that risk for humans, which is a key aspect
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the proposed approach intends on addressing.

Common non-POMDP approaches optimize over a cost function involving risk

(known as reinforcement learning, or RL) [25]. The authors of [11] provided a com-

prehensive survey on the topic of "Safe Reinforcement Learning", or RL wherein

safety is an important factor, and describe how most approaches will either add a

safety factor to the cost function being optimized or add guidance to the exploration

process. Our method is most similar to the first, adding a safety factor to the cost

function, since we perform value iteration to minimize risk (our cost). In [26], the

authors dive into similar topics with a focus on autonomous driving. In general, com-

mon risk metrics such as conditional value at risk, mean-variance, worst-case analysis,

etc. have been used as either an auxiliary loss in the objective function or as a set

of constraints. In many robotic and driving tasks, however, RL is not readily appli-

cable given its exploration requirement. Imitation learning and offline RL help with

addressing this problem. In [22], the authors use kernelized movement primitives to

estimate uncertainties in the demonstrations, the uncertainties are used to find opti-

mal gains in a controller. The authors of [24] use offline distributional RL to learn

a policy adverse to conditional value at risk. These methods, like ours, attempt to

minimize the level of risk through environment exploration. However, by utilizing a

fixed horizon value iteration, our method is able to avoid the typical time limitations

of exploration in RL.

There are a wide range of risk definitions represented in literature today. The

most straightforward might divide agents into a predefined set of attributes - for ex-

ample, whether their driving behavior is aggressive, timid, or normal [23]. Others

may hardcode values to indicate the importance of avoiding specific types of agents

[25] or reduce the notion of risk to simply a metric for collision likelihood [20]. Artifi-

cial intelligence has also been utilized to determine risk values, including fuzzy logic

models that incorporate in-vehicle data [10].

Unlike prior work that uses common risk metrics to formulate an optimization

problem, the proposed model will predict risk values (where "risk" is as defined in

section 1-1) across a grid using deep learning. We then learn a policy using these
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risk values from maximum entropy inverse reinforcement learning (MaxEnt RL) that

determines the probability of moving from one grid location to another. Not explicitly

defining risk during inference gives us the advantage of letting the planner learn risk

rather than taking the time to define risk in real time. Compared to previous works

that use risk metrics to formulate an optimization problem, our approach of generating

image-based risk maps using a trained network provides better flexibility, integration

of complex agent and map considerations, and inference speed when outputting the

final trajectory.

These risk-aware models have great potential for improving a car’s ability to plan

safe trajectories. One such model showed the potential by comparing the results of

fully omnipotent Monte Carlo Tree Search (MCTS) planners with MCTS planners

that assume the same internal state for all drivers on the road [23].

2.2 Trajectory Planning from Bird’s Eye View

BEV is becoming an increasingly popular intermediate representation that connects

perception and prediction/planning components in a deep architecture. While in

practice, AVs do not have immediate access to a semantically segmented BEV, there

has been significant progress in developing efficient methods to generate BEV images

of the ego vehicles surrounding from camera and LiDAR data, making BEVs more

accessible to algorithms like ours that rely on a segmented BEV as input. In fact,

there are methods which are capable of fusing 2D camera information with 3D LiDAR

data to create BEVs that draw from an even larger wealth of information than from

a single source [18, 3, 15]. End-to-end models (from sensor input to a trajectory) are

also possible, and [13] has shown excellent results from camera images alone.

Other existing work has shown the potential for generating trajectories for predic-

tion directly from BEV [5, 21], though they do not provide an explicit input for and

visualization of risk, as our model does. In trajectory planning specifically, the con-

cept of BEV is often realized as occupancy grid maps [16, 19] and grid/lattice-based

planners are used on them. Less effort has been made in incorporating a semantically
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segmented (rasterized) BEV in neural architectures for planning. We recognize that

BEV is a powerful representation that can be used to not only represent the geomet-

ric distribution of static and dynamic objects (e.g. map and traffic), but can also be

used to represent the ego agent’s understanding of its environment in the form of a

risk map.

Manually specifying such a risk map to incorporate a wide coverage of scenarios

is difficult. Therefore, our method aims to integrate a risk map generator with a tra-

jectory generator in the same neural architecture and train them using human driving

data. The most relevant literature to our work which also serves as an inspiration

is [6], where the authors learn a reward map from BEV and use it for multi-model

trajectory prediction. The difference in our work is that we use additional risk super-

vision and goal conditioning to make our architecture a “steerable” risk-aware planner

(details will be discussed in Section 4.4).
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Chapter 3

Data

3.1 NuScenes

We use the NuScenes dataset [2] for training and evaluation. This dataset follows a

schema wherein a 20 second sequence of consecutive frames known as a scene is split

into samples taken with a frequency of 2Hz. Each sample encompasses input data

(including LiDAR data and camera images from the 6 on-board cameras), informa-

tion about the ego car’s pose, as well as sample annotations for all of the elements in

the sample (ie. pedestrians, traffic cones, other cars) that details information about

them. These details can be stacked together to provide labeling for the scene repre-

sentation in vector form, and for labeling scene representation as a BEV, NuScenes

also has segmented BEVs available per sample. The dataset contains 1000 scenes of

20s each collected in Boston and Singapore. It also includes rich semantic information

including 23 object classes (pedestrian, vehicle, etc) and HD maps with 11 annotated

layers (lanes, walkways, etc).

In sum, there are 3 pieces of data passed to the planner: a 200 pixel x 200

pixel BEV, motion features, and goal. While the BEV is available directly from the

NuScenes dataset, the others must be manually formed using information provided

by NuScenes. The motion features are of shape (3, 𝑔𝑟𝑖𝑑_𝑠𝑖𝑧𝑒, 𝑔𝑟𝑖𝑑_𝑠𝑖𝑧𝑒), where

𝑔𝑟𝑖𝑑_𝑠𝑖𝑧𝑒 is the dimension of the risk map, and represent (𝑣, 𝑥
𝑔𝑟𝑖𝑑_𝑠𝑖𝑧𝑒

, 𝑦
𝑔𝑟𝑖𝑑_𝑠𝑖𝑧𝑒

) across

each grid state. The goal is of shape (𝑔𝑟𝑖𝑑_𝑠𝑖𝑧𝑒, 𝑔𝑟𝑖𝑑_𝑠𝑖𝑧𝑒), and is computed by
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taking the ground truth goal (ie. the future location of the human driver) and map-

ping a Gaussian to the surrounding pixels. All of these pieces of data reflect the

same portion (referred to as patch in the NuScenes dataset) of the scene, meaning if

𝑔𝑟𝑖𝑑_𝑠𝑖𝑧𝑒 = 200, there would be a pixel-to-pixel mapping between them. Therefore,

if the ground truth goal is on the edge of the BEV, then the entire Gaussian would

not be visible. Look to Figure 3-1 for an example.

(a) Straight Trajectory (b) Turning Trajectory

Figure 3-1: A Sample Engineered Goal. Here, we not only see how the engineered
goal maps directly to the rasterized BEV, but also how the engineered goal can be
flexibly defined.

3.2 Supplementary Label Creation

In order to aid the training regimen described in section 4.4, there are additional data

points that need to be generated so that they can serve as labels. As discussed in more

detail in 4.4, the state visitation frequency representing ground truth movement (or

SVFgt) is important when determining loss. Like the supplementary data discussed

in section 3.1, SVFgt matches the patch location of the rasterized BEV. In order to

generate this label, we map the human trajectory’s global coordinates to pixels on

the rasterized BEV and mark them as visited.

This data also does not explicitly label "risk" as part of the sample annotation.

Therefore, we have some potential options for labeling, discussed in section 3.2.1.
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3.2.1 Sensor Uncertainty

One drawback of using nuScenes data as described in 3.1, is that uncertainty in

particular objects’ positions (derived from hardware limitations or upstream model

uncertainty) is not provided. Therefore, a primary goal when creating labels for

uncertainty was to remain flexible and allow for these uncertainties to be inputted,

as they are during self-evaluation in section 5.4.

The first step in creating labels for uncertainty around an object was deciding

what shape they should be. NuScenes provides positions for each object, given as a

"translation" in the annotation describing the object. This translation gives a single

position, even though each object truly occupies more space than a single point.

Knowing that, in birds-eye view, a car is more rectangular than circular and a truck

is more elongated than a car, it becomes clear that the uncertainty cannot be a fixed

shape for all objects; there is a need for variable length and width. This was the

driving factor behind the structure used to represent uncertainty.

𝑓(𝑥, 𝑦) = 𝐴 exp

(︂
−
(︂
(𝑥− 𝑥0)

2

2𝜎2
𝑋

+
(𝑦 − 𝑦0)

2

2𝜎2
𝑌

)︂)︂
(3.1)

To address these needs, a 2D (or bivariate) Gaussian is a natural choice. Not only

does it inherently lend itself to rapidly diminishing values around a center, but it is

easy to manipulate to adjust the shape and size of the curve. The results of applying

a bivariate Gaussian to agents in a specific scene are shown in Figure 3-2. Equation

3.2.1 gives the value of the 2D Gaussian for any (𝑥, 𝑦) pair, where for a particular

clockwise angle 𝜃, the values 𝑎, 𝑏, 𝑐 are defined as

𝑎 =
cos2 𝜃

2𝜎2
𝑋

+
sin2 𝜃

2𝜎2
𝑌

,

𝑏 = −sin 2𝜃

4𝜎2
𝑋

+
sin 2𝜃

4𝜎2
𝑌

,

𝑐 =
sin2 𝜃

2𝜎2
𝑋

+
cos2 𝜃

2𝜎2
𝑌

,
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(a) The pixels where an agent is present
in the scene, on a 200x200 grid

(b) Gaussians centered at each agent with
𝜎𝑥 = 0.5, 𝜎𝑦 = 1.5

Figure 3-2: Sample Uncertainty Map. Subfigure 3-2a shows the exact pixels that
are colored yellow by the rasterized BEV, representing the current position of the
agents. Subfigure 3-2b clearly shows the accuracy of the method for transforming
from global coordinates of each agent to 2D Gaussians.

such that the matrix ⎡⎣𝑎 𝑏

𝑏 𝑐

⎤⎦
is positive definite. The angle 𝜃 is set to be equal to the orientation of the agent, and

𝜎𝑥, 𝜎𝑦 are left as a design choice. While there is the potential to adjust the size and

shape of the 2D Gaussians surrounding each agent to the type of agent (ie. smaller

circles for pedestrians and longer ellipses for trucks), fixed-shaped Gaussians worked

relatively well. In fact, section 5.4 shows how a variety of fixed-shape Gaussian masks

were used during evaluation to understand how it affects the trajectories generated.
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Chapter 4

Architecture

Figure 4-1: Architecture with intermediate outputs. Motion features and a
rasterized BEV are passed to the CNN Risk Map Generator, which outputs a risk
map. This risk map is used alongside an inputted goal during value iteration to
generate a policy (visualized here as an SVF), which is sampled and transformed to
make the final trajectory.

As discussed in Chapter 3, the proposed model takes as input a rasterized BEV

and motion features. Figure 4-1 shows how these are passed to a CNN Risk Map

Generator to generate a risk map of the scene. Our model is unique in its ability to

utilize a given goal to act as a planner, taking both the goal and the risk map and

performing a modified value iteration to generate a policy for how to traverse the

pixels of the risk map. This policy is them sampled and translated to coordinates in

the ego frame.

Our biggest contribution is our technique to train the Risk Map Generator to take

into account uncertainties associated with agents on the road, discussed further in
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section 4.4.

4.1 Risk Model

The Risk Map Generator is a learned component which maps a rasterized BEV of a

scene and motion features (𝑣, 𝑥
𝑔𝑟𝑖𝑑_𝑠𝑖𝑧𝑒

, 𝑦
𝑔𝑟𝑖𝑑_𝑠𝑖𝑧𝑒

) of each grid state to a risk score for

each of the grid states (risk map). The raster image is encoded using the stem and

first 3 residual blocks of ResNet-34 [12], followed by an additional 2D convolution.

This encoding is concatenated with the motion features and passed through a basic

convolutional neural network to produce the risk map.

4.2 Value Iteration

Our BEV scene representation has the added benefit that BEV scenes are inherently

grid-worlds, meaning that we can model them easily as an MDPs. Every grid cell state

𝑠 ∈ 𝒮 is observable, has possible actions 𝒜 = {LEFT,RIGHT,UP,DOWN,END}

with reward 𝑅(𝑠) being the risk map and with deterministic transition probabilities

𝑇 (𝑠, 𝑎) where actions deterministically dictate which cell is moved into next.

This formulation means that classical Value Iteration [1] is a natural choice for

finding an optimal policy of ego moving through the BEV grid-world. However,

convergence of dynamic programming based value iteration takes a long time, so we

choose finite-horizon value iteration, which works well enough empirically (see chapter

5). Moreover, we change the classical formulation by taking inspiration from [6] - such

that there is not a single goal state. Instead, the grid-world has two layers - one layer

of the grid represents path states and the other layer represents goal states. Ego starts

in a path state, and stays there until it chooses the action END, which represents

moving from the path grid to the goal grid, indicating episode termination. The path

and goal states each have their own reward. In order to incentivize value iteration

terminating close to the intended goal, we engineer the rewards for the goal states to

be high around the known destination grid cell, smoothed with a Gaussian filter to
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allow for more flexibility.

Algorithm 1 displays pseudocode for this modified value iteration. We start by

initializing the effective value at each goal state as the value given by the goal mapping

𝑔 and at each path state as−∞. Combined, these form the variable 𝑉 (𝑠), representing

the expected value of being in a state. For each step until the fixed horizon 𝑁 , we do

the following: (1) update the 𝑄(𝑠, 𝑎) value (representing the expected value of taking

an action 𝑎 at state 𝑠) for each state-action pair in the path states to be equal to the

reward from the current state plus the value accumulated by travelling to the next

state multiplied by a discount factor 𝛾, (2) set the 𝑄 value for each state-action pair in

the goal states to be −∞ (this mathematically makes the policy never move from goal

states since exp(−∞)→ 0), (3) update the value for each state to be an aggregation

of taking all actions at that state, (4) update the policy Π(𝑎|𝑠) by applying a softmax

function over the expected values of taking an action at any given state.

Algorithm 1 Value Iteration
1: Inputs: risk map 𝑟; goal map 𝑔
2: 𝑉𝑟 ← −∞
3: 𝑉𝑔 ← 𝑔
4: 𝑉 ← [𝑉𝑟, 𝑉𝑔]
5: for n=1 . . . N do
6: 𝑄𝑟(𝑠, 𝑎) = 𝑟 + 𝛾 · 𝑉𝑟(𝑠

′, 𝑎) ∀𝑠, 𝑎, 𝑠′ = 𝑇 (𝑠, 𝑎)
7: if 𝑇 (𝑠, 𝑎) out of bounds then
8: 𝑄𝑟(𝑠, 𝑎) = −∞
9: end if

10: 𝑄𝑔(𝑠, 𝑎) = −∞
11: 𝑉𝑟(𝑠) = logsumexp𝑎𝑄𝑟(𝑠, 𝑎)∀𝑠
12: 𝑄← [𝑄𝑟, 𝑄𝑔]
13: Π(𝑎|𝑠) = exp(𝑄(𝑠, 𝑎)− 𝑉 (𝑠))
14: end for

4.3 Trajectory Sampler

Once this policy is generated, we sample probabilistically according to the policy to

determine the sequence of grid states. Since this is probabilistic, we sample 1000

times then cluster the sequences and pick the one with the most elements in the
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cluster. For each pixel location in the trajectory, we compute the coordinate of the

center of the pixel and append that to our transformed trajectory. Since the model

is trained to plan 6 seconds into the future, the trajectory is evenly downsampled

to 12 waypoints (2 per second). This method does not take into account a velocity

profile when distributing waypoints throughout the generated plan, but the Risk Map

Generator is capable of using the history in the rasterized BEV as well as the ego

velocity in the motion features to determine an appropriate distance of travel.

4.4 Training

The Risk Map Generator is the only learned component of the architecture. It is

trained independently of the trajectory sampling process using gradient descent on

the loss ℒ = SVFdiff+𝒩overlap with respect to the CNN’s parameters, where SVFdiff =

SVFgen−SVFgt is the difference between the ground truth SVF and the SVF generated

by following the policy from value iteration.

𝒩overlap = SVFgen · 𝜐 · 𝒩 is a novel term which represents the uncertainty of the

positions of the agents, where 𝒩 is the uncertainty map described in section 3.2.1,

· is an elementwise product, and 𝜐 is a weight to control the effect of this term.

Intuitively, this term adds loss if ego visited states on the grid which are close to,

or are occupied by, agents. Using 𝒩overlap in the loss as opposed to incorporating

uncertainty into inference/inputs allows the CNN to recognize implicit uncertainties

associated with surrounding agents. This model for uncertainty is consistent with

measurement uncertainty from sensors, since they are both scene-independent.
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Chapter 5

Results

5.1 Method of Evaluation

A key drawback to the model as presented so far is that it plans a trajectory using

agent information that will quickly become stale. More specifically, the uncertainty

masks used to assess risk utilize agent information to avoid where agents are currently,

not where they will be in the future.

In order to simulate using this model in a changing environment, additional in-

frastructure was created to generate what will be referred to as "rollouts". These

rollouts represent trajectories that were generated by the model when the environ-

ment is updating at each time step.

In this infrastructure, at each time step, the model outputs a set of trajectories

that are each a single step along with their probabilities. The most likely of them is

selected, and the scene is simulated to move forward by 1 time step. The ego moves

according to the output of the model while all other agents move as they did when

the data was collected. Then, the inputs to the model are updated to reflect these

changes, and the process begins anew.

We evaluate our method and comparison cases in terms of optimality, safety, and

similarity to human driving during these rollouts. Within the dataset, we will set the

human ego vehicle’s start and end positions as the initial and goal positions. Opti-

mality is measured as the time to travel from the initial position to the vicinity of
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the goal position. Safety is measured as the percentage of close encounters to nearby

ado (ie. non-ego) vehicles in a scene, comfort is taken as the maximum acceleration

during a scene, and similarity to human driving is the L2-norm between the planner

and human trajectories (also called average displacement error or ADE). During eval-

uation, we control the ego vehicle with our learned planner, the ado vehicles move

according to the trajectories recorded in the dataset with synchronized time. All

results are averaged over the validation set.

Five planner variants are used for comparison. Ours refers to the proposed

method; Human refers the human driver in the dataset; CNN refers to a planner

that maps BEV directly to controls (Implemented similarly to [9]); and CNN-LSTM

refers the previous planner with an added LSTM component to keep track of history.

RvS-G refers to the goal conditioned offline RL via supervised learning proposed in

[7]. For all planners, the same CNN backbone is used to extract features from the

rasterized BEV image (similar to [4]).

Table 5.1: Performance Comparisons

Model Safety (%) ADE (m) Goal (m)
mean 90% mean 90% mean 90%

Human 19% 51% n/a n/a n/a n/a
CNN 10% 30% 23.22 43.54 16.2 55.7

CNN-LSTM 13.2% 40% 18.7 39.6 18.1 60.4
RvS-G 25% 67% 16.15 31.16 32.91 72.55
Ours 12.16% 31% 2.17 3.81 1.99 3.68

These comparisons shown in table 5.1. We observe that the planner outperforms

the comparisons in its ability to mimic human driving and reach the ground truth

goal while still retaining comparable safety scores as the safest planner (CNN). There

are also a number of tune-able parameters that can affect our planner’s performance,

which will be discussed in depth in the rest of this chapter.
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Figure 5-1: Risk Resolution. For the sample scene (5-1a), we examine the inter-
mediate risk map and SVF, as well as the final trajectory, generated by the proposed
planner for a variety of risk map resolutions (5-1 b-e). We observe more detailed risk
maps coupled with more controlled trajectories as the resolution increases, though
(as indicated in 5-1 f), there is a distinct increase in time required to perform value
iteration.

5.2 Increasing Risk Resolution

First, we investigate the effect of the risk map (also referred to as "reward map" as it

pertains to its role in value iteration) dimension on generated trajectories. Intuitively,

we expect a greater risk resolution to allow for more precise movements since a small

resolution might result in blurry agents and limited capability for distinguishing lanes.

Figure 5-1 presents a case study for how the model performs on a single scene with a

variety of reward resolutions.

With the smallest resolution (25x25), the risk map appears to prioritize avoiding

the lane divider, without the ability to distinguish between the two lanes on the correct

side of the highway. This results in an SVF where the ego vehicle simply stays in

place. At the next resolution (50x50), the two possible lanes are defined through the

risk map, with going off-road clearly discouraged. The ego vehicle moves forward,

though without a clear stopping point. The next two larger resolutions (75x75 and

100x100) have risk maps that are visually similar to the 50x50 resolution, with more

defined features. They are therefore able to take into account the agent ahead of the

ego and modify the distance of the forward trajectory.

However, this increased ability to specify lanes, dividers, agents, and other obsta-

cles comes at a cost. The final chart in Figure 5-1 indicates a sharp increase in the

time required to perform value iteration on the reward maps, making larger reward
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resolutions infeasible for real-time computation.

5.3 Goal Specification

Figure 5-2: Goal Specification. For three sample scenes - a straight trajectory, a
slow turn, and a large turn - we examine the intermediary outputs as well as the final
trajectory generated by two planner variants - one trained with a goal variance of 5
(5-2 a) and another with a goal variance of 2 (5-2 b). We observe the smaller variance
(5-2 b) results in straight trajectories with better goal achievement but also makes
turning more difficult.

Next, we examine the effects of adjusting the relative size of the inputted goal

across a variety of representative scenes. Figure 5-2 presents three scenes - a straight

trajectory in the first row, a slow turn in the second row, and a larger turn in the

last row - for an inputted Gaussian goal with a variance of 5 and another with a

variance of 2. Across all three scenes, it is evident that the model with a larger

variance generates reward maps with more detail. We observe that using a bivariate

Gaussian distribution with high variances as the goal results in flexible path reward

generations. We hypothesize that the larger area of the goal within the state grid

causes the model to focus on incorporating scene features along a path rather than

getting to the goal.

This is evident in the straight trajectory, where the generated SVF shows the

model considering two different ways of going up the straight road. We also note that

the higher variance results in a trajectory that falls short of the ground truth, likely

because enough reward can be achieved from being within a standard deviation of the

goal. However, this effect can actually be reversed in a turning scenario, shown in the
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second row. The decreased flexibility of a smaller variance resulted in a trajectory

where the ego stayed in place, whereas the larger variance encouraged movement, even

if it fell a bit short of the ground truth. Even with the larger turn represented in the

third row, we observe a shorter turn than with a higher variance. Therefore, overall,

while a smaller variance may encourage more closely matching the goal in straight

trajectory scenarios, the decreased flexibility associated with the smaller goal area

becomes detrimental in turning situations.

5.4 Adjusting Uncertainty Specifications

Figure 5-3: Uncertainty Weight. For the sample scene (5-3a, a mostly straight tra-
jectory where there are agents directly in front and to the left of the ego), we examine
the intermediate risk map and SVF, as well as the final trajectory, generated by the
proposed planner for a variety of uncertainty weights (5-3 b-d). We observe planners
trained with higher uncertainty weighting generate more conservative trajectories in
response to nearby agents.

We also examine the ability of the proposed model to adjust to desired risk-

awareness by observing its behavior in Figure 5-3, where the results of three different

training regimens on a single scene are shown. Each training regimen differs only

by the uncertainty weight of the loss function (discussed in section 4.4), meant to

represent desired risk-awareness, and this particular scene was chosen to highlight

the model’s response to nearby agents that directly interfere with movement. We

observe that with the largest uncertainty weighting (Figure 5b), both the SVF and

the resulting trajectory indicate the ego does not move at all. With the second

largest uncertainty weighting (Figure 5c), the SVF shows with some probability the

ego moves forward, although the resulting trajectory indicates not moving was more

probable. However, with the smallest uncertainty weighting (Figure 5d), both the
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SVF and the trajectory indicate the ego vehicle will move forward. Overall, we see

that a larger uncertainty weighting will clearly result in a model whose predictions

will avoid other road agents more intensely.

Figure 5-4: Agent Uncertainty Shape. For the sample scene (5-4a, right turn at
an intersection), we examine the intermediate risk map and SVF, as well as the final
trajectory, generated by the proposed planner for a variety of agent uncertainty shapes
(5-3 b-e). We observe planners trained with slightly different shapes will respond by
generating trajectories that match those shapes.

Lastly, we investigate the results of choosing a particular representation for uncer-

tainty masks around agents over other representations. As discussed in section 4.4,

the proposed model utilized uncertainty masks such that a bivariate Gaussian with

𝜎𝑥 = 0.5, 𝜎𝑦 = 1.5 surrounded each agent. Qualitative results of varying the 𝜎’s can

be seen in figure 6. With no uncertainty overlap component included in the loss, the

planner outputs a relatively smooth turning trajectory, with a consistent turn radius.

However, once an uncertainty component is introduced to the loss, no matter how the

bivariate Gaussians around each agent are shaped, the turn becomes uneven as the

planner attempts to avoid the agent in the next lane. With the smallest uncertainty

representations (𝜎𝑥 = 0.5, 𝜎𝑦 = 0.5), the planner outputs an SVF that clearly avoids

the nearby agent but allows for some flexibility for when it moves into the desired lane

whereas the planner with the largest uncertainty representations (𝜎𝑥 = 2, 𝜎𝑦 = 2)

enforces moving into the desired lane as late as possible. Interestingly, the planner

with the moderate oval-shaped uncertainty representation (𝜎𝑥 = 0.5, 𝜎𝑦 = 1.5) not

only generates a trajectory that avoids the agent with a different shape, but the

SVF shows a slight possibility of a smooth turn. Overall, this indicates some level
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of flexibility for desired agent avoidance behavior when designing a planner under

the proposed architecture, even when the planner itself is not aware of these tuning

parameters when run during inference.

5.5 Summary of Results

Not only does the proposed planner demonstrate superior ADE and goal achievement

when compared to the other planner presented, but it does so without compromising

safety. Self ablation on various components of the planner reveals the potential for

fine-tuning behavior as desired. Increasing the resolution of the generated risk maps

allows for more detail, which improves human driving similarity, though value itera-

tion takes longer. Adjusting the variance of the goal result in better goal achievement

when the variance is smaller, though difficulty turning comes with it as a trade-off.

The planner can also be made more conservative with relation to nearby agents by

increasing the uncertainty weighting in the loss function, and the manner in which

the trajectories generated avoid agents can also be tuned by altering the shape sur-

rounding each agent.
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Chapter 6

Conclusions

Overall, we see great potential for the architecture presented with its ability to re-

act to minor changes in the given goal and uncertainty masks. Designers can tune

the planner’s behavior, enforcing smaller goal variances when goal achievement is a

priority or allowing for larger goal variances when other aspects are more important.

We also observe the potential to tune how conservative the planner is by adjusting

the uncertainty weighting in the loss, as well as the ability to adapt to a variety of

sensor infrastructures with a range of localization abilities.

6.1 Lessons Learned

Transitioning from standard semester-long classes with projects that span a month

in time (from inception to completion), completing this thesis has inherently been

a learning process. Rather than spend a day or two deciding on a project, I took

a semester to become comfortable with the field by working on smaller tasks while

thinking about potential gaps in the literature. This can feel discouraging if the

expectation is to finish quickly, so I learned to keep perspective of longer term goals,

like making meaningful contributions to the field of self driving.

During my first semester researching with the lab, I became more comfortable

navigating larger project’s codebases through practice. The relatively small project

of creating visualizations for examining how another person’s code and model worked
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helped me develop as more nuanced understanding of PyTorch and PyTorch Light-

ning, and I am grateful to have had the opportunity to be introduced to the field

without needing to work on a thesis immediately.

6.2 Future Work

In terms of the existing infrastructure, perhaps more can be done to explore its capa-

bilities. For example, it could be tested on different datasets, including the Waymo

Open Dataset [8], to determine whether a particular BEV setup can contribute to

overall safer and human-like trajectories. In addition, it could be used in conjunction

with the works discussed in 2.2 that generate a BEV from sensor data to create a

full-stack pipeline. If effective, it could even be tested on a real car.

This work explored the ways in which grid-based risk can be fine-tuned and af-

fect planner behavior. This is extremely helpful as many papers recently published

demonstrate the functionality of using BEV, either as a primary input or as an inter-

mediary representation. However, risk is always present in the field of autonomous

driving, even if the representation is not grid-based. Therefore, future work could

take inspiration from this exploration of explicit risk management and do the same

for other common scene representations.
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