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ABSTRACT

Desorption of five slightly soluble gases from water into air was
carried out on 1-1/2 inch Raschig rings for five different sets of flow
conditions. Since water and air flow rates and temperatures at all
points in the column were held constant during a given set of runs, it
was possible to determine the effect of solute liquid phase diffusivity
alone on the mass transfer process.

The results showed that the liquid phase volumetric mass transfer
coefficient varies with liquid phase diffusivity to the 0.5 power, as
best as can be determined experimentally, at typical industrial flow
sonditions corresponding to eir rates from 26 to 91% of flooding. This
indicates that penetration theory provides the mechanism of the liquid
phase resistance to mass transfer at these flow conditions. An important
consequence of this finding is that short wetted wall columns and laminar
jets may be taken as appropriate models of the liquid phase behavior for
laboratory study of complex absorption processes.

Before carrying out the packed column study it was necessary to
measure the diffusivities in water solution of the five solute gases:
Helium, hydrogen, oxygen, carbon dioxide, and propylene. The gases were
found to vary by a factor of 4.4 in diffusivity, which was sufficient
for the purpose of the experiment.

The penetration theory behavior of the liquid phase, and also
possible unsteady-state behavior of the gas phase, throw doubt on the
applicability of two film additivity to a packed column. The additivity
concept serves as a means of predicting the absorption rate of a gas of
intermediate solubility from independent studies of a liquid phase con-
trolled process and a gas phase controlled one. Iterative mathematical
solutions for simplified countercurrent cases show that the two film
additivity relation is reliable to within 10% for a single surface
lifetime. A much greater effect comes from the distribution of liquid
surface lifetimes in a packed column. In many cases it is possible for



analysis to divide the liquid surface into two portions: One active,
engaged in reaching a certain lifetime, and obeying two film additivity;
the other dead, and inactive for any sort of liquid phase transfer.

A dimensional equation for the liquid phase mass transfer coefficient
of the active surface was derived, based on the mechanism of penetration
behavior and a knowledge of the hydrodynamics of falling films:

0.6 0.5 1/6

wx(5)Hy) (EEDy, 8g H ( Dy, pe

In order to use the equation one must know aq, the active interfacial
area, from an independent source.
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CHAPTERI

SUMMARY

Background

Successful analysis of large scale mass transfer processes has to

jate been gained only through empirical means. Empirical correlations

are useful and desirable when theoretical knowledge is absent, but they

jo have several shortcomings. One is completely sure of the effects of

only those variables that have been varied independently of all others,

and there are usually uncert ipties in geometrical scale-up.

Many industrial absorption processes are carried out in packed

~olumms in which a gas stream is contacted with a liquid that is flowing

in layers over an irregular bed of solids. All existing correlations

For mass transfer behavior in such a column are empirical. A knowledge

of the actual mechanism of the transfer would be valuable for the two

reasons mentioned above. Also when a complex absorption such as one

involving simultaneous chemical reaction is to be accomplished, it is

Jesirable to carry out either a mathematical analysis or a study on a

small, laboratory scale model before building the final large scale

aquipment. The transfer mechanism of a model must be the same as that

in the packed column. A mathematical analysis is, of course, also de-

pendent on mechanism.

Several models of liquid phase absorption behavior in a packed



cower have been proposed, among them falling laminar or turbulent jets,

short or long wetted wall columns, and stirred flasks. Each of these

nodels is sufficiently different from the packed tower so that the

liquid phase transfer mechanism may also be different. Laminar jets

and short wetted wall columns have recently been shown conclusively to

be representations of penetration theory (99, 155). A stirred flask

or any more turbulent model on the other hand may possibly give more of

a film or boundary layer behavior, corresponding to there being less

notion and/or agitation at the liquid surface than in the bulk of the

liquid. Indeed, recent Russian work has apparently shown that it is

possible to obtain a liquid phase controlled process in a stirred flask

that is completely independent of liquid phase diffusivity (7h). It

nas frequently been claimed in the Russian literature that such a be-

navior is exactly that which occurs in a packed columm at conditions of

loading or near-flooding.

There exists, however, only one purported indication of the

nechanism of liquid phase resistance to absorption in a packed column.

Sherwood and Holloway (131) , studying the desorption of various slightly

soluble gases from water at different flow rates and temperatures,

ascertained that the Nusselt mass transfer coefficient group varied with

the Schmidt group to the 0.5 power, thus placing an exponent of 0.5 on

the diffusivity in so far as it affects the coefficient of absorption.

This would indicate that penetration theory applies to liquid phase



resistance, since other feasible mechanisms predict other exponents

(between O and 1) on the diffusivity, or at least exponents that should

vary with changing liquid or gas flow rates.

Peaceman (107), however, showed that Holloway's exponent on the

Schmidt group was determined more by the effect of temperature than by

the effect of diffusivity alone. He then showed that Holloway's data,

when plotted at constant flow rates and temperature against Holloway's

jiffusivity values, gave an exponent of 0.37, known only at one very

low set of flow conditions and reliant entirely upon his limited hydrogen

jesorption data. The exponent of 0.5 on Holloway's Schmidt group might

10t give the true effect of diffusivity if, for example, certain necessary

variables such as surface tension or gravity acceleration had been left

out of his dimensional analysis. The 0.37 exponent, in turn, depends

greatly on the value of diffusivity used for hydrogen, and a range of

nearly 100% exists in the literature for that value.

The experiment of desorbing slightly soluble gases from water remains

a powerful tool for determining the effect of diffusivity on the liquid

side resistance to gas absorption, and thus indicating the mechanism.

The absorption or desorption of slightly soluble gases should be entirely

Liquid phase controlled. Slightly soluble gases in solution do not

perceptibly affect the physical flow or spreading qualities of the solvent.

They also give such low rates of transfer that, for reasonable values



of the ratio of gas to liquid stream flow rate, there should be no per-

ceptible build-up of solute in the bulk gas phase. Thus a comparison

of the mass transfer coefficients for desorption of various gases on

the same packing at the same liquid and gas flow rates and at the same

temperature should give the effect of only the liquid phase diffusivity

&gt;f the solute. That then was the experiment chosen for this thesis:

The desorption of solute gases of widely varying diffusivities from

water into air in flow over commercial sized packing.

Experimental Procedure and Apparatus

There are few reliable values of diffusivities available in the

literature for slightly soluble gases in water. It was therefore nece~-1ry

to set up an apparatus for their determination. A glass diaphragm cell

wa.s chosen as the most reliable and proven method, even though the use

&gt;f one necessitates that analyses be made of the solutions. Values of

liffusivity in water at 25°C were obtained for propylene, carbon dioxide,

oxygen, hydrogen and helium, with the following results:

Gas

Propylene

Carbon Dioxide

Oxygen

Hydrogen

Helium

Diffusivity in Water at25°C

1.4% x 107° cm/sec

2.00 x 1072

2.41 x 1077

4.8 x 107?

5.3 x 107°



From this it may be seen that the solute gases exhibited a factor of 4.k

difference in diffusivity.

It was also necessary to establish analytical techniques for the

Five gases in water. Standard chemical analyses were employed for two:

The Winkler method for oxygen and the barium hydroxide absorption technique

for carbon dioxide. For the other three gases an apparatus was constructed

shich separated all the dissolved gas from a water sample through repeated

spraying of the sample into a vacuum chamber. The extracted gas was then

passed into a gas chromatograph. A nitrogen carrier was used for helium

and hydrogen analyses, whereas a helium carrier was used for propylene

analyses.

The packed tower employed for the study (Figure 3.1) was made of

standard twelve inch pipe, so arranged that packed heights of either

sne or two feet could be attained. One and one-half inch ceramic Raschig

rings were placed in the tower. All corrosible surfaces both in the

tower and in the auxiliary equipment were coated with Tygon paint. Water

was circulated continuously through copper tubing and rubber hose, while

air was passed through once, with galvanized stovepipe conduits (Figure 3.2)

The air was treated with steam and/or water in a spray tower to give a

stream saturated at 25°C. It entered the bottom of the packing through

four notched and capped brass pipes, discharging just above the level

of a water pool kept in the bottom of the packing. The water entered



the top of the packing through 23 sealed downcomer tubes so arranged as

to cover equal areas. These precautions were taken in order to minimize

and transfer effects.

An experimental run was made by allowing the system to come to

steady-state operation and then taking at least two sets of samples of

the inlet and outlet water streams. These samples were analyzed as

jescribed above.

Seventy runs were made in all. Five different sets of flow con-

litions were studied in detail; they corresponded to different liquid to

gas flow rate ratios and various percentages of the flooding gas rates

(between 26% and 91%). By far the most runs were made at 25°C, although

some were made at other temperatures. Runs were also made to check the

affect of the height of packing and of the water pool, and to determine

the effects of simultaneous transfer of two gases.

fxperimental Results

Logarithmic plots of mass transfer coefficient versus solute

diffusivity were made for each set of flow conditions (Figures 4.1 and 4.2).

The points on the plots were each the median of the several results

obtained for the particular solute at those flow conditions. The slopes

presented below are those of the correlating straight lines on the



logarithmic plots. They were determined by a weighted least squares

technique.

Water Rate Air Rate
(1b/hr.-sq.ft.)  (1b./hr.-sq.ft.)  % Of Flooding Air Rate

2,100
5,000

10,000
2,100
2100

900
900
900
285

1,400

"5
i3
91
26
30

Slope
0.50
0.54
0.53
0.48
0.53

The flow rates are on a basis of empty tower cross-sectional area.

The data of Sherwood and Holloway at a water rate of 2,000 1b./hr.-sq.ft.

an air rate of 230 1b./hr.-sq.ft. and on one and one-half inch ceramic

rings give a slope of 0.48 when plotted against the present diffusivities.

Thus it appears that, within experimental error, the mass transfer

coefficient for a liquid phase controlled desorption or absorption

process in a packed tower varies with the 0.5 power of diffusivity. There

is no evident confirmation of the Russian claim that the diffusivity has a

lesser effect as flooding is approached.

The results, then, lend strong support to the application of

penetration theory to the liquid phase transfer behavior in a packed

tower. All liquid phase transfer is unsteady state with no apparent

turbulences coming close enough to the liquid-gas interface to affect

the diffusive process during the short lifetimes of liquid surface

elements. To the extent that the exponent on diffusivity is constant



and equal to one-half, it is unlikely that any other feasible mechanical

picture can predlct the same results.

The apparent applicability of penetration theory also indicates

that the short wetted wall column and the laminar jet are the most

realistic of the present models of liquid phase behavior.

The effect of temperature on the volumetric liquid phase mass transfer

coefficient (kya) was indicated by oxygen runs to be re~resentable by

 5.0197

where T is Centigrade temperature. Hydrogen runs, which were much less

accurate, placed the coefficient in the exponent at 0.016. An examination

&gt;f these results along with recalculated values from Holloway's data

and other literature results places the most reliable coefficient at 0.020.

Further Apnlications of Results

Classical two film theory gives for an absorption system in which

the resistances of both phases are important

l= 1 + 1

Ka k a¥* Hk a*

there Kya is the overall volumetric mass transfer coefficient based on

liquid concentration driving forces, and kra* and kqpa* are the individual



volumetric coefficients of the liquid and gas phases respectively, measured

independently of each other or with the resistance of the other phase

suppressed. H is the Henry's Law solubility coefficient.

This equation, in order to be rigorously true, requires that there

be a constant ratio of Hkya* to kya* at each and every point of interface.

This obviously is not true for a system in which the liquid phase obeys

senetration theory.

Numerical, iterative solutions were made for the transfer rate in

several cases of a liquid obeying penetration theory in contact with a

~ountercurrent gas phase showing a laminar or turbulent unsteady state

oehavior. For purposes of simplification the gas phase was considered

to behave as a boundary layer with negligible hold-up (insensitive to

past history) or, equivalently, as a thin stagnant film of varying

thickness. Surprisingly enough the results show that the above additivity

of resistances equation is always obeyed during a single contacting to

within 10% for these cases. Similarly an analytical solution for a

penetration theory liquid phase in contact with a gas phase showing

stagnant film behavior (with constant film thickness) gives agreement

&lt;0 within 5%.

The greater deviation from additivity comes, however, from the

wide distribution of surface lifetimes that occur in a packed tower.*

¥Iifetime is defined as the age of a liquid surface element when it is
(or will be) mixed back into the liquid bulk.



As an extreme of the actual situation the liquid surface may be divided

into two portions: A fraction, f, all engaged in reaching a certain

ronstant lifetime, and the remaining fraction, 1-f, which is infinitely

old, or "dead." The ratio of the true value of Kya to that predicted

by the two film additivity equation above is then

 £f + fR
1 + fR?

where R is equal to Hkna*/kra*.

Examination of applicable literature data (62) shows that this

ead surface approach is Just as valid for most flow conditions as one

postulating two finite liquid surface lifetimes. The conclusion, then,

is that a certain fraction of the actual liquid surface may be considered

ead at any given flow conditions and two film additivity may be taken

to apply to the rest. For any gas of intermediate solubility the overall

transfer coefficient may be predicted by two film additivity from ammonia

and oxygen data, but not from vaporization data and oxygen data.

The other major application made of the experimental data was the

jerivation of a dimensional equation,

, 0.6 pr 0.5 po
% "A {oak [#%) ( ME )

jerived through dimensional analysis and based on the penetration model



of the liquid phase and present knowledge of the hydrodynamic and

absorption properties of falling liquid films. Here Dp is diffusivity,

L is liquid flow rate per unit empty tower cross-sectional area, 8g is

the active portion of the interfacial area, Ia is viscosity, r is

density, g is the acceleration of gravity, and X is a dimensional

constant dependent upon the packing size and nature, with units of

length -1/ 2

Values for a,, in light of the above mentioned reliability of the

jead surface concept, are best obtained ln the case of ceramic packings

from ammonia data, as has been done by Shulman, et al (137).

The utility of this equation is limited by the present knowledge

&gt;f values of a,, and can be tested for general applicability only when

there is a greater knowledge of the effect of other variables on 8g.



CHAPTER2

INTRODUCTION

The transfer of a substance from a gaseous stream to a liquid stream

&gt;r vice versa is a common process in the chemical industry. When the

substance or substances actually undergoing the transfer from the one

state of matter to the other are major components of the bulk gas and

liquid streams themselves and a sizeable heat addition or removal ac-

complishes the evaporation or condensation process, the name given to

the operation is distillation. On the other hand, when the more isothermal

process of transfer of a component from or to a relatively nonvolatile

liquid or a relatively noncondensible gas through the approach of solu-

pility equilibria is carried out, the operation is known as absorption

or desorption , depending upon whether the solute transfer is from the

zas8 to the liquid or vice versa.

Many commercial absorption processes occur in the chemical and

petroleum industries. Examples are the absorption of carbon dioxide and/or

hydrogen sulfide in ethanolamine solutions or caustic-carbonate solutions,

the sbsorption of nitrogen oxides in nitric acid production, the recovery

&gt;f natural gasoline components or liquid petroleum gas from lighter

refinery gases by absorption into a heavier hydrocarbon stream, and the

absorption of acetylene in acetone. It should be noticed that the first

two processes involve an actual chemical reaction of the absorbed solute

with the solvent, whereas the latter two examples are presumably cases

of purely physical absorption, where there is no important chemical re-

action of the solute occurring upon absorption.



The equilibrium solute distribution between the gas and liquid phases

treated in such an operation may be measured readily in various types of

solubility apparati. Solubilities of gases in reacting and nonreacting

liquids have been corr2lated succ~~~Tully often through the techniques

of thermodynamics.

The rate at which thermodynamic equilibrium is attained in the ab-

sorption apparatus 1s, however, equally as important and often more so,

in so far as it affects the size and design of equipment used to carry

&gt;ut an interphase transfer.

Perhaps the most commonly used absorption apparatus is the packed

tower, in which the liquld stream passes by gravity flow over dispersed

solids, such as ceramic or carbon Raschig rings, Berl saddles, coke, or

ayven broken stone. The solids distribute the liquid stream over a large

interfacial area of contact between the liquid and the gas stream, which

ls usually forced upward through the tower, countercurrent to the

jirection of liquid flow.

It is, then, the rate of absorption in a packed tower of this sort

that is the subject of this thesis. More specifically, the transfer

through the liquid phase near the gas-liquid interface is studied to

Jetermine the mechanism which accomplishes the transfer of the absorbing

solute.

2.1 Theoretical Background

2.1.1. Two Film Theory

The first successful approach to analysis of the rate of mass transfer

In a packed tower was the two-film theory of Whitman (83, 158), first



proposed in a complete form in 1923. The major contribution of the theory

vas a realization that potential resistances to the mass transfer process

in an absorption system exist in both the liquid and gas phases on either side

of the gas-liquid interface.

The two-film theory postulates that stagnant "films" or very thin

regions of no solute hold-up occur in both the gas and liquid phases on

aither side of the interface, and offer the controlling resistance to mass

transfer. This concept was based to an extent upon observation, for the

yas film at least, since it was known that gases or liquids flowing past

5 solid surface have their sharpest velocity gradient in the immediate

vicinity of the solid surface, and consequently this relatively more

stagnant fluid region offers the bulk of the resistance to a convectional

heat transfer process (81, 108), which is similar in nature to a mass

transfer process. These films are assumed to have certain thicknesses,

xg and xy, constant throughout the tower, and the transfer through them

is taken to occur by molecular diffusion alone. An additional assumption

&gt;of the theory is that complete equilibrium is rapidly attained between

the phases at the interface between them.

The rate of mass transfer is, then

i
R

vhere Na =

Ca -

Cat 7

34

N (cg -Ce) = DX (cg -cp)
Xe Xr,

(2.1.1.)

rate of absorption per unit area (moles/area time)

concentration of solute in the bulk gas phase (moles /volume)

concentration of solute in the gas phase at the interface
(moles /volume)

concentration of solute in the liquid phase at the interface
"moles /volume)



ye concentration of solute in the bulk liquid phase
{moles /volume)
jiffusivity of solute in liquid (area/time)

Liffusivity of solute in gas (area/time)

thickness of gas film (length)

. = thickness of liquid film (length)

&gt;=
Dy

Key

A

The absorption is a r*~~“y-~tate process at all polnts, since there 1s no

solute hold-up in the film.

Applying the perfect gas law to the gas phase to obtain the more common

anit of pressure, we have

Ny = Dy -
RTx,, (pg Py) (2.1.2.)

where py and p; are solute partial pressures in the bulk and at the inter-

face, respectively.

In the analysis of rate processes it has always proved useful to retain

the "distance from equilibrium” in concentration or pressure units* as a

driving force, to be multiplied by a rate cc2fficient in order to obtain

the transfer rate. Thus, defining

hb
LL Na i.

Pa
(2.1.3.)

ar ee.

*There has been some question as to whether fugacities or partial pressures

and concentrations are the proper driving forces. The problem, however,

does not enter at atmospheric pressures and for dilute concentrations.



and

KT,
N
A
Cy; - Cy,

(2.1.4.)

ve have, from (2.1.1.) and (2.1.2.)

- = Dg

RTx,
(2.1.5.)

and

Ky =
D
oa
Xt,

(2.1.6.)

To obtain the total amount of absorption occurring in a packed colum, it

is necessary to add the area over which the absorption is taking place;

hence

¥ = Na = ka (pg - py) = ka (cy - Cr), (2.1.7.)

since Np, ka, and ky are taken to be constant at all points of In+t~~face.

Here a is the interfacial area per unit tower volume across which

absorption occurs. kpa and kya are called "volumetric coefficients of

absorption, since they refer to transfer rates per unit tower volume.

The assumption of rapid and complete interfacial equilibrium requires

21 = mip) pi (2.1.8.)

where m(p) is the solubility of the solute gas at pressure, p. For the

case of dilute solutions for which Henry's law holds, m is a constant

aqual to 1/H, where H is the Henry's law constant.

1 mr
 -— HC- (2.1.9.)

It is usually impossible to measure concentrations and pressures at

the exact interface. Hence overall coefficients of absorption are often

jefined:



Kn

N
A
Ce - Cy,

N
 A__
Pa = Pe

(2.1.10.)

(2.1.11.)

Here pe 1s the partial pressure of solute in equilibrium with the bulk

soncentration in the liquid and C, is the concentration in equilibrium

vith the partial pressure in the bulk gas.

For systems obeying Henry's Law,

“Sade HC-» (2.1.12.)

and

iC a = Pa (2.1.13.)

“ombining these equations with (2.1.3.), (2.1.4.), (2.1.10.), and (2.1.11.),

there results, at a point of interface

1/K;, = 1/HKs = 1/kp + 1/Hkg, (2.1.14.)

or, since ky, and ke, are taken constant at all points of  -'-—-face,

L/Kea = l/HK.a = l/ka + 1/Hka. (2.1.15.)

This is the well-known equation for additivity of resistances. Equations

(2.1.1%.) and 2.1.15.) may teke on two different limiting conditions. For

a solute of very high solubility or for a case in which the liquid phase

resistance 1s artificially minimized in some way (gas phase resistance

controlling),

Te &gt;
Therefore

Lo=121
- HK, Hk

(2.1.16.)



and

—_— = 1 = 1
Kia HKna Hkga

(2.1.17.)

3imilarly, for a very low solubility or for a case in which gas phase

resistance 1s artificially eliminated (liquid phase resistance controlling),

 lb xHk,

Therefore

Lo= LF,
 Kg Kg

(2.1.18.)

and

Ra Ka ka
(2.1.19.)

[t should be noted at this point that the possibilityoftheoccurrence

of a chemical reaction in the liquid film has not been considered. The

field of absorption with chemical reaction is a large one in itself, and

present knowledge is covered well elsewhere (10, 107, 133h). The effect

»f chemical reaction will be mentioned later (Section 5.4.1 and Chapter 10),

but in this chapter only "physical absorption systems are considered.

The two-film theory has proved useful in attacking the problems of

absorption rates. It does, however, involve the assumption of a pair of

stagnant, no hold-up films, which are known now to be contrary to

sxperimental evidence in simpler liquid-gas flow systems. A more reasonable

approach to the gas phase transport behavior near solid or liquid surfaces

ls afforded by laminar or turbulent boundary layer theory (see, e.g.,

Knudsen and Katz (75); however, in the case of the liquid phase behavior



it is difficult to conceive of any stagnation near the gas-liquid interface

xcept for the case of an extremely high air drag.

2.1.2. Penetration Theory

A more realistic approach to the behavior of the liquid phase was adopted

by Higbie (59) in 1935, in what has come to be known as the penetration

theory. In a packed tower, Higbie pictured absorption as occurring in a

series of short time exposures of liquid surfaces during each of which

axposures unsteady-state mass transfer takes place into the liquid. Thus,

liquid would arrive at a particular piece of packing from an essentially

well-mixed pool of liquid above, flow down the packing in smooth flow and

become mixed into the bulk liquid again at the next point of discontinuity

in the packing surface (possibly at the bottom of that particular piece

of packing). Assuming that the liquid near the interface acts as if it

were near a free surface (that is, a surface where there is no air drag

and hence might as well be the surface between a liquid and a vacuum),

there is no velocity gradient in the liquid near the interface. If there

Ls no turbulence near enough to the interface to affect the absorption

process during the time of exposure, transfer will be accomplished by

liquid molecular diffusion alone. Diffusion in liquids is an extremely

slow process, and, for a large enough thickness of the liquid layer

Flowing over the packing, the transfer process can therefore be assumed

as equivalent to unsteady-state transfer into a semi-infinite stagnant

region of liquid.* This concept is facilitated if one views the liquid

from a Lagrangian standpoint, that is if one "rides™ down the piece of

packing with the liquid.

¥It was found, mathematically, by Johnstone and Pigford (69) that this is

a valid assumption even for free gravity flow of water down a wetted wall

ome one or twe Faas 4 wn hei cht at ecormon Flow rates



The problem thus reduces to one of solving an equation analogous to

that for transient heat conduction into a semi-infinite slab,

Dr, 3% = dc
32 © 3%

| 2 11.20.)

vith the boundary conditions

Craty  O

Jere C

-

&gt;

“
 J

Ct,

Cy

C- as y--€7

 aty=C (2.1.21.)

concentration in liquid at any point, v, and at any
time, t

concentration of bulk liguid before exposure

concentration at interface

Dy = solute diffusivity

For Cy = pg/H = constant, or liquid phase resistance controlling (see

Equations (2.1.10.) and (2.1.18.), the solution to this equation is

xnown (13a). The rate of absorption at any time, t, after birth is

D‘T iL -— L

; | +5 (C1 - Cu)

and the concen*r-tion, C, at any distance,

C - Cp,
— = erfCCy- Cy, (2 a )

(2.1.22.)

y, from the in+-rface is

(2.1.23.)

Over the en..:v: exposure time, ©, the average rate of absorption is

=
3

(° Na© dt



ym
ry

Na = 2 Dy, C; =| 2 (€y - cr) (2.1.24.)

4

Consequently at any time, t, ky, the instantaneous cc~" “zient of abrorption is

=
and the average abscipiion ¢- ~'mnt, k;, is defined by

cx

(2.1.25.)

(2.1.26.)

[f the theory is applied to a packed tower and it is assumed that, (a) all

times of exposure duration ("lifetimes") of liquid surface throughout the

column are equal and, (b) that the duration cf an exposure is so short that

only an infinitesimal amount of change in averace liquid phase concentration

sceurs in the eourse of the exposure, then ¥» in Equation (2.1.26.) above,

compounded with the interfacial area per unit tower volume, a, gives the

effective volumetric transfer cc~frficient for a liquid phase resistance

rontrolled system.

For situations in which the liquid phase does not control and there 1s

an appreciable gas phase resistance, C; will be a function of t, since an

unsteady state process is occurring, and the problem becomes more complex.

This is so because the value of kyl as a function of time depends upon the

time history of Cy in a nonsimple way (resulting from the solution of

(2.1.20.) coupled with the first two boundary conditions of (2.1.21.)

and a third boundary condition where Ci becomes a function of time).



Thus, while Equation (2.1.14.) holds at a given point of interface through

jefinition alone, there is no assurance that Equation (2.1.15.) for the

sverall combination of individual resistances over the interface holds at all.

The case of mass transfer obeying penetration theory in a liquid coupled

71th a constant stagnant, no hold-up film resistance in the gas phase has

been solved and presented in the literature for the analogous heat transfer

ase (13b) and has been used by Emmert (36) to test the applicability of

Equations (2.1.1k.) and (2.1.15.) considered on an overall basis. He found

For a given single liquid surface lifetime that the two-film theory

additivity prediction would be obeyed to a maximum deviation of 5% of Kf,-

Ihis solution and the whole problem of the additivity of resistances in

general are invertigated further in this thesis (Section 5.4.2. and

~hapter VIII).

It is of interest to note at this point that Danckwerts (21) has pro-

posed that a penetration mechanism applies to most free surface mass

transfer processes, if not to all. Thus, he extends the theory to surfaces

sther than those of smooth falling liquid layers, for example the liquid

surface in a stirred flask. He suggests that in such a system the concept

that all surface elements exist for a constant lifetime before being

nixed back into the liquid bulk is unrealistic, and that a more reasonable

one would be for there to be a certain random renewal rate of surfaces,

characterized by a renewal rate constant, s, the reciprocal of which then

replaces © in the expression for the overall liquid phase absorption

scefficient, Equation (2.1.26.). Such a renewal process does not seem

[n line with the picture of liquid flow over regular pieces of packing,

however.



WS

2.1.3. Other Theories for Liquid Phase Mechanism

Another somewhat similar mechanism has been proposed by Kishinevsky

(71, 72), who used it to derive predictions for chemical reaction systems.

iis view, as is common in the Russian literature, is that transfer processes

at gas-liquid interfaces in commercial equipment tend to occur through a

"free turbulence” mechanism* in such a way that the transfer rate is

independent of solute diffusivity and controlled only by hydrodynamic

conditions. Possibly this would happen because the surface renewal rate

is so rapid that the solute does not diffuse appreciably away from the

first few molecular layers, which are saturated by the process of attain-

nent of equilibrium at the interface (see also Chapter 11). Whether or

not this latter is Kishinevsky's intended physical picture is difficult

to determine from his writings. It is more probable that he and Kafarov

(70) picture some sort of turbulent eddy transfer mechanism which retains

an eddy "diffusivity" level higher than that afforded by molecular

diffusion up to and, essentially, at the interface. Such a picture seems

to be in discord with the concept of a damping effect of surface tension

at the interface.

It is possible, however, that turbulence in the liquid layer could

ome close enough to the interface to affect the mass transfer process,

probably much in the same way as it affects the transfer in a fluid near

a solid interface. Much theoretical and experimental study has been made

&gt;f this latter process. Perhaps the most successful approach for mass

transfer near solid surfaces has been that of Deissler (29), who pictures

an eddy diffusivity extending within the so-called laminar sub-layer

*See also a review article by Kafarov (70) on this sort of thinking.



but damped out to zero at the wall in such a way that

- nfuy

nuy ( l -e )

where €E eddy diffusivity

(2.1.27.)

velocity in the direction of flow

distance from the solid interface

)

n

kinematic viscosity

a constant

For fully developed flow (steady-state)thisgivesavariationof transfer

soefficient with solute diffusivity to the 3/4 power in liquid systems

where Schmidt Number is high (29). In the entrance regions in tubes or

over plates there is some deviation from this 3/4 power variation, but not

enough to alter the power of variation greatly (see Figure 6 of reference

29). For the analogous nonturbulent system, laminar boundary layer flow,

there is a variation of transfer coefficient with diffusivity to the 2/3

power (120). The net influence of the introduction of turbulence in Deissler's

manner into the unsteady-state boundary layer system for liquid flow is

then to raise the power of variation of transfer coefficient with respect

to diffusivity slightly. Strictly, this raising of the exponent occurs

only for cases of liquid diffusion (Schmidt Number above 100). For gas

shase transfer the situation is different (see Section 8.2.2.).

Since laminar boundary layer theory differs from penetration theory

mathematically and physically only in the presence or absence of a

velocity gradient near the interface, it would be anticipated that a

turbulence dying out near the gas-liquid interface in the liquid layer

flowing over packing would, in a liquid phase controlled absorption process,



increase the power of variation of transfer coefficient with respect to

solute diffusivity to a power greater than the 1/2 predicted by penetration

theory.

If , however , the turbulence malntained a re latclvely h1 geddy dai ffusivitY

up closer to the interface than predicted by analogy to Deissler's relation-

ship for solid interfaces, the situation described above as a second possible

explanation of the Russian authors' hypothesis would be approached, and

the transfer coefficient would become less and less dependent upon solute

diffusivity. This could be possible since surface tension would exert

less of a damping influence than would an actual solid surface. Hence

for some certaln turbulent flow conditions the power of variation might

appear to be 1/2; however, since the magnitude of eddy diffusivity should

change strongly with flow rate in a felling film, it is unlikely that a

1/2 power of variation would be apparent over a very wide range of flow

conditions.

Still another possible mechanism of transfer within the liquid phase

that has some basis in the literature should be mentioned. It has heretofore

been postulated in the discussion of penetration theory and related theories

that there is no velocity gradient in the liquid near the gas-liquid inter-

face. Thls seems to be a logical assumption since the relative kinematic

viscosities of a typical gas and a typical liquid are such that a drag

force capable of influencing the velocity profile in the gas greatly will

have a much lesser influence on the velocity profile in the liquid. At

20°C the rato of the kinematic viscosity of air to that of water is 15.

Howkins and Davidson (60) conclude from studies made recently of

countercurrent gas flow against a liquid flowing down a string of spheres

inside a tube that "loading" (the first point of sudden increase in slope



of the logarithmic pressure drop versus gas flow rate curve) in a packed

column occurs because of the exertion of a very large air drag on the

liquid at points of contraction in the path of gas flow. This drag be-

comes comparable to or even greater than that of a solid surface and tends

to prevent the liquid layer from falling along the packing. One would

conclude from this that, as loading conditions are approached and exceeded

in a packed tower, there would be an increasing portion of liquid interfacial

surface that behaves transfer-wise as if it were in contact with a solid

surface; that 1s there would be a laminar boundary layer behavior of sorts

in these portions of the liquid, with the consequent increased influence

of solute diffusivity on the transfer process (2/3 power for a solid surface

(120)). The foregoing discussion regarding the effects of turbulences near

the interface could then be superimposed on this.

for purposes of a simple-minded physical picture, it can be said that

the occurrence of boundary layer behavior or Deissler-type damped turbulence

represents an intermediate case of sorts between penetration theory be-

havior and an unsteady-state view of stagnant no hold-up film theory

behavior. A model of unsteady-state penetration into a stagnant film of

finite hold-up has been proposed by Toor and Marchello (151) as a tran-

sitional model approaching penetration theory for short exposure times

and film theory for long exposure times. As a consequence the variation

with diffusivity changes smoothly from 1/2 power to first power as ex-

posure time increases. Because of the apparent unlikeliness of the ex-

istence of any such truly stagnant film (even one of finite hold-up) the

above suggestions for deviations from simple penetration behavior seem

to have a stronger physical basis than does a model of penetration into a

stagnant film of finite hold-up. In justice to Toor and Marchello it



should be stated that their model was not developed with an eye to packed

tower behavior but more with reference to transfer near liquid-liquid and

liquid-solid interfaces. For those cases their theory is somewhat more

plausible but still questionable as to physical basis.

In summary of this section, Table 2.1 gives the predictions of the

various theories and theoretical modifications discussed herein concerning

the effect of solute diffusivity on the coefficient of absorption for a

liquid phase controlled system.

TABLE 2.1

Theoretical Predictions Concerning The Effect Of
Solute Diffusivitv On The Liquid Phase Coefficient Of Absorption

Theory

Lt. Two film

2. Penetration

3. Free turbulence

| Turbulence damped near the
Free surface

&gt;. Large air drag
of turbulence

- no effect

5. Large sir drag - turbulence
also effective

7. Penetration into stagnant
film of finite hold-up

Effect Of ™&lt;“fusivity
. 1.0

0.5
ky A» Dy,

0
ky ~~ Dy,

n

kr, ”\v Dy, where n varies from O
to 0.6, changing with flow conditions

n
ky ~~ Dy, where n varies from
0.5 to 0.67, increasing with gas rate

n

ky Nv Dy, where n varies from
0 to 0.75, changing with flow conditions

n

kp Nr Dy, where n varies from 0.5
to 1.0 changing with flow conditions



2.1.4. Packed Tower Design (133d)

[f K;a, the "overall" volumetric coefficient, is known at every point

in a tower, the height of a tower necessary to increase the liquid con-

centration of solute from Cy to Co, may be found from a material balance on

the liquid phase and Equation (2.1.10.)

shere h

Lo Loy
PL

column height

K1,&lt; [Ce - C1.) (2.1.28.)

weight liquid flow rate per empty tower cross section

Pr = liquid density

The assumption of plug flow of gas and liquid through the packing is built

Into the material balance. Integrating,

h

ac, _ Kafo, © [ BY
Cg 0

(2.1.29.)

where Crm = Cp, at liquid inlet (top) and

on = Cp at liquid outlet (bottom)

From two film theory, for a case where solubility 1s a function of

concentration, Kya is not constant, even though kia and ksa may be

{Equation 2.1.15.) . Also L and Cy may vary throughout the column.

In cases where solutions are dilute (and L, C 1» and temperatures remain

constant) and Henry's Law is obeyed (and Kya is constant by two film

theory), Co - Cp, is linear in Cp, and Equation (2.1.29.) becomes



Cp
L dCy, _ L (Cc, -C.)

OLKa eT Te he. (2.1.30.)
cg e ~“L OL AL 1 pn,

shere ACy, ; 1s defined in the same way as AT),in heat transfer

analyses (see Section 13.1). Similar equations may be derived for Kga

(1334).

The integral
Cp

[ Ce
Jeg

is often referred to as the number of transfer units in the tower (N.T.U.) OL’

The height of a transfer unit (H.T.U.)qyr, 158 defined as

(H.T.U.)g, = h
(N.T.U.J,OL

(2.1.31.)

For dilute systems, them~"ore,

(H.T.U.)q;, = L

 eo k8
(2.1.32.)

Similarly (H.T.U.);, is defined in terms of kya. Expressions for (H.T.U.)qq

and (H.T.U.), may also be obtained (1334).

2.2 Experimental Background

In the experimental determination of rate data in packed towers it

has been considered desirable to study systems in which either the gas

phase resistance Oy liquid phase resistance controls, that is, systems

In which the resistance offered by one phase to the mass transfer process

Ls negligible compared to that of the other. Thus, as discussed in



Section 2.1.1., the absorption.ofagas of low solubility approaches the

case of liquid resistance controlling; whereas the absorption of a gas

of very high solubility approaches the case of gas resistance controlling.

According to the two-film theory, then, data obtained in this manner could

be combined by Equation (2.1.15.) to give the transfer rate for a gas of

[Intermediate solubility.

2.2.1. Liquid Phase Resistance

The most extensive and systematic study of liquid phase resistance to

physical absorption in a packed column has been that of Sherwood and

followay (131), published in 1940. In this work the authors studied the

jesorption of oxygen from water into air extensively at 25°C on several

packings in order to determine the effects of flow rates and of packing

size and shape. From dimensional analysis, and an observed lack of effect

of gas flow rate on the transfer coefficient, they concluded that the

cransfer coefficient, kra, coupled into a Nusselt eroup(17) , Where 4
Dr,

vould be a length dimension, should be &amp; function of a Reynolds group

dL ) and a Schmidt group ( MA ) alone. Thus they correlated their results
PH @ Dy,

In a semi-dimensionless form

Tow (k) (4)
l-n

(2.2.1.)

The values of &amp;{ and Nn for various kinds of racking were determined from

the above-mentioned oxygen runs, and are shown in Table 2.2. Values of

A are valid only when units of feet, hours, and pounds are used, since

the equation is dimensional.



TABLE 2.2

Constants Found By Sherwood and Holloway, (131)
 ForEquation 2.2.1. (25°C)~E——

Packing 4

0.222 inch ceramic Raschig rings 30

1.5 inch ceramic Raschig rings 0 0.22

| inch ceramic Raschig rings 100 0.22

0.5 inch ceramic Raschig rings

3/8 inch ceramic Raschig rings

L.5 inch ceramic Berl saddles

280 0.35

250

160

0.46

0.28

l inch ceramic Berl saddles 170 0.28

0.5 inch ceramic Berl saddles 150 0.28

3 inch Spiral Tile 110 0.28

The value of s was fixed at 0.5, based upon the results of a serles

of measurements made before the extensive oxygen runs. In these first

runs the desorption of carbon dioxide, oxygen, and hydrogen (all rela-

tively insoluble gases) was studied in a tower packed with 1.5 inch rings

to a height of 8 inches. Temperature and flow conditions were varied over

7ide ranges. Unfortunately an amount of end transfer below the packing

equivalent to six inches of packed height was also measured because of

the sampling techniques in these first runs.

To obtain a value of s from these results, the authors first determined

the effect of temperature on the transfer coefficient for each gas at

constant flow rates, and then determined the value of n for carbon dioxide

and oxygen desorption by plotting the transfer cc- “Tlcients, corrected to

25°C, against liquid flow. There was, as has been mentioned before, no



observed effect of air flow rate on the liquid phase transfer coefficient

below loading conditions. Once n had been determined as 0.25 (the different

value from that found in the later oxygen runs may have been caused by

the end effect), (EL8y divided by (_L y=" was plotted against (44) for
Dy, pw @DL

all runs. This correlation gave s equal to 0.53, which was taken as

essentially equal to 0.50, thus affording agreement with Higbile's penetration

theory.

Subsequent investigations of liquid phase behavior have either con-

firmed Holloway's oxygen data, correlated data for new packings in this

nanner, or studied cases of simultaneous chemical reaction. Among those

who have confirmed Holloway's data for various packings are Molstad, et al,

(92), Vivian and Whitney (156), Whitney and Vivian (162), Deed, Schutz, and

Drew (27), and Landau, et al (80). The only other study in which physical

absorption or desorption of solute gases of wldely varying liquid phase

liffusivity has been examined is the recently published work of Onda, et

al (102), who absorbed hydrogen and carbon dioxide on 6 mm. ceramic Raschig

rings and found kra to vary with Dp to the 0.42 power.

2.2.2. Peaceman 's Criticism

peaceman (107c) has offered a valid criticism of the 0.5 value found

For s by Sherwood and Holloway (131). He pointed out that their method

1-
of plotting kya/Dp divided by (L/,.) a against the Schmidt group gives

nore the effect of temperature than the effect of diffusivity alone, since

the Schmidt group in liquid systems is highly temperature sensitive.

Peaceman replotted the transfer coefficient for each of the three gases



against diffusivity at constant flow rates and constant temperature, using

the values of diffusivity employed by Holloway (the best available at the

time and in Peaceman's time). This yielded an exponent of 0.37. This in-

licates that either (1) the values of Dy utilized were incorrect, or (2)

there were not enough variables brought into the dimensional analysis to

account for the effect of temperature completely. It is also true that the

&gt;nd transfer mey have a different mechanism from the transfer on the packing

and hence the power found from Holloway's data may not be indicative of

the transfer process on the packing.

In any event, the correct exponent on the Schmidt number rests com-

pletely on Sherwood and Holloway's hydrogen data, only three coefficlents

for which were obtained - at constant flow rate and varying temperature.

This is so because oxygen and carbon dioxide, their other two solutes,

have essentially the same diffusivity as one another.

2.2.3. Gas Phase Resistance

Measurements and correlations of gas phase resistance in packed towers

have in general been less successful than liquid phase studies. For one

thing, it has been difficult to find gases of high enough solubility to

give a case of gas phase resistance controlling in accordance with

Equation (2.1.15.), although for methanol andethanol absorption such a

situation is approached. As a result, liquid phase resistance has often

been eliminated artificially, either (1) by studying the absorption of

ammonia into strong acid solution or of acid gases into strong alkali, or

(2) by vaporizing water into air (86, 89, 130, 146, 154). Such experiments



zive very high transfer rates with the result that very short packed

neights with contingent large relative end effects and uncertainties of

flow distribution have been necessary to enable one to measure the

driving forces (ps - De) at either end of the packing, and thereby cal-

ulate K,a by the equation analogous to (2.1.29.).

Values of ka obtained from physical absorption measurements (and

corrected by Equation (2.1.15.) for kya) have generally been lower than

kaa values obtained from vaporization factors by as much as a factor of

two (35, 38, 62, 93, 94, 119). There is also disagreement as to the

jependence of kya upon liquid and gas flow rates. Then, finally, there

ls disagreement between investigators on the magnitude of coefficients

for the same system at the same conditions.

Further discussion of the gas phase problem is delayed until Section

5.4.2. and Chapter 8, where it is considered in more detail in the light

&gt;f the results of this thesis.

2.2.4. Models of the Liquid Phase Absorption Process

Because of the shortcomings of the various theoretical and empirical

approaches to packed colurm design many recent workers have felt it

jesirable to study small scale models of the absorption process. This

has been especially true for the study of cases of absorption accompanied

ny liquid phase chemical reaction, where the interaction between chemical

cinetics and diffusion predicted by two-film or penetration theory is

&gt;ften complex, and often complicated by the absence of reliable chemical



kinetic data. Anomalies and internal disagreement within the literature

have often been found for the study of these systems in packed columns

(133h), so the general feeling is that it is best to obtain a basic under-

standing of these systems in the simplest models before tackling the

sroblem of chemical reaction - diffusion interaction in the more complex

Porms of industrial apparatus. Aside from gaining basic understanding,

it is also desirable to have some sort of model of a packed column so a

new reaction system may be examined on a small scale before the packed

tower or other apparatus to carry it out industrially is constructed.

The most obvious small-scale model is a bench-sized packed column,

which is often used for the latter purpose mentioned above. There is,

however, a scaling problem for packed columns, occasioned by uncertainties

In interfacial area, variation of liquid surface exposure times with

packing size, and surface tension bridging of liquid between pieces of

packing, which occurs proportionately more for small packings than for

large ones. As far as a basic understanding of the diffusion-reaction

nechanism is concerned, a small packed column is no simpler to analyze

than a large one.

The more simplified models that have been studied are laminar liquid

jets (15, 18, 114, 124), short wetted wall columns (43, 87, 99, 155, 157),

setted spheres (23, 88, 168), and stirred flasks (46, 68, Th). The first

three of these have been proven to be simulations of the penetration

theory, and, in two cases (23, 99), have been felt to obey it so reliably

that they have been used for the actual measurement of diffusivities

(see also Sections 14.2.1 and 14.8). Although the short wetted

wall column and the sphere column were originally designed as models



of the packed column rather than as simulations of the penetration theory,

it appears there is no reason to accept them per se as valid models of

the flow over packing without evidence of the applicabllity of penetration

theory to liquid phase behavior in a packed column. In light of Peaceman's

criticism of Sherwood and Holloway's conclusions, this has not heretofore

heen successfully proven.

The other common model, the stirred flask, bears less similarity to

che flow in a packed column. It is possible, however, that a penetration

mechanism applies here, too, following Danckwerts' random surface renewal

picture (Section 2.1.2.). There is, though, no experimental evidence to

confirm this. The only mechanismal study of physical absorption in a

stirred flask has been that of Kishinevsky and Serebryansky (74), who

absorbed oxygen, nitrogen, and hydrogen into water in a very rapidly stirred

flask with consequent high transfer rates and found no evident influence

of solute diffusivity in the process. They mention that at lower stirring

rates (and 1/5 the transfer rate) there was some effect of molecular

1iffusivity. Their results are examined in more detail in Chapter 11.

2.2.5. Additivity of Resistances

The problem of additivity of resistances, it should be stressed, is not

shether Equation (2.1.1L4.) holds at each and every point of interfacial

area. It obviously does, by definition. The problem is whether Equation

(2.1.15.) can be applied to calculate Kra from data taken for separate

cases where each of the individual phase resistances is measured in the

absence of resistance of the other phase. Thus the "additivity" equation

might better be rewritten



1 x. ’ Le +“

Ka HKsa ky a¥* Hknak
(2.2.2.)

vhere k, ax
~y

measured in absence of gas phase resistance.

eye Knra measured in absence of liquid phase resistance.

The only two studies of the additivity of resistances in absorption

3s such have been that of Goodgame and Sherwood (46) and that of Whitman

and Davis (159). The former vaporized water, and ebsorbed carbon dioxide

(liquid phase controlled), smmonia, and acetone in water in a stirred

flask. They found that the acetone and ammonia absorption rates tended

agree within 4% with values calculated from the vaporization rate and the

carbon dioxide rate by the additivity equation (2.2.2.). In order to

obtain this agreement, however, it was necessary for them to assume that

kr and ky varied with solute diffusivities to the 1/2 power (penetration

models in both gas and liquid). Their work is discussed further in

Section 8.2.1., along with the data of Whitman and Davis from a similar

stirred flask experiment, which were originally calculated assuming all

solutes had the same liquid and gas phase diffusivities , the maximum

Jeviation from additivity being reported as 15%.

Gordon and Sherwood (48) in analyzing the water-isobutanol liquid-

liquid extraction system in a stirred flask found there to be some question

of the validity of computing overall coefficients by additivity from

measured individual coefficients, but the difficulty seemed to be more

a question of what diffusivity values to believe (129).

Unfortunately no packed tower studies of both vaporization and gas-

phase influenced absorption have been made together in the same apparatus.



As was mentioned previously, however, most absorption data for highly

soluble gases, measured as Ka and corrected by (2.2.2.) to ksa, tend to

give lower coe’liclients than those from vaporization studies.

2.2.6. Equilibrium at the Interface

The derivation given previously in Section 2.1.1. for the two-film

theory (and also, incidentally, that mentioned in Section 2.1.2. for

penetration theory coupled with a constant stagnant, no-holdup gas film

resistance) contained the assumption of complete and rapid thermodynamic

aquilibrium between the phases at the gas-liquid interface. It is con-

ceivable that this may not be, possibly because of the accumulation of

large molecules at the interface which would only let a very small fraction

of the solute molecules arriving at an interface pass on through. Thus

an added resistance would be presented in series between those of the

zas and liquid phases. A separate concept could also be the case where

the rate of net solute transfer across the interface rivals in magnitude

the normal rate of molecular interchange through thermal motion. In

this situation the "dynamic" equilibrium would differ from the "static™

aquilibrium measured at lower rates of transfer. A calculation (121)

shows that such a high rate of transfer is, however, unlikely in commercial

aquipment. at pressures other than very low ones.

Recent studies made of absorption in falling laminar jets (15, 18,

114, 124) have shown that at the rates of mass transfer employed in

commercial apparatus there is apparently no interfacial resistance. In

one case (15) there is a possible resistance at a very high rate of



mass transfer (exposure times less than 0.0L second) reported. There is

also evidence that a concentration of any of several commercial surface

active agents adequate to reduce the liquid gas surface tension significantly

reduces the rate of liquid phase mass transfer in some way both in jets

and wetted wall columns (18, 37) and in packed columns (130). Even here,

though, there may not be so much an interfacial resistance as a reduced

solute diffusivity in the liquid near the interface or regions of hydro-

iynamically stagnated interface (see Chapter 9).

Thus, in the absence of unusual surfactant concentrations, the assump-

tion of rapid and complete equilibrium at the gas-liquid interface seems

to be (for packed tower aebsorption rates) one of the most reliable of

those bullt into the various derivations of the first portion of this

chapter.

2.3 Purpose of this Thesis

The desorption of relatively insoluble gases from water into air in

32 packed column presents an opportunity rare in chemical engineering

studies, namely, the investigation of the effect of one single variable

while all others are held constant. If air and water flow rates over a

given type of packing are held constant and the temperature of the whole

system is maintained constant, the single remaining variable which is

believed to affect the mass transfer process 1s the diffusivity of the

solute gas in water. This is true because solute concentration in both

air and water will be extremely low and since liquid phase resistance

will control.



If a wide range of solute gas diffusivities is studied then the mode of

variation of kya with Dp will be known at all gas and liquid flow rates

investigated. The theoretical predictions of Section 2.1 may then be

compared with the results and the liquid phase mechanism or possible

mechanisms will be indicated.

The mechanism of the liquid phase transfer process is of importance

for a fourfold reason:

L. A knowledge of the mechanism will indicate what are reliable

laboratory scale models to use.

2. The liquid phase mechanism is important in evaluating the effect

of reaction kinetics on the mass transfer process in the case of

absorption with chemical reaction (and the models may be used

for studying this effect).

}. The effects of all pertinent variables upon the liquid phase

resistance can be predicted.

A knowledge of the transfer mechanism would contribute to our1

knowledge of mass transfer near f1--°° °**13 ’~*--faces in general.

The primary purpose of this thesis, then, was to carry out the

experiment for solute gases of widely varying diffusivities and to

perform it at several different flow conditions with a view to shedding

light on liquid phase mechanism.

Since the effect of the diffusivity of the solute gas in water was

being examined, it was also necessary, as a secondary objective, to

carry out a program of diffusivity measurements, since insufficient

reliable literature data were available.



Finally, as another secondary objective, if, as was to be expected,

a mechanism other than film theory applied in the liquid phase, it was

jesirable to determine the implications of this mechanism as far as the

3dditivity of resistances or the gas phase resistance problem in general

vere concerned.



CHAPTER 3

APPARATUS AND PROCEDURE

3.1 Choice of Exveriment

A desorption system was chosen rather than an absorption system for

three reasons. First, and most important, one of the prime objects of

the thesis is to maintain the hydrodynamics of the system constant as

those of the alr-water system, for all solute gases. This would not be

accomplished if a large enough solute gas concentration were included

in the air stream to give a driving force (Ca - Cr) sufficient to produce

a readily measureable amount of mass transfer.

Secondly, a much lesser amount of solute gas consumption is necessary

In a desorption system. This is so since, in order to attain a driving

force as large in magnitude as that for desorption from an initially

saturated water solution, it would be necessary to operate with a gas

phase of pure solute gas. On the large scale of the present experiment

his would be prohibitive.

Finally, the coefficient of absorption is equal to that of desorption,

a8 1s predicted by all theoretical approaches and has been confirmed by

Allen (4, 131), Carlson (12), and Sherwood and Killgore (132).

The solute gases employed were chosen to be sparingly soluble, to

sive as wide a range of diffusivity as possible and, as a secondary

requirement, to be relatively inexpensive. Hydrogen and helium, being

the lightest gases, have high diffusivities in water. Oxygen and carbon

lioxide have been studied extensively before, affording an opportunity



for comparison of data, and have lower diffusivities. Propylene has a

still lower diffusivity and hence was chosen as the fifth gas. It was

originally felt that ethylene would have a diffusivity intermediate be-

tween propylene and carbon dioxide; however, preliminary diffusivity

measurements (Chapter 1h) indicated its diffusivity was close to that

of carbon dloxide and so ethylene was discarded as an experimental

solute. All five gases have sufficiently low solubilities to afford

cases of liquid phase resistance completely controlling when desorbed,

and vet have high enough solubilities to be analyzed in solution with

sufficient accuracy by the analytical techniques which were developed

and are set forth in Chapter 15.

3.2 Design of Apparatus

Correct nature and sizing of the packing and packed column were of

prime importance for fulfilling the objectives of this study. For this

reason the column design was set first, and then all piping and auxiliary

apparatus were designed to meet with the requirements thereby imposed.

Eight primary requirements had to be met by the packed tower and

suxlliary system.

1) The side and type of packing should be representative of that

used in industry. This was especially so because of the problems

already discussed (Section 2.2.4.) encountered in scaling from

one size packing to another. Ceramic Raschlig rings were selected

2s the most common industrial packing, and a packing dimension of

1 1/2 inches was taken as large enough to be a usual industrial

size. Choice of 1 1/2 inch Raschig rings also would allow for



a comparison of common data points with Sherwood and Holloway

(131), who used 1 1/2 inch rings for their carbon dioxide, oxygen,

and hydrogen studies.

2) The diameter of the colum had to be sufficiently large to

make the wall surface a negligible portion of the total packing

surface and to prevent other wall effects such as preferential

flow of water toward the wall. A ratio of tower diameter to

packing diameter of eight has been recommended as being adequate

for this latter purpose by Baker, Chilton and Vernon (5), who

studied maintenance of flow distribution in flow over dumped

packing. Since flow concentration towards the wall becomes more

pronounced as tower height increases, and the recommendation of

Baker, et al, is based on a tower height of seversl feet, a

factor of 8 (corresponding to a one-foot tower diameter) was

taken as a reliable compromise between maintenance of flow

distribution and reduction of excessive power requirements for

the pump and blower. For a one-foot diameter columm filled

with 1 1/2 inch Raschig rings the wall contributes only 10%

yf the total surface ares.

3) The height of packing had to be short enough so that there would

still be enough solute remaining in the effluent water to allow

an accurate analytical determination of the driving force there.

The height also had to be great enough so that 1t, itself,

could be measured with accuracy and so that end transfer effects

would be minimized. The actual measurement of the height does



not, however, enter into the investigation of mechanism through

comparative sbsorption coefficients, as it does into the deter-

mination of absolute coefficient of absorption.

A packed height of either one or two feet was taken as a compro-

mise between these two requirements. In this respect it was not

possible to represent typical conditions in industry, where a

much greater height 1s generally employed.

+) Water and air flows equivalent to loading and flooding in the

tower had to be provided for, since many industrial columns

operate at flow rates equivalent to 70 or 80% of flooding.

Also, because of the higher flow rates, a much different transfer

mechanism could control in this range (70). To give flooding at

liquid to gas weight flow ratios between 2 and 10, it was

necessary to design for a maximum water flow of 13,000 lbs. per

hr. per sq. ft. and an air flow of 1,600 lbs. per hr. per sq. ft.,

both based on the empty tower cross sectional area.

5) To give temperature control and thus allow the single variable

of solute diffusivity to be investigated, the column had to be

operated with the water temperature held constant from run to

run at 25°C. Thus a steam injection device was provided for the

vater gtream.

5) To ensure isothermal conditions in a run a provision had to be

made for saturating the air stream with water at the water

stream temperature of 25°C, and thus eliminating the heat effect



of humidification on the packing. This took the form of a

separate spray tower, equipped with both steam and water injection.

7) In order to avoid excessive water consumption at high flow

rates, the water stream had to be made recirculatory.

3) The entire water circulation system had to be protected from

corrosion, since the collection of corrosion products could

well alter surface transfer conditions of the water and also

alter the nature of the packing surface.

Jith these factors in mind the packed column system shown in Figure

3*1 and the auxiliary equipment shown in Figure32 were constructed.

The tower consisted of four sections of 12 inch steel pipe. The

aormal operation was with a one foot packed height and with the

section labeled "optional" omitted; however, this section could be used

bo glve either a second foot of packing height or an additional head

on the inlet water at the top of the column.

The interior of the column and the interior of the two water storage

drums were given three coats of Series K, self-priming Tygon paint to

guard against corrosion. Similarly the rest of the water system was

made of copper piping, or rubber hose where flexible joints were

necessary.

A bypass arrangement allowed for water flow rate control, and one of

three calibrated orifices measured the flow. Steam and the solute gas

were injected through two injection tees, located prior to a valve,

several elbows, and the orifice in the flow scheme. Flow through these
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fittings gave effective absorption of the gas and the steam into the

water. The rate of solute gas injection was roughly metered by one of

two capillary flow meters.

Jpon entering the top of the tower the solute-bearing water flowed

&gt;ver a liquid seal and on to the packing through a distribution system,

consisting of some 23 lengths of copper tubing. At the bottom of the

packing the water fell into a pool, from which it flowed back to the

storage drums. A levelling tee arrangement in this line made it

possible to hold the pool height constant, just below the air inlet

openings. The distribution and take-off system was quite similar to

that employed by Vivian (154) and by Whitney (160).

A 3 horsepower centrifugal pump was used to circulate the water.

Most of the water line was made of 1 1/4 inch copper tubing, although

2 inch brass pipe was used for the exit line.

Air was drawn into the system by a 1 1/2 horsepower, D.C., variable

speed rotary blower. Sharp edge orifices were butt-mounted on the air

Inlet, and flow rates computed from standard data (109c). The air lines

consisted entirely of 4 inch galvanized stove pipe.

From the blower the air passed through a six-foot high eight-inch

lameter spray tower, equipped for both steam and water injection, and

from there into a manifold distributor at the bottom of the tower. Upon

leaving the tower at the top the air was drawn into a chimey through

another blower.

Complete details of the apparatus are given in Chapter 13 of the

Appendix. The apparatus used for measuring diffus’vities is discussed



in Chapter 14 of the Appendix. It consisted of a pair of sintered

class diaphragm cells.

3.35 Experimental Procedure

A series of seventy runs was made, investigating the transfer of

the five solute gases at five different flow conditions and the constant

temperature of 25°C. A few runs were made examining the effects of

temperature, of packed height, of redumping the packing, and of using

jeaerated water.

Before solute gas was injected in a run, the tower was operated

for 15 minutes at the desired air flow rate and a water flow 25 to 504

higher than that desired for the run. This established the water

hold-up in the tower. The need for it was shown exverimentally (Runs

&gt; and 3) and has also been shown by Shulman, et al (136) who studied

hold-up on packing.

The water flow rate was then brought back to the desired value,

and temperatures, air humidity, and pool height were adjusted to the

operating conditions. After ten minutes samples of the inlet and exit

water streams were taken through the devices provided for this (see

Figure 3.1, Figure 3.2, and Section 13.1). At least one more set of

samples was taken in each run, at least five minutes later. Pressures

and temperatures were recorded at each sampling time.

These samples were then analyzed by the various procedures

Jescribed in Chapter 15 of the Appendix and from the resulting water



zoncentrations values of the transfer coefficient, Kra, were computed.

Details of the calculational methods and the treatment of the data are

riven in Chapter 16 of the Appendix.

At all flow conditions at least two duplicate runs were made for

sach solute gas (in addition to the duplicate samplings within a run).

For conditions where data tended to scatter, still more runs were made.

In addition to the mass transfer runs pressure drop measurements

vere made In the regions of the various flow conditions, to indicate

che occurrence of loading or flooding. A more amplified description

&gt;f the experimental procedure is given in Section 13.2 of the Appendix.

I'he procedure for diffusivity measurements is covered in detail in

“hapter 14 of the Appendix.



CHAPTER L

EXPERIMENTAL RESULTS

+.1 Diffusivity Measurements

Table 4.1 summarizes the values of Glfusivity found experimentally

for the five solute gases by the diaphragm cell technique described in

jetail in Chapter 14 of the Appendix, where an evaluation of the accuracy

of the measurements may also be found.

TABLE 4.1

4.2

Solute Gas

Propylene

Carbon Dioxide

Oxygen

Hydrogen

Helium

Packed Tower Data

Diffusivity at 25°C in Water

1.44 x 1072 em. 2 /sec.

2.00

2.41

h.8

-

« 3

1.2.1. Desorption Results

Figures 4.1 and 4.2 give weighted least squares correlations of (H.T.U.)qr,

vs. Dp at 25°C and various constant flow conditions. The diffusivities

listed in Table 4.1 are used in these plots. Figures 4.3 and L4.k give

the same data, correlated by the best log-log line of -0.50 slope.

Figures 4.5 and 4.6 present the results plotted as Kja against Dr, the

correlating lines being the best of +0.50 log-log slope.

Figure 4.7 presents the ev—-~rimental results for the variation of
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(H.T.U.)qp, With temperature, for the two cases studied.

Fable L.2 summarizes the effects of varying column height and pool

height, and of redumping the packing.

TABLE L.2

Effects Of Varying Column Height And Pool Height, And Of
Redumping Packing On (H.T.U.)qp, At 25°C

- «(H.T.U.) gp"

Solute _L GG
2

Lb/Hr.Ft.

2,100 900

0, 5,000 900

Hy 2,100 900

Original Durmp-----

High Poolewe- -==--Low PoOl=-=--

"7 Ft.2.04 Ft. 1.07 Ft.

--Megas.- -Smooth-

1.02 Ft. 0.93 Ft. 0.93 Ft. 0.93 Ft.

1.20 1.18

0.66 0.67

~-Redum~

a. Low PoOl-w--

1.17 Ft. 2.13 Ft.

1.11 Ft.

1.17 Pt. 1.24

0.63% 0.75

“Smoothed from temperature variation measurements.

Three other results should be mentioned:

Ll) The use of steam deaerated water for oxygen desorption at L = 5,000,

G = 900 with the original dump, low pool height, and a packed height

of 1.17 feet gave (H.T.U.)qp at 25°C equal to 1.20 feet, in agreement

with the result for non-deserated water at the same conditions.

2) For the absorption of oxygen at L = 2,100 and G = 1,400, with the

redumped packing, low pool height, and a packed height of 1.17 feet,

(H.T.U.) qr at 25°C was 0.70 feet, a lower value than obtained for

jesorption at the same conditions.



3) Propylene desorption rates at three of the flow conditions were open

to question (see Section 5.2.3.). Therefore these results were not

included in the final correlation of data.

A complete summary of the experimental data and calculations is given in

“hapter 17. Chapter 16 explains the calculational methods.

Ih. 2.2, Pressure Drop Results

Figure 4.8 presents the results of pressure drop measurements, so

plotted as to give G vs. L at incipient loading, complete loading, and

flooding (see Section 5.2.1.). Plots of pressure drop vs. G, from which

Ficure 4.8 is obtained are presented in Figure 17.1 of the Appendix.

The dotted portion of the flooding curve is extrapolated by analogy

to Figure 96 of Reference 133.
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CHAPTER5

DISCUSSION AND APPLICATION OF RESULTS

5.1 Analysis of Experimental Conditions and_Calculational Assumptions

5.1.1. Degree of Subordination of Gas Phase Resistance

The experiment as designed was intended to take advantage of

rhe very low solubilities of the five solute gases in order to sup-

press gas phase resistance. The rates of mass transfer found would

then be attributable to liquid phase transfer alone. In the terminology

&gt;f Section 2.1, Kia would be equal to ka.

The addi sivity of resistances, predicted by two-film theory,

1 = 1 + L

Kia Hkga* kp a¥*
(2.2.2.)

may be used to indicate the degree of subordination of gas phase

resistance. The asterisks, it should be recalled, indicate coefficients

measured in the absence of significant transfer resistance in the other

phase.

The gas phase resistance should have the greatest effect in the

ase of a low air flow rate, a high water flow rate, and the most

soluble gas, as may be verified by an examination of Equation (2.2.2.).

Jarbon dioxide is, by a factor of ten, the most soluble gas; therefore

the carbon dioxide data at L = 10,000, G = 900 should show the greatest

fect of gas phase resistance. Sherwood and Holloway (130) give kpa* equal



to 33 1b. mol./hr.cu.ft.atm. for this case, based on their study of

the vaporization of water at 25°C from 1-1/2 inch Raschig rings. This

value has been corrected for their 3 inches of equivalent end transfer

effect in 8 inches of packing height. A correction for the difference

in molecular diffusivities between water vapor and carbon dioxide

sould serve to lower this by 25% to 25 1b. mol./hr.cu.ft.atm., if

Kaa 1s assumed to vary with Dy to the 0.5 power, the most extreme

probable correction, (116b)(see Section 8.2.2).

From the results of this thesis Kya at these conditions is 115

ar. ~L Teking H for carbon dioxide at 25°C equal to 30 l.atm./g - mol.,

from the data of Bohr (125),

3L = 1 hr.ft.” atm. 1 g.mol. 1. 1 1Ib.mol.
Hkga* (55 1b. mol. ) (35 T atm) (28.3 ft.3 ) (553 ET,

3.3 xX 10™° hr.

Jhereas

1 = 1
pes — hr.

11K a 5

37 x 10 © nr.

Thus at the extreme conditions, the gas phase, by two film theory

additivity, presents only one per cent of the total resistance to

desorption. This is small enough to be negligible. (Furthermore, the

fraction active surface is near unity. See Section 8.2.2).



It has also been mentioned previously (Section 2.1.2.) that it is

possible to make a penetration theory additivity "correction" to the

two-film theory of additivity assuming a constant thin-film gas phase

resistance in contact with a liquid surface during its lifetime. For

the extreme case of CO, desorption at L = 10,000, G = 900, this cor-

rection is less than 0.3% (see Figure 8.1). Such other theories of

additivity (i.e., turbulent gas phase boundary layer coupled with

penetration, etc.) as are presented in Chapter 8 also predict a

negligible correction for gas phase resistance.

All these theories, however, do not allow for the occurrence of

relatively stagnant air pockets in contact with water surfaces active

for transfer. Such stagnant portions of alr could present a sizeable

gas phase resistance at those portions of the interface. The occurrence

of stagnant pools in the water phase in contact with moving air, is

not at all unlikely (Section 8.1.k4.); however, it is difficult to

ronceive of portions of the much more mobile air phase being

stagnant in the presence of active, moving liquid surface. Also the

lack of any consistent tendency for the carbon dioxide Kya transfer

coefficients to be low in relation to the coefficients for the other,

ten times or more less soluble, gases indicates the absence of any

significant gas phase resistance. This is confirmed, too, by Sherwood

and Holloway's observed lack of influence of air flow rate on carbon

Jioxide desorntion rates (61, 131).

The Kira values obtained in this thesis may thus be taken as true

X18 (or kya*) coefficients for liquid phase resistance in the absence



of significant gas phase resistance. Similarly (H.T.U.)qp = (H.T.U.)y.

&gt;.1.2. Coefficient of Desorntion vs. Cnefficient of Absorption

The H.T.U. for oxygen absorption at L = 2,100, G = 1,400 comes

&gt;ut to be lower (higher Kra) than that for oxygen desorption by some

1%. Since this T% is significantly larger than the estimated standard

leviation of the data (3% for absorption and 1% for desorption), the

Indication is either that the coefficient for desorption is in reality

not equal to the coefficient for absorption in this case or that there

was an error in either the analytical or caleculational technique.

It is difficult to conceive theoretically of a realistic transfer

mechanism in a packed column for which kya (or (H.T.U.);) for desorption

should not equal ka (or H.T.U.);) for absorption under the same

hydrodynamic and temperature conditions. The concepts of concentration

gradients and driving forces involved are completely analogous for the

two processes, and the transfer rates encountered are certainly not

great enough to affect the interfacial equilibrium (121) or the hydro-

lynamics. There is also experimental proof in the literature (4, 12, 131.

132) indicating that the coefficients for desorption and absorption are

2qual under similar conditions to these.

The more obvious reason for the discrepancy would be an error in

the analytical or calculational techniques. The standardization of the

thiosulfate solutions used for oxygen analyses against weighed phthalate

sample was reproducible to 0.2% (Section 15.2); however, it was also



necessary to employ oxygen solubility data in the calculational process

(Section 16.1.2), and these may well not have had the 0.2% accuracy of

the solution standardizations.

The effect of an error in the oxygen solubility data (which would

present itself as an error in Cy in the calculational equations of

Section (16.1.2) may be estimated using the approximate equation

(N.T.U.)gp, = In (CL - Cejr
(Ct, - Cr) (16.1.6)

The nomenclature used here is defined in Section 16.1.2 and in Chapter

20. Cp may, to an epproximation, be taken equal at tower top and tower

bottom. If the equation is differentiated with respect to Crp, and use

ls made of the fact that (N.T.U.)nr = h/(H.T.U.)yr, We have

°r - % =AN.T.U.)or,  _ Sk
d Cp ( ) )

(5.1.1)

and, taking d(N.T.U.)qp, equal to &amp;(N.T.U.)q;, and d Cp equal to ACE,

A (N.T.U.)gr,
~(N.T.U.)or.

oo A(H.T.U.) 5p _ (Cp - Cg) Cp ACe

(ET.0Jor, (Cp = CpG - CR)(FEU) Cg

(Cp - Cg)Cg (H.T.U.)g;, = ACE
(C © Cp) (Cy - Cg) h Cp

(5.1.2)

Jr

% error in (H.T.U.)qr, = = (Cp - Cp) Cp (H.T.U.) . % error in Cg
Cp -Cg)(Cg - Cg) b

(5.1.13)



Substituting data for oxygen desorption run 64 (sample set 1), there

results

b error in (H.T.U.)gr, = 6.1 (% error in Cg)

Data for oxygen absorption run 63 (sample set 1) give

b error in (H.T.U.)qr = =1.7 (% error in Cp)

Since these are errors in opposite directions the 7% discrepancy between

(H.T.U.)qr, for absorption and (H.T.U.)y for desorption could have

some from an error of -1% in the oxygen solubility.

Table 5.1 gives the various data for oxygen solubility given by

Seidell (125), and also another more recent value. The data of

Hinkler were used for calculational purposes because Holloway had

~hecked them fairly closely (see below) and they were intermediate

hetween the more recent measurements.

The range of these literature solubility values is 3%, so it is

not at all unlikely that the Winkler data are 1% too low; as a matter

&gt;f fact, such a correction would place the true value at the average

vf the seven literature values.

Holloway (61d) endeavored to check the Winkler data by bubbling

both 99.5% pure oxygen and air "through distilled water and tap

water in a 250 cc. glass-stoppered erlenmeyer ..., at a constant

known temperature for an hour or more." His calculated partial

pressures of oxygen taking humidity into account, were 0.972 and



0.979 atm. for saturation with oxygen, and 0.2095 and 0.2120 atm. for

saturation with air. He attributed the low values for pure oxygen

(2% low) to loss of oxygen; however, one could as well take a -1%

arror in the Winkler data and attribute a 3% too low value for pure

sxygen and the slight ( € 1%) error for alr to analytical error and

incomplete saturation, in addition to loss of oxygen during an analysis

for the case of pure oxygen.

TABLE 5.1

Summary of Literature Data for Oxygen Solubility
in Water at 25°C

Investigator

Jinkler (1891)

Bohr and Bock (1891)

Geffcken (1904)

Fox (1909)

Orcutt and Seevers (1936)

Morgan and Richardson (1930)

Morrison and Billet (1948)(97)

Solubility (g - mol./liter atm.)

0.00126

0.00129

0.00126

0.00129

0.00125

0.001275

0.00125

[t 1s apparent that the effect of a solubllity error is greater

the lower the Cy - Cp driving force at the bottom of the tower;

thus the error in (H.T.U.)q for absorption is greater than that

in (H.T.U.)qp, for desorption (because the oxygen concentration

Initially was nearer equilibrium), and the error for 2 feet packed

height is greater than that for 1 foot packed height.

The corrected (H.T.U.)qyr, &amp;t L - 2,100, G - 1,400 for oxygen



absorption and desorption corresponding to this possible -1% solubility

srror would be O.T4 ft., a small change from the desorption value

based on the Winkler data. Table 5.2 summarizes the corrections.

calculated by Equation (5.1.3.) , necessary in the various other measured

oxygen (H.T.U.)qgp, values for a -1% error in the Winkler solubility data.

TABLE 5.2

Corrections to be Applied to Oxygen (H.T.U.)qr, Results
Corresponding to a -1% Error in Solubility Data

Packed
Helght :

Ft. Lb./Hr.Sa.Ft.
1.17

1.27

1.07 2,100

1.7 2,100

5,000

1.” 10,000

2.0L 2,100

2.13 5,000

2.13 2,100

G
Ib. /Hr.S8q.Ft.

1,400

1,400

200

85

200

900

900

000

0“b~b

(H.T.U.)oL (H.T.U.)oL
Calc. Correction Corr.

nadie.

0.75 0.74

0.2% 0.74

0.73 0.92

1.06 1.05

1.20 1.16

1.27 1.26

1.02 1.00

1.24 - 1.23

1.11 -1 3 1.09

¥Absorption

The effect is small in all cases, having about a 1% effect in lowering

the slopes of the log (H.T.U.)or, vs. log Dy, plots, and tending to bring

the values of (H.T.U.)qr at 2 ft. packed height slightly closer to the

values at 1 ft. packed height.



The effect of this possible error in the Winkler data on the calcu-

lated results of Holloway (61) is discussed in Chapter 18 of the

Appendix.

Although the oxygen data tend to show much less internal scatter

than the data for other solute gases, the discussion of this section

indicates one serious limitation to the oxygen desorption technique

that should be kept in mind. In instances when the concentration at

the bottom of the tower becomes quite small, a slight error in oxygen

solubility data may have a large effect on the calculated (H.T.U.) qr.

or Kyra.

5.1.3. Effects of Pool Height, Repacking, and Packed Height

The height of the water collection pool at the bottom of the

packing was varied in the early runs in order to determine whether

there was any perceptible added mass transfer rate at the higher pool

height from turbulence or additional int-~facial alr-water contact

area caused by mixing or by the momentum of the air emanating from the

air distribution ports. The results in Table 4.2 indicate there was

no such effect detectable.

Half of the original packing dump was removed after Run 4. The

remaining one foot of packing was removed and redumped after Run 49,

and then an additional foot of packing was added after Run 67. Table

+.2 indicates a possible 3% lower (H.T.U.)op for the redumped one foot

height than for the original dump, based on the L = 5,000, G = 900



&gt;xygen results. The L = 2,100, G = 900 hydrogen results indicate a

similar effect. For a 2 ft. packed height there is some 10% discrepancy

setween dumps for the L = 2,100, G = 900 oxygen data.

Both of these could be attributed to different bed densities

&gt;ccasioned by inadvertant differences in packing loading technique.

Any significant effect of bed settling as time went on may be dis-

counted by an examination of the history of L = 2,100, G = 900 oxygen

runs in the case of the first dump (Table 17.1).

In analyzing both the case of redumping the packing and the case

&gt;f variation of packed height, the accuracy in measurement of the

packed height should be kept in mind. This is probably on the order

of half a packing diameter. or 6% of the one foot height and 3% of the

two foot height. This could account almost completely for the observed

affects of reduming.

The effect of varying the packed height is apparently slightly

nore severe. Accepting for the moment the -1% error in the Winkler

solubility data indicated in Section 5.1.2, the (H.T.U.)or, for oxygen

at IL = 2,100 and G = 900 is some 8% higher at 2 ft. packed height than

at 1 ft. packed height (first dump), and the (H.T.U.)qr for oxygen at

L = 5,000 and G = 900 is some 7% higher at 2 ft. packed height than at

| £t. packed height (second dump). The (H.T.U.)qr, for hydrogen is 17%

nigher for 2 ft. packed height than for 1 ft. packed height (second

jump). There 1s an indication that for oxygen at L = 2,100 and G = 900

in the second dump the (H.T.U.)qp, at 2 ft. packed height is 16% higher



than for 1 ft. packed height. This rather large variation in the case of

the second dump could be partially due to inaccurate height measurement

and partially due to some other effect.

The hydrogen variation with height should not be given too much

weight, first because of the greater scatter of hydrogen data in general,

and, second because an analysis similar to Equation (5.1.3) shows that

the deviation could have come from the presence of some 0.06% of hydrogen

in laboratory air. This is not unlikely considering that the water storage

tanks had open surfaces.

The possibility of poorer water distribution at the top of the tower in

the instance of the second dump at 2 ft. packed height should also not be

 i scounted.

Holloway (61) also noticed a 15 or 20% lower (H.T.U.)qr, at the low

packed heights (6.5 inches) than at higher packed heights (17 inches and

49 inches) for 1 and 1-1/2 inch Raschig rings.(see Figures 5.4 and 5.5)

He discounted the effect of end transfer as being responsible for this

in light of the agreement of his results in the cases of 17 inch and

49 inch packed heights for 1 inch Raschig rings. The re-examination of

his data made in Chapter 18 indicates that his values of (H.T.U.)qr, for

49 inches height may have been as much as 8% lower than those for 17

inches height. This operates in the opposite direction than to produce

3 trend with height and thus makes an end transfer effect even less

probable.



In the present case the pool surface area was only 3% of the total

packing surface in the instance of 1 ft. packed height. Allowing for only

a fraction of the packing surface being wetted and effective for desorption,

it is possible that the pool could produce an end effect sufficient to account

for the observed effect of packed height; however it is unlikely that the

pool surface is as "active™ for desorption as that of the water in actual

flow over the packing.

The presence of any end transfer at the top of the packing is unlikely

in view of the elaborate water distribution system. Any significant effect

of poor water distribution on the upper layers of packing is unlikely

in view of the 23 downcomer tubes, and would also have acted to produce

an opposite effect of packed height from that observed. Some effect in

the observed direction might possibly have come from turbulence produced

by the momentum of the jets of water emanating from the downcomer tubes

or from turbulence in the water produced by the incoming air streams and

not detected by the variation of water pool height at the bottom of the

packing.

Another possible effect of packed height that could have a mechanismal

significance should be mentioned. Assuming that an unsteady-state

penetration effect holds, to the extent that the residence time of the

water on the packing in flow over it is small compared to the average

lifetime that an element of water surface would reach in flow through

an infinitely high column, the indicated Kya will be high (or H.T.U.

will be low) at a low packed height. This will be so because the surface

in the last" exposure will not reach its normal age. An approximate



analysis may be made of this possibility:

Assuming that there is one certain surface lifetime, ©, that would be

reached by a water surface element and one certain residence time, T

of water on the packing in flow over it, the distortion of the observed

ka from the kre for an infinite packed height would be

o 7

&gt;a ki, (7) aT = a |n Dy, at + Dr, dt |

T T += o J =t
0 n

1,8 .
-

: |= [De o [rizz ™ -
(5.1.4)

taking ky, at any age, t, equal to Dr,
nt

by penetration theory (Equation

2.1.2 . 9 si k. = 25). Now nce kpa a DL by penetration theory (Equation

2.1.26),

There

kre = 1 | 0+ form12 7

160 &lt; T&lt;(n+1)0

Kra the measured kra

K1.8 ry = kya for an infinitely high tower

(5.1.5)

an integer

residence time of surface elements in tower

surface age

surface lifetime in infinitely high tower

or diffusivity



The first term in this expression comes from the absorption or desorption

that has taken place in all the penetration before the last one the

surface undergoes before leaving the tower. The second term gives the

fraction of transfer occurring during this last penetration. kra/kra_

is, for a non-integral value of T/e , greater than 1 because during

this last penetration the surface does | not reach the lifetime it would

nave, had it not suddenly left the column; thus the average kya for this

last penetration is greater than the kya for the preceding complete

penetrations, because the lifetime, T° - nO, characterizing it is less

than the lifetime, ©, characterizing the preceding penetrations. For

T being an integral number of lifetimes, obviously kja = kra

This solution is shown graphically in Figure 5.1.

In reality there will be a distribution of lifetimes and a

distribution of residence times, both of which will serve to smooth out the

peaks in this single-lifetime, single-residence time curve. A smoothed

curve, arbitrarily drawn so as to include the same area beneath it as

under the original, peaked curve is also shown in Figure 5.1 as the

jotted line.

An estimation of the average T/o ratio in the present packed

olumm may be made by the following method:

For the case of L = 2100, G = 900, Shulman et al (136), give the water

hold-up on 1-1/2 inch Raschig rings as 0.042 cu.ft. Hy0/cu.ft. packing.

It is unreasonable, however, to credit all this hold-up to active flow

through the tower. Shulman divides the hold-up into operating and static
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hold-ups, the former being the amount of water that drains readily from

the packing, and the latter being the amount retained for a longer time.

For the present flow conditions he gives an operating hold-up equal to

0.033 cu.ft./cu.ft., or 80% of the total hold-up. This operating

hold-up may be taken as the best available approximation of the hold-up

present in the tower as active flow.

If one assumes that the surface hold-up time is 2/3 of the average

hold-up time of the water in active flow (since the surface velocity

for free gravity fall is 3/2 times the mean bulk velocity of the falling

liquid film (1074), then the average hold-up time, 7, of surface

elements in the tower is

ur 2/3 (0.033 cu.ft. /cu.t.)(62.4 1b/rt3)(3600 sec/hr) | y (st)
2100 1b/hr.sq.ft.

2.4 a5 sec.,

shere h is the packed height in feet.

An estimate of the average surface lifetime during an exposure may

be obtained by separating the a, (see Chapter 9) from the measured value

of kya* at these conditions by the use of the values given by Shulman

et al (137). This yields an effective interfacial area of about

18 sq.ft./cu.ft. of packing for L = 2100, G= 900, and flow over 1-1/2

inch Raschig rings.

The value of Kra for oxygen desorption reported in Chapter 4 for

these flow conditions is 36 nr-l. If this is taken equal to kya, and



2 is taken as 18 sq.ft./cu.ft., then

r
gr
- 3C Ye|

 be Ad = 2.0 ft. /hr.

. 2 ) i EF}

with © denoting an aver=ce 1. "time of the effective liquid surface. Thus

nL (2°
mw ky,

(2.41 x 1072 em.%/sec.)(¥) 1 f£t.° (3600)2 sec.’
or (4.0 ££t.2/ br.%) (30.5)% cm.? Ev

Ue 1 8er.

On this basis, then, at 1 ft. packed height C/o is 22, and at 2 ft.

packed height 7/6 is 43. PFigure 5.1 indicates that the difference between

values of kra at the two ft. height due to the effect of small T-/6 should

he negligibly small.

This calculation, however, was based upon the assumptions of (1)

plug flow of the active liquid through the packing, and (2) a hold-up

time of surface liquid elements on the packing characterized by the

operating hold-up. The first of these assumptions is probably valid;

the second, however, may not be. To the extent that a much lesser

liquid volume is involved in the active film flow over the packing, the

T /6 value will be lower, and this effect would come more into play,

serving to produce a higher kra (or lower (H.T.U.);) at lower packed

heights.



Because of this uncertainty and because of Holloway's aforementioned

results for 1 inch Reschig rings (which indicate an effect of height

other than end transfer at low heights) the H.T.U. results of this

thesis have not been corrected for possible end transfer.

In conclusion, it should be stated that, to the extent that any

transfer other than that attributable to flow over packing is minimized,

a knowledge of the absolute values of (H.T.U.)qr is unnecessary for the

purposes of this investigation, since only relative values for the

various solute gases are indicative for determining the effect of solute

iffusivity.

5.1." Other Sources of Error

The summarized data presented in Table 17.1 show that the ex-

perimental technique was such as to give about 5 to 6 per cent standard

Jeviation in the H.T.U. values for solutes other than oxygen. Much of

this apparently random scatter probably entered from the analytical

techniques employed. Chapter 15 of the Appendix discusses analytical

errors, which may amount to 10% for helium, hydrogen, and propylene,

4% or more for carbon dioxide, and about 1% for oxygen. Twice the error

for a single analysis is possible, since two analyses are necessary for

sach H.T.U. computation. This is in actuality dependent on the N.T.U.

value, being valid strictly for N.T.U. = e (see Equation 16.1.4). For

e lower N.T.U. the error could be greater, and for a higher N.T.U. the

arror would be less.

Although analytical errors could account for the bulk of the

sbserved scatter, it is probable, too, that some arose from the sampling



procedure. All samples other than oxygen solutions required two minutes

Por collection (Chapter 13), and tower conditions could change enough

juring this time to produce a small effect.

The possible 5% error in water flow rate measurement mentioned in

Chapter 13 could account for 1 to 2 per cent or more of the scatter in

H.T.U.'s, since (rR.T.U.)q, varies as 1022 below loading and flooding

and with L to a higher power as the loading and flooding regime is

sntered (131). The possible 5% error in air flow measurements should

affect the H.T.U.'s less, since (H.T.U.)q, is less dependent upon gas

flow rate, G (131). Because it would enter as a consistent error, an

air flow rate error would affect all values at the same G equally,

whereas an error in L might not.be constant.

The scatter of the data indicates the effect of random errors;

it would not, however, point out consistent errors such as, for instance,

the possible error in oxygen solubility mentioned in Section 5.I12 The

lack of a tendency for the points for any particular solute gas to

deviate consistently in any one direction from the correlating (H.T.U.) op

vs. Dr, line indicates there is probably no consistent error in the results

for one gas and not for the others. Any consistent errors affecting

the results for all solute gases in the same way would most probably

ve attributable to sampling technique or poor bulk stream flow rate

neasurements. The possible errors from these causes have been discussed

above.

5.2 Analysis of Exmerimental Results



5.2.1 Regimes of Operation

The results of pressure drop measurements made in the vicinity of

cach of the five flow conditions that were studied are shown in Figure 4.8

and Figure 17.1. Also presented in Figure 17.1 are the results of

Tillson (150), who studied pressure drops through packing, both below

and at loading. |

Tillson defined his loading point as the gas flow rate, G, at

which a plot of log A P/h (pressure drop per unit height of pdcking)

versus log G developed a slope greater than 2.0. This corresponds to

the curve marked "incipient loading" for the present data. In actuality,

if one defines loading and flooding in a packed tower as the two

sharpest break points in the log AP/h vs. log G curve, then the

createst degree of change in slope per change in G in the loading

region occurs between the curves marked "incipient loading™ and "complete

loading," where the slope changes in a more or less uniform manner with

G (and L) from 2.0 to 2.5. The slope then will retain a value between

2.5 and 2.8 over a much larger G (or L) range extending up to the

Flooding point. Flooding is defined as the second sharp break point in

the log AP/h vs. log G curve (slope suddenly increasing above 3.0).

A much sharper break point was observed for flooding than for the

loading regime.

Tillson!s loading points are somewhat below the present incipient

loading points; however the disagreement is practically within the

scatter of the present data. There may, in actuality, have been some



physical difference between the present column and Tillson's to account

for this.

What is more striking is a comparison between the pressure drops

at various flow rates for the present data and those of Tillson.

T’illson's pressure drops are higher; at L = 1750 and G = 900 Tillson

gives aP/h equal to 0.43 inches of water per foot of height, while

the present data give 0.34 inches per foot. This may well be attributable

to the fact that Tillson measured the pressure drop over the packing

support in addition to that through the packing. He varied the packed

height in his studies of 1/2 inch Raschig rings and claimed to find

no "end effect," i.e., &amp; P/h was the same at all heights for given flow

&gt;onditions. The pressure drop through 1/2 inch Raschig rings is,

however, about three times that through 1-1/2 inch Raschig rings, so an

and effect significant in the case of 1-1/2 inch Raschig rings might

not be apparent for 1/2 inch rings. This could account for the difference

between the present data and those of Tillson.

The pressure drop for dry 1-1/ 2 inch Raschig rings packing given

oy Berl (8) is identical with that found in the present study, as shown

in Figure ay Together with the close agreement found with the results

of Holloway (Section 5.2.2), this indicates that there was nothing

mtoward occurring through the tower.

The five flow conditions studied are presented in terms of L/G ratio

and the regime of operation in relation to loading or flooding in

lable 5.3. The conditions are also conveniently represented on a water



nold-up plot to show their relation to one another and to the hold-up

in Figure 5.2. The hold-up data are those of Shulman et al, (136). The

flooding values were extrapolated by analogy to the curves presented in

reference (133), page 2.48.

TABIE 5.3

Conditions of Tower Omeration
__ e_Llc Regime G(% of Flooding at that L/G)

2,100 285 7.4 Below loading

2,100 900 2.3 Near incipient

5,000 900 5.6 Above loading

10,000 900 1ll.l Above loading

2,100 1,400 1.5 Above loading A #

5e2.2 Agreement with Previous Work

a. Effect of Diffusivity

The only previous investigations of the effect of solute diffusivity

on liquid phase resistance to absorption or desorption in packed towers

have been those of Sherwood and Holloway (61, 131) and Onda, et al (102).

The latter studied only a small laboratory scale column.

As has been discussed in Sections 2.2.1 and 2.2.2, interpretation

of the Sherwood and Holloway data is complicated somewhat by the facts

that six inches of end effect were present with only eight inches of

packed height and that temperature was not maintained constant in the

runs made with different solute gases. Hydrogen, the only solute with a
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widely different diffusivity from the others, was only studied at one set

&gt;f flow conditions which were relatively low rates for industrial appli-

ration. Diffusivity values were also questionable at the time.

Their data for carbon dioxide, oxygen, and hydrogen are shown in

comparison with the present data in Figure 5.3. Values at 25°C were

taken by interpolation from their curves of (H.T.U.)j, variation with

temperature and have been corrected for the end effect by the ratio of

their (H.7.U.)y, found for oxygen desorption in Part II (with no apparent

and effect.

The Sherwood and Holloway data agree well with the present values

&gt;f diffusivity giving an exponent on diffusivity of 0.5 as was found

in the present case. Apparently, therefore, the mechanism of the end

transfer in Holloway's tower was also charact~rized by the 0.5 power

f diffusivity.

Onda, et al, (102) studied the absorption of both carbon dioxide

and hydrogen into water in a small column packed with 6 mm. (1/4 inch)

Raschig rings, at conditions well below loading and L/G varying from

35 to 250 (relatively very high values, corresponding to the L/G em-

ployed industrially for sparingly soluble gases). They report a

variation of ky with pO"; however they used a value of hydrogen

diffusivity in water equal to 6.3 x 107 on 2lune. at 25°C, a value

quite different from the 4.8 x 1077 em. %/sec. found in this thesis.

Their value for carbon dioxide, by back-calculation from their results,

vas 2.0 x 1072 em. 2/sec. , exactly equal to that found experimentally
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in this thesis. Use of the present hydrogen diffusivity value gives a

kra variation with p07 from their results. The scatter of their data

is such, however, that this slope could as well be 0.50. This would re-

quire that their kya vs. L curve for hydrogen be placed 5% higher, which

could readily be done.

D. Rffect of Bulk Liquid and Gas Flow Rates

Figures 5.4 and 5.5 present the present data for the effects of

G and L on (H.T.U.);, for oxygen desorption and also comparable data of

Sherwood and Holloway (61, 131). Comparison at identical flow conditions

is possible for the effect of G. Agreement is close, except at high

air flow rates, where the effect 1s qualitatively the same: Above loading

kra tends to increase markedly (and (H.T.U.); tends to decrease) with

Increasing G.

For the effect of L on the transfer rate comparison at identical

flow conditions is not possible, since IL was varied at G = 900 in the

present instance and L was varied at G = 230 by Sherwood and Holloway.

Below loading, (H.7.U.)q, was found to vary with 0% by Sherwood

and Holloway, an effect found qualitatively in the present values at

3 = 285 and G = 900. As loading is exceeded Sherwood and Holloway

found the exponent on L to increase continually; however, the present

data at L = 10,000 and G = 900 indicate that, as flooding is approached

at this L/G (= 11), the effect of G in reducing (H.T.U.)y, mentioned

in the preceding paragraph and shown in Figure 5.4, tends to offset
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the effect of L to increase (2.T.U.);. The Sherwood and Holloway results

Jo not approach so close to flooding (G = 230 is only 65% of the flooding

G at their highest value of L) as do the present results (91% of the

flooding G at L = 10,000 and G = $00).

"
 -— @ Effect of Temperature

The most extensive past study of the effect of temperature on kira

and (H.T.U.), is, again, that of Sherwood and Holloway (61, 131). From

their Part I studies (with end effect) of the effect of temperature on

(H.T.U.)y they correlated all their data with (H.T.U.) varying as Ml

where T is Centigrade or Kelvin temperature. Their results for oxygen,

however, were originally calculated using an equation for (H.T.U.)j,

that assumes no change in the solubility of oxygen in water throughout

the column. In many cases, though, the oxygen solubility did vary

significantly. A recalculation of their data for the effect of temperature

on (H.T.U.)q, for oxygen serves to lower somewhat in gbsolute magnitude

he exponential temperature coefficient. The recalculated results are

shown in Table 18.1 and, graphically, in Figure 5.6. The best curves

through the recalculated data are shaventevined by (H.T.U.)g, varies as e

This slope also provides a better representation of the hydrogen data

=0.020T

than the original -0.023, and the carbon dioxide data fits well if one

point is neglected.

his variation with gk agrees closely with the -0.019 exponent

which correlates the present oxygen temperature effect data. The
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present hydrogen data can also assume this slope within their scatter,

and do so well if one point is neglected.

Vivien end Whitney (154, 156) examined the effect of temperature on

(H.T.U.)q, for chlorine absorption and found a good semi-logarithmic

rorrelation with a slope of -0.021 over a wide temperature range (2 to

32°C). The chlorine system is, however, one involving a chemical reaction

(hydrolysis), the equilibrium and kinetics of which may vary temperature,

although Morris (96) indicates the influence of temperature on the

hydrolysis is slight. Although the agreement of the slope of the cor-

relation of Vivian and Whitney with the present slope and that of the

Sherwood and Holloway data is good, it should not be expected to be exact

because of the presence of the simultaneous chemical reaction.

Another investigation of the effect of temperature was that of

Molstad, et al, (92), who studied drip point grid tile. From three points

of (H.T.U.);, for oxygen desorption vs. temperature they found (H.T.U.)y,

to vary as e0-031T as shown in Figure 5.6. They, however, computed

their results using the same equation neglecting solubility changes that

Sherwood and Holloway used, and the actual variation of equilibrium

solubility because of temperature variation in their column may well

account for the much higher slope they found. They present insu Iicient

temperature data to permlt a recalculation.

In summary, then, the present data, the re-analyzed data of Sherwood

and Holloway (131), and the data of Vivian and Whitney (156) all indicate



an effect of temperature on liquid phase transfer rate given by

‘HB T Uy os o~0.020T (
1
- 2 1)

 gb lle

0.020T
As © (5.2.2)

shere T is in degrees Centigrade or Kelvin.

5.2.3 Effect of One Solute Gas Upon Another

The problem of possible interactions between solute gases present

in the water is discussed in detail in Chapter 12 of the Appendix. It

is indicated there that the only serious effects of this kind apparently

occcurred in some cases of propylene desorption. There, because of the

presence of dissolved air in the water in addition to the propylene,

supersaturation tended to occur as the water passed through the column.

This tendency, in turn, mey have caused turbulences quite close to the

Interface and thus produced a deceptively low (H.T.U.)qr.

Propylene runs in which this took place are omitted from Figures

+.1 through 4.6.

5.3 Mechanism of Liouid Phase Resistance

The results shown in Figures 4.1 through 4.6 are well correlated

-0.
by (H.T.U.)q, being proportional to Dy x and kya being proportional

0.
to Dp, 0 , at each of the five water and air flow conditions. The



range of least squares slopes of log (H.T.U.), vs. log D; is from -0.48

to -0.54, with the standard deviations of the slopes (determinedby

scatter of the individual points) being such as to make a uniform slope

of -0.50 at all five flow conditions readily possible (see Table 17.3).

Plots of the best -0.50 slope lines through the data (Figures 4.3 and

4.4) show as good a correlation of the data visually as do the best least

squares slope lines (Figures 4.1 and 4.2).

There is no perceptible trend of the slope of log (H.7.U.)g vs.

log Dr, with changing water flow rate (L = 2100, 5000, and 10 ,000) at a

constant air flow rate (G = 900) as is shown in Figure 4.1. Although

there is decreasing slope with decreasing air rate at a constant L of

2100 (-0.53 at G = 285, -0.50 at G = 900, and -0.48 at G = 1400), this

is within the probable error of the slopes and cannot really be taken

58 any confirmation of a trend in slope.

Thus it may reasonablybeconcludedthat (H.T.U.)q, varies as pO

and kra varies as pr over the entire range of flow conditions studied.

This result is in excellent agreement with the prediction of penetration

theory (Section 2.1.2) that ky, varies as the square root of Dy. The

square root variation characterizes the unsteady-state molecular diffusion

of solute into a fluid with no velocity gradient. This agreement with

penetration theory extends at least, by Table 5.3 from L/G of 1.5 to 11,

and from 26 to 91% of flooding.

The data agree excellently with penetration theory, but do they

confirm it? In response to this it may be queried whether absolute



confirmation of any theory is possible through scientific experimentation.

The usual practice is to accept a theory if it has a reasonable physical

foundation and if it agrees rather than disagrees with such data as are

taken to test it. To this extent the concept of penetration, or its

oroader statement of unsteady-state diffusion into liquid with no velocity

gradient or turbulence in the transfer zone, may be taken as the mechanism

of liquid phase mass transfer for gas absorption in a packed tower.

Such other theories as have been suggested for liquid phase behavior

(see Section 2.1.3 and Table 2.1) either do not predict an exponent of

0.50 on diffusivity (two-film, "turbulence controlled") or else suggest

that the exponent should vary with flow conditions (boundary layer from

air drag, turbulence damped near interface).

In the case of the Gilliland equation for gas phase resistance to

nass transfer inside long cylinders, an exponent of 0.56 on vapor phase

diffusivity applies over a wide range of gas phase flow rates (133c),

yet the mechanism is not unsteady-state penetration but instead a

steady-state process occurring through an established turbulent boundary

layer. It might be asked whether some similar condition could account

for the more or less constant exponent of 0.50 on Dy in the present case.

Gilliland's gas phase transfer was characterized by a large drag

of the wetted-wall on the adjacent gas, with a consequent stagnation of

the gas at that point. As has been pointed out previously (Section 2.1.3),

It is unlikely that at any gas rate other than very high ones the skin

friction drag of the air on the liquid at the gas-liquid interface would



be large enough to cause a significant veloclty gradient in the liquid.

Thus, according to present concepts of fluid behavior, it would be

necessary to attribute a fortuitous agreement with penetration theory

to a turbulence in the liquid phase damping out in such a way near the

interface as to give an effective 0.50 exponent on Dy, for mass transfer.

If such a fortuitous agreement with the 0.50 slope predicted by penetra-

tion theory dia occur at some particular flow conditions, it is unlikely

that the exponent would remain the same at other flow conditions, unless

the level and intensity of the turbulence were relatively insensitive to

flow rates. Whereas the presence of a solid surface affords a mode of

turbulence damping that is somewhat insensitive to flow rate, it is

mlikely that the damping of turbulence through surface tension alone

vould be so insensitive to flow rate.

It should be noted, too, that liquid phase diffusivities are so low

that, for instance, for oxygen absorption by penetration, after a surface

lifetime of 0.5 seconds (a relatively long value), the concentration of

solute at a point 0.08 mm. away from the surface is only above the bulk

concentration by 10% of the difference between the surface and bulk

concentrations by Equation (2.1.23). Although turbulence might be

present in the bulk of the falling liquid film, if it did not retain a

significant level closer to the interface than, say, 0.08 mm. it would

nave no influence on the unsteady-state mass transfer process. Such a

situation is not unlikely at high liquid flow rates.

Although some mode of turbulence damping near the interface resulting

in an exponent of 0.50 is possible, it would be a remarkable coincidence

Por such behavior to occur at five very different flow conditions, and



thus, to the extent that the present results tend to indicate a constant

axponent of 0.50 at each of the five flow conditions, the likelihood of

any proposed mechanism other than unsteady-state penetration into no

relocity gradient and a field of no turbulence is diminished.

An additional check on the applicability of simple penetration

theory would be the study of a second order, irreversible, infinitely

fast chemical reaction in a packed column, such as the hydrogen sulfide

saustic or ethanolamine system. As is indicated in Section 5.4.1 and

Chapter 10, simple penetration and a damped turbulence system, if

they coincidentally gave the same exponent of 0.50 on diffusivity for

physical absorption, would show different effects in such a chemical

reaction system.

5.4 Applications of ®-—erimental Results

I'he most obvious consequence of the exnerimentael results is that

the individual liquid phase mass transfer coefficient in a packed

absorption tower is proportional to the square root of the liquid phase

jiffusivity, or, in another way of speaking, that the Schmidt group,

HM / C Dp, enters to the -1/2 power in a correlation giving a Nusselt

type group involving k /Dp or ka/D;.

There are, however, several other more far-reaching consequences

&gt;f the penetration mechanism indicated by the constant exponent of 1/2

&gt;n the diffusivity. Four of these are:

L) The penetration mechanism presents a much different analysis

of absorption with chemical reaction than does classical two

Pilm theory, and in cases of unequal diffusivities of solute



snd reactant may yield signficantly different results.

2) There are some serious questions as to the validity of the

classical "additivity of resistances™ concept raised by the

existence of an unsteady-state penetration mechanism in the

liquid phase.

3) It is possible, in view of this penetration mechanism and

the results of the analysis of the additivity of resistances

in a packed column, to form a correlating equation for ki¥*,

the liquid phase transfer coefficient, that has a sounder

theoretical physical basis than do such correlations as have

heretofore been presented.

+) Because of the apparent penetration behavior of the liquid

phase in the packed tower, it 1s possible now to accept such

laboratory models as short wetted wall columns and jets,

which in essence personify penetration theory, as valid models

&gt;f the liquid phase mass transfer process in flow over packing.

These consequences are covered in more detail in the subsequent sections

and in Chapters 8 and 9.

5.4.1 Chemical Reaction Systems

Most known solutions for penetration theory coupled with various

chemical reaction mechanisms are covered in detail by Peacemen (107)

and Brian (10). In the readily avallable literature there is no complete

zompilation, although there is a review article by Danckwerts (22)



summarizing several of the results. Sherwood and Pigford (133h) present

the solution for a first order, backward and forward, reaction for the

case of equal diffusivities of absorbing solute and reaction product.

The solution presented therein for a fast, second order, irreversible

reaction is, however, in error for the case of unequal diffusivities.

The correct solution for this case is presented by Danckwerts (20),

Cerslaw and Jaeger (13d), and Crank (17). The first order irreversible

reaction is also presentedbyDanckwerts(19), to whom credit for first

publication goes. Perry and Pigford (110) present a computer solution

for a second order, irreversible reaction (or with a first order

reverse reaction with a finite rate) and equal diffusivities.

3i1liland, Baddour, and Brian (43) give an approximate solution for

the more general case of an irreversible second order reaction of finite

rate and unequal diffusivities.

As a general rule, solutions for penetration theory chemical re-

action processes differ very little from film theory solutions for the

special case of equal diffusivities of solute and reactant, in so far

a8 their prediction of (9, the ratio of kp* for the chemical reaction

case (based on a driving force of physically dissolved, unreacted solute)

to k-% for physical absorption at the same hydrodynamic conditions. For

cases of unequal diffusivities it appears that a good rule of thumb may

be to replace the ratio of solute and reactant diffusivities in a film

theory solution by the square root of that ratio to obtain the corresponding

penetration theory solution. (107a). Since this ratio is often a linear



factor in a controlling term, there may, for a diffusivity ratio of 2,

be a difference of 40% between the film and penetration predictions

for (f . A factor of 2 is not uncommon in industry, such being the

case for HS or CO, absorbed in ethanolamines, and for HS or CO,

absorbed in caustic (99).

The unique predictions of penetration theory for absorption with

shemical reaction in cases of unequal diffusivities may ultimately

afford an independent check of the applicability of penetration theory

to packed column liquid phase behavior, in addition to the physical

jesorption results of this thesis. This would be so especlally for a

reaction system with known kinetics and diffusivities (the more unequal

the better) which involve the diffusion of the chemical reactant from

the bulk liquid to the reaction zone. If there were some kind of

jamped turbulence profile near the interface that fortuitously gave

an 0.5 exponent on Dy, for physical absorption, then its effect on, say,

a second order, infinitely fast, irreversible reaction should certainly

be otherwise than predicted by penetration theory, since the solute

would be transported less rapidly and the reactant more rapidly to

the reaction zone than predicted by penetration theory. Studies by

Hendwerk (55) and Bergholt (17) made in a stirred flask and a short

wetted wall column indicate H,S-NaOH may be an appropriate system for

‘his.

In any instance other than a first order reaction, however, the

¢p factor will be a function of reactant bulk concentration and of

solute int~~*-~~ial concentration. This, then, requires an integration



of ky values over tower height for a packed height of any reasonable size

whatsoever, since the gas phase concentration of solute and the reactant

concentration in the liquid will change throughout the column. This

cannot be readily circumvented experimentally by using a pure gas phase

and highly concentrated reactant solution because 1) a significant change

in G would occur through the column, 2) there would be questions of

nydrodynamics, effective area, and diffusivities in a highly concentrated

solution, and 3) there would be large attendant heat effects. Although

the problem of integration of kya over a column for design is usually

not too great when the @ factor is well known, the problem of uninte-

grating experimental data for a mechanism study is often more severe.

Perhaps the simplest reaction system to study in this way is a second

order, infinitely fast, irreversible reaction with dilute liquid and

gas phases. The integration for this case over a given tower height

Is given in Chapter 10 of the Appendix.

It was mentioned previously that for a first order reaction the

® factor is not dependent upon solute concentrations, and hence should

not vary throughout a column. ¢(f factors for first order reactions

obtained through penetration theory do, however, involve the value of

&lt;1, for physical absorption itself (133h), and thus for application of

these Y values to kra in a packed column it is necessary to have first

separated kr, from kra*. Because of this the study of such a reaction

in a packed column would provide an independent check on the validity

of the dead surface concept (Chapter 8) and the separation of ae from



Fellinger's ammonia data made by Shulman, et al (137), and used in

Chapter 9.

5.4.2 Additivity of Resistances

The problem of additivity of resistances in a packed tower is in-

restigated in detail in Chapter 8 of the Appendix. The results of that

chapter are summarized here.

By simple definition of individual and overall transfer coefficients

the "additivity of resistances™ must hold at each and every point of

interface, that is

1 = 1 = 1 + 1

KT HKG? kT Hig!
(2.1.14)

where primed values refer to local, or point, coclficients. Two film

theory extends this additivity concept to cover the whole of the inter-

facial area between gas and liquid, thus

1 = 1 = 1 + 1

Kye HK a k, a¥ Hk a¥*
(2.2.2)

where asterisks refer to coefficients measured for the resistance of one

chase in the absence or suppression of resistance in the other phase.

For this equation to hold, however, it is necessary that at each and

avery point of interfacial area there be a constant ratio of Hk! to ky

Such is not the case if a penetration mechanism applies in the liquid

phase of a packed tower in countercurrent operation, for ky! varies
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greatly during a single liquid exposure.

An analytical solution for the case of a single liquid unsteady-

state penetration coupled with a time or space constant ky is obtained

by Carslaw and Jaeger (13b), and reportedly the agreement of the

absorption occurring during such a single penetration with the two

film additivity equation has been discussed byEmmert (36). The

maximum deviation from two film additivity comes when Hkna* [ky a* is

approximately equal to 1, and corresponds to a +5% deviation in the

yerall coefficient.

During individual exposures in a packed tower in countercurrent

operation, however, it is unrealistic to consider a constant ks; presented

oy the gas phase, for there is in all probability an unsteady-state

laminar or turbulent boundary layer behavior in the gas phase. The

extreme (and most probable) case is a complete correspondence of

liquid surface "births" with gas surface "deaths™ and vice versa.

Numerical solutions, made by use of the Dusinberre method (33),

have been obtained for four such countercurrent cases of laminar

boundary layer in contact with the liquid in a single exposure, and

for three such countercurrent cases of a highly turbulent boundary

layer. These solutions correspond to values of R (= Hk* [ky *) from

0.2 to 2.0. In obtaining the solutions it has been assumed that the

cas phase boundary layer is completely insensitive transfer-wise to

its "past history." This should be a relatively good assumption for



a turbulent boundary layer, but as the boundary layer becomes more laminar

it 1s less realistic. The mathematical simplification afforded by this

assumption still makes it desirable, however.

These solutions show that for the laminar boundary layer case the

absolute deviation from two film additivity is apparently never greater

than +6%, whereas for the turbulent boundary layer case the deviation

is also apparently never greater than +6%. The conclusion, therefore,

is that two film additivity is very closely satisfied during a single

liquid exposure or lifetime.

The greater effect, evidently, comes from the wide distribution

&gt;f liquid surface lifetimes that occurs in a packed tower. If the

fraction of the total liquid surface reaching a lif~time between 6;

and 39; is # (0;), then over the whole surface

KY, - [7

oF

$i F (ey) og

1 +1275Hkgy Dy,
(8.1.30)

vhere &amp; i is the deviation from two film addi.~~""yoccurring during a

single exnosure reachine a lifetime 6.

A two lifetime theory is presented which, for cases showing a

substantial deviation from additivity because of lifetime differences,

yields

Ka = (+r) [ f + 1-7 l
Kira 1 + RT l+R AT

(8.1.36a)
 are
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where Kip = overall coefficient predicted by two film additivity

= fraction of liquid surface reaching the shorter lifetime

2 Hka*[kea

d = square root of ratio cf two Tt times, ’

A special case of this assumes A = oo) (the less active surface

is completely dead):

KiaEn, = f + fR

Kipd T+IR
(8.1.37)

Whereas there is no wide distribution of lifetimes in a stirred

flask apparatus, as evidenced by the close agreement with two film

additivity found therein, there does appear to be a wide distribution

In a packed column. This is indicated by the fact that ksap values

calculated by two film additivity from K.a values measured in gas

phase influenced sbsorption systems are invariably lower than k,a values for

vaporization, often by factors of two and three.

The only data in the literature which may be interpreted to evaluate

the relative merits of the dead surface approach and of its more general

case, the two lifetime approach, are those of Houston and Walker (62)

for the absorption of acetone, ammonia, ethanol, and methanol into water

from air on 1 inch carbon rings. From their data it is indicated that

for R &gt; 0.1 the dead surface approach is satisfactory and that the

effective value of A for use in the two-lifetime approach is on

the order of 50.
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From this it is indicated that for design purposes the ammonia data

&gt;f Fellinger (38, 133g), Dwyer and Dodge (35), and Houston and Walker

(62), corrected to kgap velues by two film additivity, should be taken

for gas phase resistance. They should be used in conjunction with the

various liquid phase kje* data available (Table 8.9), and overall

coefficients should then be computed by two film additivity. Whereas

this has previously been considered conservative practice (109e, 133g),

It is in reality only so for R &lt; 0.1. For R «££ 0.1, it is necessary

to take the finite lifetime of the less active surface into account.

The dead surface concept is entirely analogous to the effective

area (a,) concept first proposed by Shulman, et al (136), if a, is

teken equal to f a. A correlation proposed by Shulman, making knsa

for vaporization divided by kga for absorption (or 1/f) equal to

0.85 times the ratio of the total hold-up to the operating hold-up

sas found. however, to be lacking in generality, based on available

jats,.

5.4.2 Dimensionless Correlation

In Chapter 9 a correlating equation for kp* values in flow over

packing is derived, based upon the penetration model of the packed

colurm and present knowledge of the hydrodynamic and absorption

properties of falling films of liquid. This equation is best presented

in dimensional form:

0.6 0.5 1/6

wc w@) (4x) (5) (9.19)
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with O{ having units of length -1/ 2, Values of { are listed in Table

9.1 for the seven different forms of ceramic packing studied by Sherwood

and Holloway (131) and by Fellinger (38).

In the above equation ae denotes the effective area, or active

portion of the interfacial area. ki is the value of the transfer coef-

ficient operative over that area, determined as kpa*/ae. Values for ag,

in light of the above mentioned rellability of the dead surface concept

are at present best obtained in the case of ceramic packings from the

data of Fellinger (38, 133g), using an empirical correlation for kg.

Values obtained in this way are presented by Shulman, et al (137).

The utility of this equation is limited by the present knowledge

of values of ag, and can be tested for general applicability only when

there is a greater knowledge of the effect of other variables on ae, or

3 general correlation for a,.

5.4.4 Mechanisms of Models

There are many instances in the recent literature where liquid phase

absorption data taken in short wetted wall columns and falling jets have

been found to be in almost complete sgreement with the predictions of

penetration theory. For example, Vivian and Peaceman (155) found the

rate of desorption of carbon dioxide to vary with the height of a short

wetted wall column to the 1/2 power and, by comparison with the chlorine-

hydrochloric acid system, found ky to vary with pp”. Both these

results are in agreement with penetration theory. Nijsing, et al (99)



have been able to use penetration theory to predict extremely closely the

behavior of carbon dioxide absorption in short wetted wall columns and

jets, and of the carbon dioxide-caustic reaction system in jets. There

are also other cases where liquid phase resistance in Jets has been

completely predictable from penetration theory (114, 124). In light of

the results of this thesis as discussed in Section 5.3 these two models

therefore appear to be relisble simplifications of the liquid phase

resistance to absorption in a packed tower.

[t should be stressed, though, that they are truly appropriate

models only for the study of pure liquid phase resistance. There is no

assurance that gas phase behavior in these devices bears a close re-

semblance to that in a packed column. A wetted wall assembly similar

to that of Vivian and Peaceman would be perhaps the most similar, especially

if the gas phase velocity boundary layer were made somehow to begin or

he renewed at the bottom of the column.

It is less apparent that the commonly used stirred flask is a valid

model of the liquid phase process in a packed column. There is no

direct evidence to support the applicability of penetration theory to a

stirred flask. The problem of determining the liquid phase mechanism in

a stirred flask is discussed in Chapter 11 of the Appendix, where the

jata of Kishinensky and Serebryansky (T4) are examined.



CHAPTER6

CONCLUSIONS

From the results of this thesis, the following conclusions are

nade *

1. Over a range of flow rates from 26 to 91% of flooding and L/G

from 1.5 to 11 the liquid phase desorption process in flow over 1.5

inch ceramic Raschig rings has been found to give a volumetric transfer

~oefficient always proportional to solute diffusivity to the 0.50

(+0.0k4) power.

2. This is in strong agreement with penetration theory which de-

oicts an unsteady-state diffusion process into a liquid region near

the interface with no turbulence and no velocity gradient. It is

unlikely that any other plausible mechanism is capable of predicting

3 constant exponent of 1/2 on the diffusivity over such a wide range

&gt;f flow conditions.

3. Short wetted wall columns and falling laminar jets, being, in

essence, personifications of penetration theory, are indicated as valid

models of the liquid phase absorption process in a packed tower. Thus

they can be used for study of complex absorption processes.

+. The additivity of resistances as predicted by two film theory

over the whole of the interfacial area in a packed column need not

be valid in such an unsteadvy-state system. While two-film additivity

seems to hold amazingly well over a single exposure of liquid to gas,

aven for countercurrent unsteady-state mechanisms, there is apparently



3 strong effect of the wide distribution of liquid surface lifetimes

in a packed column, causing marked deviations from simple two-film

additivity.

5. The concept of there being a certain "dead" fraction (1 - f) of

the liquid surface, or conversely of there being a certain active

‘effective area" (ae = fa) for absorption processes, and of this area

obeying two-film additivity is valid for cases where R (= Hka* [kya*) )

che ratio of individual, independent phase resistances, is greater than

0.1. For R £0.1 this will give conservative results for design if

data for ammonia absorption in water are used as a basis.

5. A correlating equation for ke ¥ (separated from kra* through the

ase of ammonia data) that is indicated by the penetration view of

absorption into flow over packing is

: 2 \1/6

 = (mY La (e)" (9.19)

shere values of O for various packings are given in Table 9.1. This

aquation, though dimensional in form, is based on a dimensionless equation

shich would include only additional quantities with length dimensions.

7. On the basis of present and previous data the variation of kia

vith temperature near room temperature is given by

Ms
0.020T

(5.2.2.)

where T is Centigrade or Kelvin temperature.
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CHAPTER7

RECOMMENDATIONS

L. Short wetted wall columns and falling laminar Jets should be

used as reliable models of the liquid phase absorption process in a

rommercial packed tower.

2. The use of ammonia data and two-film additivity for design

should be considered as essentially correct, rather than conservative,

for cases where Hkna* [kak , the ratio of individual, independent phase

roefficients is greater than 0.1.

3. An integral study of both vaporization and gas phase influenced

absorption for several solutes should be carried out in the air-water

hydrodynamic system on commercial packing, using the present technique

of holding flow rates and temperatures constant. Although Houston and

dalker (62) have made such a study for absorption alone, it is de-

sirable to have vaporization coefficients also measured in the same

column. In this connection any method developed for measuring small

humidity driving forces will be of great value.

Such a study should shed additional light on the gas phase

transfer mechanism and on the validity of the additivity of resistances.

I} An investigation of a liquid phase controlled rapid, irreversible,

second order reaction system with unequal diffusivities in a packed

tower with dilute solutions should serve as an additional check on

the applicability of penetration theory. The study of a first order



system would serve as an additional check on the dead surface and

affective area concepts.

5. Greater use should be made of the technique for analyzing con-

~entrations of nonreactive gases in solution by first separating the

gas from solution in a spray-vacuum system and then utilizing gas

~hromatography.
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CHAPTER8

Additivity ofReslstances

3.1 Theoretical Survey of the Nature of Additivity in Penetration Systems

The additivity of the resistances of the gas and liquid phases, de-

Fined strictly, is nothing more than a definition, for at any point of

interface between gas and liquid ky, and kg are defined from the actual

rate of absorption per unit area, Nh, at that point as

Lr Na =Ci
(2.1.4)

and

i -— 2 PiPG
(2.1.3)

Ky, and K, are defined similarly as

Kr. Np
Ce = Cy,

(2.1.10)

and

where

{a

Cr
I

o%

~

a

Ny
 esrmere
Pa = Pe

(2.1.11)

solute concentration in bulk liquid (moles/volume)

solute concentration at interface (moles/volume)

- solute concentration in equilibrium with solute

vartial pressure in bulk gas (moles/volume)



Pa -

pi =

Pa =

solute partial pressure in bulk gas (atm.)

solute partial pressure at interface (atm.)

solute partial pressure in equilibrium with solute

concentration in bulk liquid (atm.)

Accepting the Henry's Law straight line solubility relationship, HC = p,

where H is reciprocal solubility, it is a matter of simple algebra to

ybtain from the foregoing equations

1 = 1 + 1
Ky, ky, Hkq

(2.1.1k4a)

12(1

Lo = HE +L
Ka kk

(2.1.14b)

These relationships hold at any point as a matter of simple definition

of kp, kg, Kp, and K;. Again, solely by definition, the equations (2.1.1k4)

reed not be restricted to cases where Henry's Law 1s obeyed. If p = HC +

some constant, i.e., any straight line equilibrium curve not necessarily

through the origin, the equations still hold, with H equal to the

constant slope of the line. Indeed, for any curved equilibrium line

(H variable), the equations (2.1.14) holde by definition alone if H

for (2.1.1lka) is taken as (pg - p;)/(Ce - C4) at the particular point

and if H for (2.1.14b) is taken as (p; - p.)/(C; - Cp) at the particular

point. In this case however K, and Kr, are functions of solute pressure

and concentration even though k. and ko may not be.



Two film theory assumes that kg and kp, have constant values at each

and every point of gas-liquid interface. Thus the interfacial area, a,

may be compounded with Equations (2.1.14) to give

i = AL = 1 + 1
X. 8 HK a k a Hk.a

(2.1.15)

This is the common "additivity of resistances” equation, the common use

&gt;f which is to predict the overall coefficients (which are based upon

readily measureable concentration and pressure driving forces) from

the individual phase coefficients (which are taken as functions of the

aydrodynamics and solute diffusivity alone). In particular, a desirable

ise of this additivity equation is in the form:

1 = 1 = 1 4 L

Ka HK a k a* Hk a¥
(2.2.2)

Jhere k, a¥* Ka measured in the absence or suppression

(Hkqa &gt;&gt; kya) of gas phase resistance

and k.a% . K~a measured in the absence or suppression

(Hkna &lt;&lt; kre) of liquid phase resistance

It is most important, now, to realize that Equations (2.1.15) and

(2.2.2) no longer result from pure definitions, but are based upon the

two film theory assumption that ky and ky are constant at every point

of interface. If k; and ky are not constants at each point of interface,

however, there is no assurance that the two additivity equations will



hold. If we now adopt the convention that primed values of coefficients

jenote point values while unprimed coefficients designate the averaged

values operative over the entire interfacial area, another way of stating

this is

Co a -
—— fl g- f

rd
da = |

“rr

ET Hk,

:

L 1 + 1

a

a

5

(8.1.1)

From the inequality (8.1.1), however, it may be seen that there is

a more general condition for Equations (2.1.15) and (2.2.2) to be valid,

and that this condition is for Hk,' and k;' to bear a constent ratio to

sach other at each and every point, even though they both may be variant

from point to point in individual magnitudes.

From the experimental results of this thesis it is strongly indicated

that the mass transfer in the liquid phase in a packed absorption tower

obeys penetration theory. Consequently, because of this unsteady state

nechanism, there is in light of inequality (8.1.1) no assurance that

the two film theory addivity of resistances equations are valid, for kp

is most certainly not a constant from point to point of interface.

Above and beyond this, the value of K;a effective for absorption

In a packed column with penetration as the liquid phase mechanism cannot



esven be predicted from separately measured (in two cases where k a &gt; Hk a

and E, &lt;&lt; Hk 2) individual phase coefficients because the kt at any

point in a penetration system is not dependent upon hydrodynsmics and

solute diffusivity alone, but is also dependent upon the nature and

relative magnitude of the gas phase resistance. That 1s, at any particular

age of liquid surface the kt value is dependent upon the past concen-

tration history of that surface, as is brought out readily in the deri-

vations of the following sections. Thus ky! for a point in a system

in which gas phase resistance occurs is not at all necessarily equal to

gy, t* for the same point under the same hydrodynamic conditions.

The foregoing remarks apply to the occurrence of penetration in

the liquid phase, but the same reasoning can apply also to the gas phase

if the gas phase mechanism is something other than a constant film

resistance at all points (and it probably is something else), thus

romplicating the situation further.

In the following sections the deviations from two film additivity

hat a penetration mechanism in the liquid can cause are explored

theoretically in some detail.

3.1.1 Single Lifetime - Constant Stagnant Film Gas Resistance

Perhaps the simplest combination of liquid phase penetration

with a gas phase resistance to envision is the case of a constant,

stagnant, no hold-up film gas resistance. For a single penetration

the behavior of the system msy be obtained analytically by solving the

amsteady state diffusion equation
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3c = 2c

Lo ot

coupled with the boundar, - conditions

1) C = C;aty&gt;0, t=

2) Cc = Cp 88 y-&gt;oco, t %.0

(8.1.2)

(8.1.3)

3) aty=0,“Dr(36)- ky (pg=Py)
HK (c, = cy)

C; and pj are taken to be in equilibrium with one another, and pg, H and

Jo are taken as constant.

Comparison with Section 2.1.2 and boundary conditions (2.1.21) shows that

this 1s the equation of penetration theory with no gas phase resistance

with the exception of the last boundary condition. Condition (3) now

takes kn into account rather than requiring that C; be constant and equal

and equal to C., as 1s the case for no gas phase resistance (ko —co )-

This equation is entirely analogous to the equation for heat

transfer into a semi-infinite slab with a thin film on the surface, the

solution for which is presented by Carslaw and Jaeger (13b). In terms

&gt;f diffusion nomenclature, this solution is:

 #2 2s
C-Ce =. y + Te * Dp erfc y + Hig (8.1.4) -% 77) 2 Dt 0



Therefore the history of ir'-—fdcial concentration is given by

2) 2
Hkg"tC; .C [©

rl. = e Tp erfc [Hkg vt
Cy = Ce &lt;7,

L.5)

and the S-*
 "Me

‘2ial flux history is

4) y=0
B%kgot

Te gD erte (HG EV] (Cc - Cp) (8.1.6)
PL Dr

The local rate of mass transfer across the interface 1s, from the

definition of a diffusivity,

— (39) (8.1.7)

and, from the definition of Ky, (Equation 2.1.10), the local value

of K, in this system is

Bk2t
Ht; e Dp erfe ( kg vt )Dy,

(3.1.8)

Emmert (36) reportedly used this solution to find the deviation of

tke overall mean Kp of this system from the value ofKp, predicted by

two film additivity. The procedure is as follows:

The mean Ky operative over the total area of the penetration

(or total time, depending on whether the view of the liquid is Eulerian

or Lagrangian) is given by



Kr.A &lt; L
5

0

wr.
ul

wi (8.1.9)

This, from Equation 8.1.8, is

H%k;20
Kp, = DL | erfc (5 1%) 142Hk 0 | (8.1.10)Hkg® VDL Be AE

Now kry*, for no gas phase resistance, 1s given by

2 Dy,
\ 55

(2.1.26)

If we let R be a dimensionless group representing Hi % [ke % , Which may

be rather easily determined experimentally for an absorption system,

then

Hkn
2 L

Ir ©

(8.1.11)

and

)121.(8.5Len=fer
4R2 )
—eme |Tv

LR?
4.

Denoting the Ki. predicted for the system by two film theory additivity

as Kop there results from Equation (2.2.2)

Hk
Gp = G

1 +R
(8.1.13)



Hence Ky/K1ps the ratio of the actual Kj; to that predicted by two film

additivity, which shall be represented by S is

4R2
Kp, ” TT (lL+R) |e Terfc 2R -1 + UR (8.1.14)

Kp 4R® Vr ™

The ratio, &amp; , is thus a function of R above for a given surface lifetime.

&gt; is plotted against R in Figure 8.1, where it may be seen that, despite

the very different mechanism, the deviation of the true Ky for a single

lifetime from that predicted by two film additivity is never more than

5.0%. The true Kp is always higher than that predicted by two film

additivity.

Such then is the result for the case of a single lifetime if penetra-

tion theory applies to the transfer in the liquid and stagnant, no

hold-up, constant thickness film theory applies to the transfer in the

gas phase. It 1s remarkable that the two very different liquid mechanisms

should give such similar results; and this is certainly a fact that could

not have been anticipated a priori.

[t is Interesting to observe in this case how kp! at any point

Jiffers from ky * for the simple penetration case. The two coefficients,

Kr! and ky' are always related by definition by the equation

1Kr. Cr - Ce

Cy-C4

Therefore, using Equations (8.1.5) and (8.1.8)
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Hkgot
Hk e Dj erfc (Hk, Y t/Dyg,)

TERY
L-e TD erfe (Hkg t/Dy,)

rar (8.1.15)

Adopting the de.mil:.~sion of P Equation (8.1.11), and teking kp* as Hky/R,

kL,
kx

. Rf t/0 cote (5 oy
“- (8.1.16)

sR®far t/0 erfc ( 2R

Vir 7 t/o )1

Figure 8.2 shows plots of ky'/ky* vs. t/0 for R= 1 and R = 0.2, in

somparison with the case for R = co (simple penetration). For the

constant kg and R = 1 case there is some 50% increase in ky above the

simple penetration value. It is this 50% increase that causes two

film additivity to hold as well as it does, however, because the Kia

salculated by the left hand side of Equation (8.1.1) using ky*'

instead of kt would be much less than the value calculated by the right

nand side (two film additivity), again using k;*' instead of ki’.

3.1.2 Single Lifetime - MAunta»anrvent Problem

Because of the relatively large amount of surface drag experienced

by the gas stream in a packed tower at the gas-liquid interface a stagnant

film theory is more realistic for the gas phase transfer than it is for

that in the liquid phase. The assumption that k, is constant at all points

ander all circumstances of liquid phase behavior is probably, however,

too much of a simplification.
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The air forms a continuous phase in the column and undergoes a tortuous

flow through the packing. Modern hydrodynamic theory (see, e.g., Knudsen

and Katz (75) indicates that, whenever a conduit wall diverges suddenly

by more than T°, a new "boundary layer" is usually formed in the fluid

near the conduit wall. For thé purposes of a simple physical picture,

the air stream could well become well mixed at points of sudden divergence

in the path through the packing, and then proceed to establish a new

soncentration profile during the straight flow over the next piece of

packing. In almost direct analogy to the penetration model for the

liquid phase, the solute concentration (or partial pressure) gradient

in the gas phase would initially be infinite and then become less and

less in magnitude as the gas surface aged. Since the gas would probably

not flow more than 3 or 4 hydraulic radii before being re-mixed, the

transfer in it should remain definitely unsteady state (75). The

jifference between the gas and liquid models lies in the velocity

sredient and possible turbulence in the gas phase near the interface.

If such is the case, and the exponent of 0.5 to 0.67 found on the

gas phase diffusivity in a koa correlation experimentally indicates that

it is, (see Section 8.2.2) then we are faced with the problem of some

sort of countercurrent, unsteady state transfer mechanism where we

mst take into account the resistances in both phases in a countercurrent

absorption column.

lhe simplest and most extreme case of this would be where the



birth of a liquid surface corresponds exactly to the death of a gas

surface and vice versa. In this case old liquid surface 1s in contact

with new gas surface and new liquid surface is in contact with old gas

surface. This too is probably a close approximation to the behavior in

a randomly packed column, for it is at the discontinuities in packing

surface that both liquid and gas streams should tend to mix, with the

mass transfer process occurring in countercurrent flow along the flat

surface of a piece of packing in between mixing points. Thus, to the

axtent that mixing points for gas and liquid tend to coincide, the

births of liquid surfaces should correspond to the deaths of gas sur-

Faces and vice versa. If there are surface areas for which births

and deaths do not coincide, then the transfer process should be in

some way intermediate between the constant kn, situation and this

concept of a complete correlation of births with deaths between the

phases.

What countercurrent unsteady state mechanism would be most realistic

for the gas phase? That some sort of boundary layer theory should apply

is obvious; however, boundary layer theory usually involves the assumption

of a finite boundary layer thickness, or hold-up, and it is precisely

the presence of such a hold-up that causes the liquid penetration model

to have transfer characteristics that are dependent upon past history.

Since both phases would have this behavior, a knowledge of the interfacial

conditions at any point between mixings would require the knowledge of

the gas phase behavior between the point of gas birth and the point

under consideration and also a knowledge of the liquid phase behavior



between the point of its birth and the point under consideration. Thus

the interfacial behavior over the whole of the contact interval would

have to be known, or assumed, in order to obtain a solution. This

presents great mathematical difficulties in so far as either an analytical

or a numerical solution is concerned, and it is because of this that no

solutions of countercurrent double boundary layer (liquid-liquid inter-

Pace) or countercurrent boundary layer - penetration (gas-liquid inter-

face) problems have been presented in the literature, although a solution

for the general co-current double boundary layer case has been (112).

The co-current case does not present this difficulty.

There is one feature of boundary layer systems that makes the

sroblem somewhat simpler. Deissler (29) in his theoretical and experi-

mental studies on turbulent heat and mass transfer in tubes comes to

the apparently valid conclusion that "the variation across the tube or

&gt;oundary leyers of mass transfer per unit area has a negligible effect

on the concentration distribution.” He shows in Figure 12 of reference

(30) that the assumption of linear variation of heat or mass flow across

a well developed boundary layer gives very nearly the same temperature

or concentration profile as the assumption of constant heat or mass

flux. Even more to the point, he shows in Figure 9 of reference 28

that the same reasoning apparently applies for the entrance, unsteady

state region.

This conclusion is equivalent to the concept that the gas phase

resistance presented by a turbulent boundary layer is not significantly
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jependent upon its past history, since it is not dependent on the flux

profile across the boundary layer at a given time.

Deissler'!s solutions were made for the case of a developing con-

rentration boundary layer and an already developed velocity boundary

layer. He shows, however (29), that the solution for the case of a

simultaneously developing velocity boundary layer is essentially the

same, 50 long as the Schmidt number of the system is greater than

J.5. The case of simultaneously developing boundary layers is the

important one for consideration in the present instance, in light of

the picture given above of a series of complete gas phase mixings

uring the flow through the packing.

In a laminar boundary layer the hold-up at any given age is greater

than in a turbulent boundary layer, thus response of k, to past inter-

facial history should be more of a problem for a laminar boundary

layer.

Knudsen and Katz (75a) show, however, that for the case of simul-

taneously developing laminar velocity and temperature (or concentration)

boundery layers and a Prandtl (or Schmidt) number of 0.7 (a repre-

sentative Schmidt number for air - light gas systems), that essentially

the same variation (410%) of local transfer coefficient with downstream

jistance from the point of initial boundary layer formation occurs for

the three following cases:

L) Constant surface temperature (concentration)
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2) Constant surface flux

3) Constant surface to bulk temperature (concentration) difference.

For liquid phase penetration rccistance there is a distinctly greater

affect of boundary conditions, as may be seen for instance in Figures

3.2 above and 8.5 below.

Thus the similar results for these three different "past histories™

indicate that for the case of simultaneously developing velocity and

concentration laminar boundary layers in the gas stream the assumption

of a complete insensitivity of transfer behavior to past history is

better than in the liquid phase penetration case, and is perhaps

justified for the present purposes because of the mathematical simpli-

2ity it affords. It should also be kept in mind that the assumption

is better for a turbulent gas phase than for a laminar one. The con-

cept of complete insensitivity to past history is, interestingly

anough, equivalent to that of a thin stagnant film, the thickness

&gt;f which varies with location.

The question of what form of gas phase kg; variation to take now

arises. It is well known that for the laminar boundary layer case

the transfer coefficient varies inversely with downstream distance

to the 1/2 power as long as the boundary layer does not tend to fill

the flow conduit (75a, 120a, 140). That this filling tendency should

ever occur in a randomly packed tower is unlikely in view of the

frequent tortuousities encountered by the gas flow. Thus for our



idealized case of a complete correlation between liquid surface births

and gas surface deaths and vice versa the boundary condition that

should be placed on the liquid penetration diffusional equation for

the case of laminar "insensitive™ boundary layer gas phase behavior

»

de
A

8.1.17)(3 = I Re 3 .Wa (Ce = Ci), (y= TL &gt;) 2(1 - t/ )

instead of #3 in {£.1.21) and(8.1.3).

Jere

=

age of liquid surface

lifetime of liquid surface

and, hence, 6 = t = age of gas surface.

ther nomenclature has been introduced previously (see also Chapter 20).

The term Kem/ 2 appears as a constant, obtained by an integration of kg

yer the contact interval.

In the case of a turbulent boundary layer behavior of the gas phase

there is no simple analytical solution to indicate the proper variation

of kg with age of gas surface. Aladyev (3) measured the local variation

of by, for turbulent heat transfer to water in tubes with constant wall

temperature and simultaneously developing velocity and temperature

boundary layers (Prandtl number = 7, somewhat higher than the usual

Schmidt number range of 0.5 - 2.5 for most absorption solutes in air)

and obtained results shown in Figure 8.3. Deissler (28, 29), as has

been mentioned previously, obtained semi-theoretical solutions for a
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Prandtl (or Schmidt) number of 1. These are also shown in Figure 8.3.

From this figure it may be seen that a good approximation for the be-

havior of a highly turbulent boundary layer is variation with distance

or age to the - 1/8 power. This also checks well with the - O.1 power

of distance suggested empirically by Humble, Lowdermilk, and Desmon

(64) from their studies of heat transfer to and from air. Therefore,

the third boundary condition on the unsteady state diffusion equation

for the liquid phase becomes, for the case of a highly turbulent

"insensitive gas phase developing boundary layer,

1G « = 0, -Dp, dc) = 7/8 Kom
55) (1. 1/0)/8

Again the T/8 ku, factor comes from an inte~r~tion of the

(8.1.18)

local ka

values over the contact interval.

The - 1/2 power and - 1/8 power variations represent extremes of

behavior for laminar and for highly turbulent boundary layers. As may

be seen in Figure 8.3, a lesser degree of turbulence would produce a

power on distance or age intermediate between - 1/2 and - 1/8. It

should be noticed, too, that in all cases k; is taken to approach

infinity at zero age (as does kp in penetration theory). This is

because there is initially an infinite gradient when a well mixed body

of fluid is exposed suddenly to a surface concentration different from

that in the fluid.

[n these two countercurrent cases the third boundary condition



for the unsteady state liquid diffusion differential equation 1s time

jependent, whereas it was not so in the cases of simple penetration

(2.1.21) and penetration in contact with a constant kg (8.1.3). This

provides a nonlinear boundary condition, and the techniques of the

Laplace transform or the Green's function, which are used for the

rases of nontime dependent boundary conditions may no longer be

a1sed readily.

Because of this nonlinearity, it was necessary to use a numerical

Finite difference technique to solve the cases of penetration theory coupled

vith the time dependent, countercurrent kg; boundary conditions. The most

common and most reliable such technique is the Dusinberre method (33,

91b). This was the method used to obtain the countercurrent solutions

jescribed in the following pages.

The unsteady state diffusion equation

Dr 3° ¢ = 3c

OD +2 ot
(2.1.20)

may be transformed into the finite difference equation

‘mel, nn" CnntCni,n = 1 A
m+ L,| EE Dr —=£ (Cp, n+l Cr,n)

ar

wl

2
- = 1 A



Here Ay = the increment in distance normal to the surface

At = the increment in time

and the subscripts m and n refer to the distance, y, and the time,

5, respectively. m+l denotes distance y + A ¥y, and so forth.

2
Jusinberre denotes ( ay) as the modulus, M.

Dr at

“1 sombog
*m, n+ 1 =

Cn-1, n* (a - 2)Cy, nt Cons, n

Thus

(8.1.20)

and the concentration at any point and any time is defined in terms

&gt;f the concentration distribution at the next previous time. M must

he chosen as a number greater than or equal to 2 in order to avoid

a negative effect of Cp pn On Cp p41» but otherwise the choice is

somewhat arbitrary, a higher M giving more At intervals per Ay

interval and thus usually requiring more computational effort.

This method requires some system of introducing the surface condition,

boundary condition #3, into the computational process at any point of

time. The most reliable method of doing this is to define N as a

Biot modulus

HE, AY
Dr.

(8.1.21)

A material balance on the slice of liquid extending a distance Ay

in from the surface gives

D.
fkg (Ce- Cyn) +L (C1pn-Ci qn) = ay (Cin - Cin

&gt; 5 oT



Jhere

C1,n+l =

~~
 a

a

2NCe + Lu (+2)| cinta (8.1.22)

surface concentration

concentration at depth A Vv

and Ce = concentration in equilibrium with bulk gas

The factor of 2 in the first equation enters because there is only a

half slice of liquid between the surface and the midpoint of the first

A y increment. In the present countercurrent cases ky is time de-

pendent, so N will have a different value after each time increment.

M must be so chosen that M VM 2N 4+ 2 at all times.

The stability and convergence of this numerical solution are of

great importance; if it is stable calculational and rounding off errors

will not add upon one another as time goes on, and if it is convergent

the true solution will be approached for whee infinitesimally small

increments. Mickley, et al, (91b) show that stability and convergence

criteria are fulfilled by this solution for M = 2 and N positive.

N, by the definition of k., will always be positive for these solutions.

Although the solutions are stable and convergent, nothing is said

about the rate of convergence. This becomes important when solutions

near the start are considered (often necessitating some sort of

artificial starting condition) and when the kg is changing rapidly

with respect to time, such as occurs near the end of the liquid surface

Lifetime.



At the start (time-wise) of the solution for the liquid phase the

kg in the gas phase is relatively flat, that is it does not change

greatly with respect to time. Thus it is a simple matter to assume a

constant kg; for a short interval past the start and use the analytical,

constant kg solution, Equation (8.1.8), as a check on the starting

solution.

Ky,', which is the desired result ultimately may be determined from

“he value of C 1 at any time:

Na = Hkq' (Ce = Ci)

S—
~ Hkg' (Co - Cy) (8.1.23)

A discussion of the difficulties encountered near the end of the

liquid exposure is deferred until later.

\s an initial check on the method, the constant kg case was solved

for R = Hg = 1, and the result was checked with the

2 yp/w ©

analytical solution. «st was teken as 0.05 and M as 4. N was then

aqual to 0.504 and was constant. It was found by trial and error that

the numerical solution was almost identical (deviation of C; &lt; 1%)

for an artificial starting condition which took Cy. 88 3/4 the value

predicted by Equation (8.1.22). Cj for all time increments past the



first would then be defined normally. This particular starting condition

also worked well for the various countercurrent cases investigated, as

was verified by checking against an approximate analytical solution for

the first few time increments.

In the following pages the solutions obtained for the various cases

&gt;f laminar and highly turbulent insensitive gas phase boundary layers

are presented. A detailed solution for one of the cases is given

first.

3. LaminarBoundaryLayer

As a detailed example of the solution technique the calculations

for the R = 1 case of a countercurrent laminar boundary layer are

aow given.

It was convenient initially to take At equal to 0.05 © and M

aqual to 4, as was done in checking the constant ks solution. AY,

then, by the definition of M, was equal to (MD; &amp; 0) 2 or ~/0.26 1p.

Since the solution is for the case of R( = Hk * [lk *) = 1, Hk, may be

taken as 1 I kp¥*, or 2 Aoy/re. From Equation (8.1.17),

Ike chai

rics 1 D./ mm ©
(1 - s/0)/2

and

Hg AY =
De

Jo.2/w - 0.252
(1 - t/e)l/¢ (1 - /0)/2
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Since the modulus of U4 is used only up until t = 0.8 6, 2N + 2 is

always less than M, as is required for stability. From t = 0.8 © on,

the value of &amp; y is kept the same but M is increased to 8, thus making

At = 0.025 ©. Since Ay is the same as for the preceding time in-

tervals, N retains the same definition. The higher M and lesser aA t

serves to give more time intervals where k, is changing faster, and keeps

M SS 2N + 2. Table 8.1 shows the complete numerical solution up until

5 = 0.975 ©. The solution is made taking C, arbitrarily equal to 1000

and Cy, equal to zero. Fractions exactly equal to 0.50 are rounded off

to the nearest even integers, to avoid cumulative errors.

From the concentration history solution it is desirable to obtain,

as an end product, the local values of Kj' at the various times. This

may be done by using Equation (8.1.23) , which in this case becomes

( 1 &lt;= Ekg' (1 -Cy/C) = Hom (1 - cy/Ce)
o(1 - t/0)/2

The resultant Kp' history is most conveniently plotted as Kp' /K1F»

where Kyp is the constant value of Ky, predicted at every point by two

film additivity using, it should be recalled, k;* as the liquid phase

resistance. Kok, for R = 1 is 1/2; therefore

'¥ (1 - c4/Ce)

(1 - /0) 1/2
(8.1.24)

for R = 1. This curve is plotted as Figure 8.4. It may readily be
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T'ABLE ©O..

Numerical Solution Of Countercurrent Insensitive Laminar Boundary Layer
Penetration Case For R = L

t/6 (1-t/0) 1/2
0 1.0

0.05 0.975
0.10 0.949
0.15 0.922
0.20 0.894
0.25 0.866
0.30 0.836
0.35 0.806
0.40 0.775
0.k5 0.7k2
0.50 0.707
0.55 0.671
0.60 0.632
0.65 0.592
0.70 0.548
0.75 0.500
0.80 0.L4hT
0.825 0.418
0.85 0.387
0.875 0.354
0.90 0.31;
0.925 0.274
0.95 0.224
0.975 0.158

_N_
0.252
0.258
0.266
0.273
0.282
0.291
0.301
0.313
0.325
0.340
0.35€
0.37€
0.34C
0.426
0.460
0.504
0.564
0.603
0.651
0.712
3.798
2.920
1.125
1.595

Fo 3/4 of indicated value

Ce
50k
516
532
546
564
582
602
6526
650
680
T12
752
798
852
920

1008
1128
1206
1302
142k
1596
1840
2250
3190

u-(zms2) GG OF
1.496
1.484
1.468
1.454
1.436
1.418
1.398
1.37h
1.350
1.320
1.288
1.248
1.202
1.148
1.080
0.992
4.872
bh. Tk
4.698
4.576
4.Lok
4.160
3.750

C, Cg Cg

elf
239
267 104
292 126
316 146
338 166
360 184
380 202
hol 220
hoz 237
h5 254
L468 272
hoz 290
519 308
534 317
550 326
567 336
586 347
609 358
636 370
572 38L

¢L ny

S419
63 22
81 20
oh 38

107 U6
120 Tb
133 £2 &gt;
16 T0 0 I.
158 79 5 'h
171 8 71
178 92 4 19
185 97 M7 21 oO
192 102 0 23 9
199 107 53 25 10
206 112 56 27 11
213 117 59 29 12
221 122 62 31 13

C7 1-c,/c,
1.000
0.906
0.832
0.793
0.761
0.733
0.708
0.684
0.662
0.640
0.620
0.599
0.577
0.555
0.532
0.508
0.481
0.466
0.450
0.433
0.41k
0.391
0.364
0.328

EJ

Ky'[Kp
1.000
0.929
0.877
0.860
0.851
0.846
0.847
0.849
0.854
0.862
0.877
0.893
0.913
0.938
0.971
1.016
1.076
1.115
1.163
1.223
1.310
1.hk27
1.625
2.08
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seen that the deviation factor, O , from additivity (Kp = 3 Kyp) comes

from the area under the Kr'/Krp vs. 1/0 curve. The area between the Kp! [Kip

curve and K1.' [Kp = 1.0 represents the absolute value of the deviation

From additivity, i.e., ( § - 1).

As t/@ = 1 is approached, Kp'/Kip rises without apparent limit. It

is possible, and it indeed heppens in this case that much of the absolute

jeviation area comes under the K;'/Kpp above t/e = 0.975.

In order to discuss the behavior of this curve further it is helpful

to examine a plot of ky' vs. 1 - t/0. ky! from the definitions of Ki!

ka', and ky' is

Ci
Ce - vHkg crCr,

Ce - v1 Bt (8.1.25)

Thus ky! may be calculated from the values in Table 8.1. Its history

(presented as (ky'/kr*) vs. t/6) is shown in Figure 8.5. In Figure 8.6

it is shown plotted logarithmically against 1 - t/6. Curves for Ky,'/Krp 3

ka'/kgms C1 - C1/Cg - Cys and kp "*/kr* are also presented for reference.

The ky, ** kp * curve need not concern us here; it is presented merely to

show the difference between ky '* (for no gas phase resistance) and the ky

actually occurring in the process.

Equation 8.1.25 shows that, as t approaches © (and kg! becomes

infinite), either C; must approach Cp or kr' (and Kp')mustapproach

infinity, or both may happen. An examination of Figure 8.5 shows that

gy ' and KX, ' have, since the time t = 0, always tended to lag behind kK!
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in so far as their rate of increase with respect to time is concerned.

This is caused by the very nature of the penetration model ky,’ itself.

When in contact with a constant surface temperature, ky, will tend to de-

crease with time (to the - 1/2 power) because of the inability of the

trensient liquid diffusion process to remove (in the absorption case)

solute rapidly enough to maintain the size of the concentration gradient

at the surface at its initially high value. The layers of liquid near

the surface hold up progressively more and more solute.

The only reason that ky' eventually tends to increase again with

time in the present case is because the kn! at the surface changes

faster and faster as time goes on. The surface concentration soon tends

to increase more and more with time (see Table 8.1 and Figure 8.5) and

the kr, in response to this, begins to increase again after its initial

drop. The change in ka! thus leads the change in ki'. Since ka! must

lead ky' in this respect, by Equation 8.1.25 C; must eventually approach Cg

as t approaches ©, that is Cg - Ci/Ci - Cy, must always decrease toward

zero as t increases so as to make up the deficit between the change in

ko! and the change in k;'. Thus C, - C;/Cp - Cp becomes infinite

asymptotically to t = ©.

Examination of Figure 8.6 now shows that log (C; - C1/Ce - Cp) vs.

log (1 - t/6) has an ever increasing (less and less negative)slope as

lL - t/0 becomes less and less. This is not in conflict with the previous

statement that Cy - C1/Cr - Cy, increases ever faster with t as t

approaches ©. In that case we were talking of Ci - C1L./CE - C1, as a

function of (1 - t/8). An examination of the surface finite difference



relationship, Equation (8.1.22), shows that this is reasonable. Although

Akg (or N) may increase very rapidly as t approaches © -- varying with

(1 - £/0)}/2 -- the interfacial concentration will not be able to do so,

because of the finite amount of diffusion of solute away from the surface

that does occur; thus Cy - Cr/Cq - Cs, varies with (1 - t/0) to a less

negative power than -1/2.

Apparently, then, log Cy; - C1/Cr - Cp, vs. log (1 - t/@) approaches

the asymptote of log (1), corresponding to C; equal to Cg, as (1 - t/@)

lecreases. This indicates, then that the slope, d log (Cy - Cr)/(Cy - Cr.)

/d log (1 - t/8), always increases toward zero as (1 - t/6) continues to

Jecrease.

From Equation (8.1.25):

Kr, = Cy - Cy,

kp 7 Cg - Cp

and ther&lt;fore,

Kp!
d log (57 )
1 log (I - 1/06)

(2 - =)ad log ‘CE - CL
d log (L - t/9) (8.1.26)

Thus, as 1 - t/0 approaches zero, log (xy,'/k1.") must become more and

constant, since the right hand side of Equation (8.1.26) ever increases

toward zero. If log (Kyg' [kr*) becomes more and more constant, then the

curves in Figure 8.6 for log (Ki'/Kip) and log (ky '/kr¥*) must become

more and more parallel.



Ky, however, is the reciprocal average of ky' and kg' by definition.

Thus, if log kK! and log kt become parallel, they must both become

parallel to log ka', since both retain significant values in comparison

to it.

As this happens both k;' and Kp' must tend to vary with (1 - t/0)

to a power uniformly decreasing to -1/2, which is the constant exponent

on (1 - t/8) for kg'.

Thus, interestingly enough, we are presented with a case where (Co )

(0) becomes equal to ©O (see Equation 8.1.25), a situation that is

definitely possible mathematically. Kj' and ky' both increase to an

infinite size as t approaches ©.

The fact that the transfer coefficients become infinite should not

bother us, just as it should not for simple penetration theory when t

approaches zero. They do so in both cases in such a way that the total

amount of transfer occurring is finite; that is, the area under the XK,

ve. t curve is finite.*

I'he assumption that mass transfer rates can indeed become infinite

¥In any real situation the flux should also become infinite near t = 0
as well as near t = 6. It is the finite liquid hold-up that causes
the infinite flux in the latter case. Since in reality there must be
some small finite degree of hold-up in a gas phase the flux should also
become infinite near t = O. Because of the much less gas phase hold-up
it 1s likely that this happens in such a way as to cause a minor con-
tribution to be made to the total area.



pl

ls purely a mathematical device. In reality some phenomenon such as

an interfacial resistance (the existence of an accomodation coefficient

&gt;r merely the finite velocities of molecules) will limit the rate of

mass transfer and never let it become infinite. As has been proven by

recent studies with jets having very short contact times (see Section

2.2.6), this occurs at so high a rate that the amount of area ™lost™

ander the Kp! vs. t curve is entirely insignificant.

Returning to the problem at hand, it is now possible, in light of

the preceding discussion, to bracket the behavior of the Ki' vs. t

surve in Figure 8.4 as t approaches ©. We know that Ki' will tend to

vary with (1 - 4/0) to a power ever uniformly decreasing toward -1/2

as t approaches ©. From the last two values of Ci calculated in the

in the numerical solution an exponent on (1 - t/0) may be assigned

2s applying at the point the numerical solution calculations leave

&gt;ff. Thus in the present example, if the exponent on (1 - t/0) is

jenoted by n, there results

log 2.08 - log 1.625 = -0.389
Tog 0.050 - log 0.025

From the graphical integration up to t = 0.975 © (see Figure 8.4),

-he deviation from additivity is equal to

§ =% =1-o0.0829
Krp

J.0610 remainder above t = 0.975 6

This remainder 1s bracketed by curves corresponding to exponents on

‘1 - t/6) of n at 0.975 (in this case -0.389) and -1/2, since the



exponent between t = 0.975 © and t = © will vary uniformly between these

Ewo values.

The area beneath such a curve varying with (1 - t/0)", where n is

negative and the value of Ky! [Kip at the lower value of t/0 (called

(t/8),) is denoted by of , is given by

”

[1 - (t/6),[-wop] d(tfe) = X (1 -(t/e
) « [L-G/o) | T= fon)

(t/6)y,

Thus the upper bracket is

&gt; lying above t = 0.975 (upper limit)

1 (kp'/Krp)t = 0.975 6
1-0.5

[ 22.08) S 1 (0.023)

‘1 - 0.975) - 0.025

).UTO

The second term above enters since the pertinent area is that between the

Kr '/Krp curve and the line Ki'/Kyp = 1. Similarly the lower limit is

5 lying above t = 0.975 = 1

1-0.°89
(2.08)(0.025) - 0.025

J. 060

$ 1s therefore bracketed between 1.039 and 1.058. The deviation

of the true Ky for the whole contact from the value predicted by two



2dditivity is between 43.9% and 45.8%.

The use of these bracketing solutions limits the absolute accuracy

»f the resultant deviation; however the 2% spread in § probably cor-

responds to the possible error in the numerical solution, especially if

it were extended further up into the region above t = 0.975 © where K;'

varies more rapidly with t. Even though higher values of M and lower

values of 4A © were used in this range, it would also be necessary to

decrease Ay, to preserve accuracy, thus greatly increasing the com-

putational effort. It would still be necessary to discontinue the numerical

solution at some point and to adopt bracketing solutions from there on.

As it stands now the bracketing solutions in the present case give as

precise an estimation as could be reliebly trusted in the light of the

"rate of convergence™ question for the numerical solution, mentioned

previously. A conservative statement of the results of this and the

following solutions would be: For the case of insensitive countercurrent

boundary layers the deviation of Ky from Kip is less than 10%, and in a

positive direction.

pigures 8.7, 8.8, and 8.9 show Ki,!'/Kip profiles obtained for the

~ases of laminar boundary layer with R = 2.0, R = 0.5, and R = 0.2.

Table 8.2 summarizes the calculations of § for all four cases.
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TABLE 8.2

Summary of Calculations of § for Cases of

countercurrent Insensitive Laminar Boundary Layer

R

2.0
1.0
2.5
3.2

§ -1u to
t = 0.975©

( § -1) above
t = 0.975 ©

EE———

Upper Bracket Lower Bracket

-0.005
-0.021
-0.051
-0.092

40.052
+0.079
+0.103
40.122

+0.030
+0.060
+0.085
40.115

Do Highly Turbulent Boundary Layer

§ -1

Lower Limit

4

Upper Limit

1  RB

15.3%
+5.24
+3.0%

Three similar cases were calculated for the case cof a highly tur-

bulent boundary leyer, where (from Equation (8.1.18))

7/8 _ Kam
(1 - £/0) 1/8 (8.1.27)

The calculational procedure was completely analogous to that for

laminar boundary layer case. The solution above t = 0.975 @ in this case,

though, is bracketed by curves corresponding to Kp' varying as (1 - t/0) -1/8

and to Ki! varying as (1 - t/0)2, where n is defined as in the laminar

case as the exponent derived from the last two (t = 0.95 © and t =

0.975 @) points.

This fact is derivable in precisely the same manner as was followed

through for the laminar boundary layer case. The results for the three

considered are shown graphically in Figures 8.10, 8.11, and 8.12. Table

3.3 summarizes the calculated deviations for these cases.



1.8

1.6
\

1.4

 7 /K;
1.2

1.0

Lo
L

\
Tn

7 7 of

;Em

N.8
RJ
\ O.u

wt ——
0.6 Cc.

h

 ld

)
sual 1.0

t/0

FIGURE 8.11 ADDITIVITY SOLUTION: LIQUID PENETRATION &amp;
INSENSITIVE TURBULENT GAS BOUNDARY LAYER; R = 1

l.

1.3

1.2

ur 1.1

L.O vy

3 t
\J

_—
- 0). dd ) C 1 0

5/9

FIGURE 8.12 ADDITIVITY SOLUTION: LIQUID PENETRATION &amp;
INSENSITIVE TURBULENT GAS BOUNDARY LAYER; R = 0.5



TABLE 8.3

Summary of Calculations of 3 for Case of

countercurrent Insensitive Highly Turbulent Boundary Layers

§-1 up to ( § - 1) above
t =0.975 6 t = 0.975 © d-1R

Upper Bracket Lower Bracket Lower Limit Upper Limit

2.0 0.046
1.0 0.052
3.5 0.042

-0.001 ~-0.003
0.005 0.003
0.009 0.008

oA

4 o£

Again, for all these cases of countercurrent unsteady state behavior,

there is close (within 10%) agreement with the overall mass transfer co-

2fficient predictedbytwofilmtheory, as was the case for unsteady

state penetration behavior in the liquid and a constant kg in the gas

phase. That close agreement should result for countercurrent cases is

all the more amazing. One could hardly conceive of two more different

nodels for an absorption process than steady state two film behavior

and countercurrent unsteady state penetration and boundary layer be-

havior, a fact pointed up by the large local variations of Xy,'/Krp in

Figure 8.4 and Figures 8.7 - 8.12. Yet, for a single contact period

the results yielded by the two approaches are essentially the same in

50 far as the additivity of resistances for each phase in the absence

&gt;f the other is concerned.

An insight into the reason for this close agreement may be gained

from an examination of the result for a hypothetical, purely academic

case: That of two countercurrent laminar boundary layers that are

completely insensitive to past history, or, equivalently, an insensitive

laminar gas phase boundary layer in countercurrent contact with a liquid



phase showing the behavior characteristic of penetration under the con-

dition of constant surface concentration, and for some reason being com-

pletely insensitive to past history. In such a hypothetical case, if

R denotes the ratio of kg, for the phase born at t = © to the ky, of

that born at t = O (multiplied by a partition coefficient for the solute,

analogous to H), then it is a simple matter to show that

1

1Lo. EL a (t/e) = / iB
Kp Kip ]

A Jn

d (t/e)
R (t/0)t 2 4 (1 - +/0)* 2

(8.1.28)

For the case R = 1, Ki! is shown as a function of t/0 in Figure 8.13.

The value of XK; [Kio (= § ) in this case by graphical integration is 0.75,

by no means so good an agreement with two film additivity as given by

the other cases above.

The reason for the close agreement with two film additivity then

~omes through the very fact that the liquid phase is highly sensitive

transfer-wise to its past history. An examination of Figure 8.4 in

somparison with Figure 8.13 shows this. The Kp, ' [Kp curves are very

similar on the lefthand, t = 0, side. As the right side is approached,

that is as t becomes greater, the two curves become dissimilar, the

actual history sensitive curve rising much more sharply and giving a

substantial positive area above Ky, [Kp = 1, which serves to offset

the previous negative area and thus provide the close agreement with

2dditivity. This occurs, as explained before, because of the rapidly
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changing surface conditions as t approaches © which make ky' rise to a

mich greater value than kp*! (for constant surface concentration) would

nave (see Figures 8.5 and 8.6).

Both solutions, for the laminar boundary layer and for the highly

turbulent one, show essentially the same pattern of variation of Xi; [KrF

with respect to R, the ratio of individual, independent phase resistances.

In all cases the maximum seems to occur near R = 1, as it does for the

constant ky case (Figure 8.1). The highly turbulent case may be con-

sidered as an intermediate between the laminar case and the constant Ka

~ase, because the exponent of -1/8 on (1 - t/8), which is intermediate

between the -1/2 of the laminar case and the zero of the constant ks case,

jenotes a less accentuated countercurrent behavior.

These solutions are for the case in which the birth of the surface

in one phase corresponds to the death of the surface in the other phase,

the probable behavior in flow over packing. For an instance in which

this were not the case, such as when the gas surface might be renewed

halfway through a liquid exposure, these solutions would not apply.

Intuitively, however, it may be deduced that the behavior of such a

case additivity-wise would be intermediate between the behavior for

constant kn and the behavior for a correspondence of births and deaths;

&gt;ne would expect, therefore, no great deviation from two film additivity.

Finally, it should be stressed that these solutions for counter-

current cases are not to be taken as completely valid representations



&gt;f the physical situation of mass transfer in gas and liquid counter-

current flow over a contact interval. The assumption was made prior

to solution that the gas phase transfer behavior is completely insensi-

tive to its past history. This is certainly much more true of the gas

phase than of the liquid phase, (see the earlier portion of this section)

and probably represents a good assumption in the case of the highly

turbulent boundary layer where there is less solute hold-up than in the

laminar boundary layer. The limitations of this assumption should,

however, be kept in mind in applying the results of these solutions to

any real physical cases in which the precision desired is greater than

afforded by the assumption. The essential conclusion from these solu-

tions -- that two film additivity holds remarkably well in such counter-

current cases -- would in all probability be unaffected by the question

of the rigid validity of the assumption that gas phase transfer behavior

is insensitive to past history.

The discussion of this section certainly points out, though, that

it is highly desirable at some time to obtain a rigid mathematical

solution of the countercurrent boundary layer-penetration case.

3.1.3 Single Lifetime -- Cnevrrent Cases

Although they should have little application to packed tower be-

havior under countercurrent operation, cases of additivity in cocurrent

flow will be discussed briefly, if for no other reason than to complete

the picture of additivity in different flow schemes.



Potter (125) has solved the problem of mass transfer between laminar

soundary layers in cocurrent flow using the Pohlhausen quartic polynomial

technique (120a). When investigated from an additivity of resistances

standpoint, his results indicate perfect agreement with two film addi-

tivity in all cases of boundary layer coupled with boundary layer, or

the special case of boundary layer coupled with penetration. This is not

surprising upon further consideration: Under the influence of constant

surface concentration, laminar boundary layer theory and its special

sase of penetration theory both predict a transfer coefficient that varies

with the -1/2 power of surface age (or downstream distance from point of

surface origin), no matter what the main stream velocity. Thus both

phases in a cocurrent system, if subjected to constant surface concen-

trations, will give individual phase coefficients that bear a constant

ratio (= R) to one another, i.e., in a gas-liquid system

kg!
kp!

Han awl | Egy
(1) 2 Kym Eo

This constant ratio of coefficients is precisely the requirement necessary,

however, to maintain the interfacial concentration constant since

fHkg'
&gt;

(cy - Cg)
(c. - Cy)

[f the Hkn' ky! ratio is constant, then C4; is constant.

Fhus cocurrent flow of two laminar boundary layers (which need not

rave the same main stream velocity), or cocurrent flow of a laminar gas



phase boundary layer and a liquid undergoing penetration will give perfect

two film additivity of resistances, since kt and k,' are everywhere equal

to the values measured in the absence of resistance from the other phase.

Similarly cocurrent highly turbulent boundary layers (both varying with

;-1/8) would also give perfect agreement with two film additivity.

This would not be true for a case of a highly turbulent gas boundary

layer and liquid penetration in cocurrent flow, for the two processes tend

to give coefficients varying with different powers of t for the case of

constant surface concentration. In light of the previous discussion for

constant ka and countercurrent cases, though, it would be expected that

such a situation would also give close agreement with two film additivity.

[t should be kept in mind too that the concept of perfect additivity

would hold strictly only for the situation in which the births of the

surfaces of the two phases coincide. Were this not the case one would

probably expect to find a value of § (= Kp/Kpp) intermediate between

that predicted by the coinciding births case and that predicted by the

constant kn case.

3.1.4 Distribution of Tifetinmes

From investigations of instances of additivity over single lifetimes

in a liquid penetration system we have come to the conclusion that there

is always fairly close agreement with the additivity of resistances pre-

jicted by the two film theory. The deviation, if any, will probably be



positive (i.e., K;/Krp &gt; 1) and will probably not exceed 10%. This

result, however, applies for the case where there is but one liquid

lifetime, whereas in a packed column or any other apparatus there must

joubtless be a distribution of lifetimes.

If from single lifetime studies we are able to assign a certain

jeviation factor, i » ‘to the additivity of resistances over a given

liquid surface lifetime, O;, then it is possible to express the overall

coefficient effective over the whole distribution of surface lifetimes

in terms of the lifetime distribution function, w (e;) , defined as the

fraction of the total interfacial surface that is engaged in reaching

the lifetime between ©; and ©; + d8;. The units of id (64) are reciprocal

time. In order to assign the same overall coefficient to all points in

the colum it is necessary to assume that the same lifetime distribution,

¥ (0), applies at each and every horizontal level and that the amount

absorbed in any given penetration may be considered infinitesimal. Kj4

applying to any lifetime is given by

i

L
(8.1.29)

in accordance with the penetration theory definition of kr.* for

lifetime ©;. kyi is the gas phase resistance effective in contact

sith the surface that is reaching the lifetime 63. Then, integrating

&gt;ver all the lifetimes,



&gt; i 7 (8) de,

L/Hkny + 1/2 77 041
| Dy,

(8.1.30)

|
1 NE

One simplification that may probably be made justifiably is to take kgy

In contact with all lifetimes as a constant; that is, to say there is no

tendency for a lower or higher k, to be in contact with a surface reaching

3 short lifetime than with a surface reaching a long lifetime. Then

”»~

Si Fey) as (8.1.31)

1/Hky + 1/2 + T 04
Dy

The value of R (defined asHk */k *) for this situation is

i - d 9;

[ Tigre) pee 2 [do [7 Ye)
Ea [os

(8.1.32)

Hk Hkg

R, which is conveniently obtained experimentally from k, a¥ and k.a*

measurements, should be therefore considered as an independent variable.

From the two film theory for additivity:

w= Fo Ll



Therefore

KL = 14R

Kip Hkg
I o1 (ey)

0-tlhlL +

HkJ,

L +R) /
A

9 i ¥ (6) ae;

" Hkq IT 9;1 th | 5
(8.1.33)

\

7

Since S i is in theory known as a function of ©; (actually as a function

of Ry = Hk,/2 ~ D;/ or 8), K [Kip may be considered a function (1) of

the independent function, {¥/ (6;) and (2) of the independent variable R.

(1f (6;) and R are known, then the second term in the denominator

mder the integral in Equation (8.1.33) may be determined from Equation

8.1.32) *

It should also be pointed out that each and every point of the

Interfacial surface has been assigned a lifetime objective through use

of the distribution function w (ey) . Therefore the total interfacial

ares, a, remains a simple multiplicative factor. Thus Ki/Krp in Equation

(8.1.33) may as well be taken as Kia/Kppa and the experimental value of R,

letermined as Hkna¥ [kya* , 1s equivalent to the Hk* [kp * employed to define

the R used in Equation (8.1. 32).

The important fact derivable from Equations (8.1.32) and (8.1.33) is



i

that, if {~ (0;) is not such that ©; = constant (one single lifetime),

Xr/KiF will not be equal to the S value corresponding to the experimentally

neasured R(= Hks*/kr*) for the system.

[ittle additional simplification of the situation can be made without

2 knowledge of ¢/(0;). Ome possibility, however, would be to take all

values of S ; equal to 1, in light of the preceding sections, since the

probable range of S 5 from 1.00 to 1.10 is within the usual accuracy

&gt;f experimental packed tower XK measurements.

It would be difficult as well as tedious to evaluate the entire

iistribution function experimentally for the whole range of flow rates

on various packings from additivity data; hence it is advisable to look

for further simplifications to make which, although not rigidly Justifiable,

nay seem reasonable through our knowledge of flow situations through

packing.

A problem similar to the present one is encountered in the design

&gt;f nuclear reactors, where there is a whole spectrum of neutron energies.

I'ne assumption that only neutrons of two different energies are present

in the reactor (so called two group theory) has proven useful in the

analysis of reactor behavior. Such a concept may also be helpful in

evaluating the effect of the lifetime distribution in a packed tower.

Indeed, such a simplification has some basis. It is likely that the

W(e;) vs. ©; curve will show a marked peak at values on the order of

magnitude of the © value corresponding to the time of exposure of free



[*

sravity fall of the liquid in active flow over a distance equal to the

packing dimension. It is probable, too, that the other significant portion

O&gt;f the (04) curve will correspond to the longer lifetimes associated

with liquid held in relatively stagnant pools between pieces of packing

and the liquid in any other regions that do not participate in "active

flow," for instance some of the inner surfaces of Raschig rings where the

thickness of the falling liquid layers would be less than in the regions

which have more active flow and consequent larger volumetric flow rate

per unit wetted perimeter.

To simplify Equations (8.1.32) and (8.1.33) to this two group case,

re define # (0;) as

2 ‘(9 ) at ©: = 9

“ate, = 0,

at @; # ©, or 6,

Here f is the fraction of the interfacial surface in transit toward a

lifetime @,, and 1 - £ is the fraction of the surface in transit toward

3 lifetime 0».

Taking all S. equal to 1.00, Equations (8.1.32) and (8.1.33) now

pecone, respectively

2 Hkq* a
ky aX* ©

-_— Wy

2 Dr/ar £f + 1l-fFwr (2)
(8.1.34)



and

ae
ta ~ 1 + R)

L + HKG mT 61 1 + Hkg IT 82
2 Dp, Zz ~Dp

(8.1.35)

It is convenient now to form another dimensionless group, A , defined

as kp y/o or ~ 6,/6, - The solution for Kpa/Krpa may be expressed

from Equations (8.1.34) and (8.1.35)asasingle equation in terms of

R (measured experimentally as kp* and Hkq*), A , and f (both parameters

that may be used to fit experimental additivity data).

Ka = (L +R)
Kipa

—
-&gt;

1+ (F+12)R,  Ll+( A f+1-12)R

(8.1.36)

The nature of the deviations from two film additivity predicted by

this two lifetime distribution theory (with the assumption &amp; i = $ 5 1)

nay be seen in Table 8.4, which presents values of Kra/Kipa calculated

for various values of R, A , and ff. As a convention 1 is always

taken greater than 1: hence f is the fraction of more active surface.



TABLE 8.L

Deviations From Two Film Additivity Predicted By Two Lifetime Theory

Ky/KrpR
L.0
L.0
L.O
L.O
L.O
L.0
1.0
L.0
L.O
L.O
1.0
2.0
0.5
0.1

10.0
10.0
0.1

0.5
0.5
0.5
0.5
0.5
D4
2.6
2.7
0.8
2.8
290
Q.7
0.7
0.7
0.7
0.7
3.7

-

—
~

0.97
0.88
0.80
0.73
0.67
0.76
0.84
0.88
0.92
0.89
0.92
0.92
0.87
0.91
0.97
0.96
0.72

10

25
a)

10
10
10
30

-

J

 AL
10

oo

~0

Several interesting points are apparent from Table 8.4. In general,

it is quite possible and indeed highly probable that the deviation from

two film additivity emanating from there being a distribution of lifetimes

of the liquid surface in a packed tower is much greater than the small

deviation from two film additivity within a single lifetime. The maximum

jeviation (considered as a function of R) does not occur at R = 1, but

is distorted somewhat in the direction of R &lt; 1 (gas phase controlled),

this distortion being more marked the greater A 1s (the more dead the

older surface is in comparison with the newer). Another important fact

is that the deviation from two film additivity occasioned by a lifetime

listribution of liquid surfaces is always negative, i.e., Kp/Kip &lt; 1.

This is in contrast to the additivity deviations within a single lifetime,

vhich apparently are always positive.



Ff

If A is of a sufficient size to have a large significance, say

for 2 &gt; 10, and f is greater than 0.5, then to an approximation the

second terms in the brackets in either denominator of Equation (8.1.36)

may be neglected, and

Kya
L = (1 + R)

Krpa
_£
 lL + Rf 1 -f | (8.1.36a)T+RAT

A special case of this two lifetime analysis may be considered for

~omparison with a recently arisen concept in the literature. If A is

taken as infinite, that is, if the 1 - f fraction of the surface is taken

as infinitely old in comparison with the f fraction, then Equation

(8.1.36) reduces to

Ky 2 - £ + fR

Kood 1 + £fR
(8.1.37)

This expression is entirely equivalent to the concept of Shulman, et al,

(136) that the interfacial area in a packed column may be divided into

two portions: Active and inactive liquid surface. Since a kra resistance

cannot affect a vaporization process, the entire interfacial ares is

effective for vaporization, whereas only the active fraction may be

affective for an absorption or desorption process where there may be

a kya resistance (and kya will be zero for the inactive surface). Thus

Lf an effective area, a,, is defined as fa in the present terminology

then two film additivity applies for the ae portion of the surface in

an absorption process. Shulman's approach deals with dividing the



surface area, whereas the present approach deals with averaging Ky; values

syver the total area.

Shulman went so far as to express the total area to effective area

ratio (a/az), which is equal to 1/f in the present terminology, as a

linear function of the ratio of total hold-up (hi) to the operating

nold-up (h.), obtaining

2/ a, we | on 0.25 (hy/hy), (8.1.38)

vased on his hold-up data, the ammonia absorption data of Fellinger (38),

and the vaporization data of Surosky and Dodge (146) and of Sherwood

snd Holloway (130).

For physical absorption processes the assumption of a completely dead

portion of surface and the assignment of a significant transfer coefficient

to the less active surface by the two lifetime theory suggest a slightly

lifferent mode of variation of K;a/Kypa with R, as shown in Table 8.5.

TABIE 8.5

Values Of Kra From Two lifetime Theory For 1 = 5, 10,

Krpa
ind oo.(%constantata

__¢ 1.0 10.0

A= 5 1.00 0.96 0.92 0.92 0.93 0.98
A =10 1.00 0.91 0.87 0.88 0.92 0.97
1 =oc0 0.70 0.72 0.78 0.82 0.88 0.96

oD

1.00
1.00
1.00

Here 1t may be readily seen that the major effect of the A = oo

assumption on the variation of Kra/Krpa with respect to R is to predict



&gt;

a negative deviation continually increasing in magnitude with decreasing

R to a limit of Kra/Krpa = f, whereas the assigament of a finite lifetime

to the less active surface gives a negative deviation reaching a maximum

In magnitude of deviation at some R less than one, and approaching

Kra/Kppa = 1 as R spproaches zero. Obviously as R becomes very small it

is necessary in a real case to assign a finite lifetime to the 1 - f

surface, so that the total a will be available for a vaporization process

(R = 0), just as it was necessary for Shulman to distinguish in his

analysis between vaporization and absorption processes.

There is also a difference in so far as the prediction for chemical

reaction systems between the A = oo &amp;nd A = finite cases as will be

shown in Section 8.2.2. Shulman (136) has mentioned the necessity of

allowing for the area inactive in physical absorption to become signi-

ficant in activity in such a case, but has not approached the problem

more than qualitatively.

3.2 Re-examination of Ti+evature Studies of Additivity

3.2.1 Stirred Flask

The work of Goodgame and Sherwood (L6) studying the additivity of

resistances during absorption in a stirred flask is the most recent and

the most reliable from the standpoint of controlled conditions. Goodgame

measured Ky and Ky, for the vaporization of water into air and the absorp-

tion of carbon dioxide, ammonia, and acetone from air into water, all

in dilute systems that should give the hydrodynamics of the air-water



system unaffected by the presence of the solute, and all at 25.0°C and

at a constant stirrer speed of 120 rpm. Water vaporization and carbon

Jioxide absorption represented, respectively, cases of gas phase re-

sistance completely controlling and liquid phase resistance completely

controlling. The acetone and ammonia results then, under the assumption

that both ki and ky vary as the diffusivity in that phase to the 0.5

power, indicated deviations from two film additivity of -2.5% and +2.4%

respectively. The conclusion was that two film additivity held well.

Recourse to Goodgame's thesis (45) indicates that the solubility

jata were those of Sherwood (127) for ammonia and those of Othmer,

Kollman, and White (103) for acetone, both the most reliable data

available. Solutions were sufficiently dilute so that a Henry's Law

ronstant held over the entire range of concentrations.

Diffusivities, however, were taken from Perry (109) for ammonia

In air and water, carbon dioxide in water, and water in air, and were

salculated by the Gilliland (133b) and Wilke (163, 16k) correlations

for acetone in air and water respectively. It is possible now to use

experimental diffusivities for acetone, and somewhat more reliable

values of ammonia diffusivities taken from the literature. Table 8.6

presents the "better" diffusivities selected, and their sources.

Diffusivities are given for solutes that are considered at this point

and also for those considered later in this chapter.



TABIE 8.6

Diffusivities of Various Solutes

D,, in air(25°C)
cm. / sec ®Solute

20,

1-0 ).256

NH

NH3
Acetone

J.230

Acetone y 15

Do
HCl ) 151

C1

50, 5.139

50,
Ethanol J.1l21

Ethanol

Methanol v

JF L

Methanol

Napthalene 0.0611

in water (25°C)re
5.00 x 10°

2.23 x 10°?

Hn 23 z 1079

5.41 x 10°2

3.2 x 10°

L.7C w TF

Ley X 10™

1.68 2 10™2

Source

Present Work

Gilliland (42)

Sherwood and Pigford (133);
I.Cc.T. (66)

Wintergerst (165)

Lewis (82)

Deryagin,et al (31) &amp;
Goryunova, et al (49)

Present Work

Gilliland Corr. (133b)

Stokes (1Lh4)

Reid &amp; Sherwood (116b)

Peaceman (107d)

I.Cc.T. (66)

I.C.T. (66)

Deryagin, et al (31)

I.c.T. (66)

Reid &amp; Sherwood (116b)

¥ Average Value over Concentration Range
6% Applies for both hydrolyzed and unhydrolyvzed forms

Ine exponent of 0.5 on Dp, is probably the most reliable in light

of the Danckwerts surface renewal theory, but the best exponent to use



on D;, is open to question. For a low enough air circulation rate laminar

boundary layer theory should apply and ka should be proportional to p 2/ 3

(120a). On the other hand in a more turbulent system an exponent closer

ko 0.50 should apply (29 » 133¢c). The stirring rate used by Goodgame and

Sherwood was 120 rpm. with one of the two straight paddle stirrers in the

alr being 1/2 inch above the interface. In view of the lack of exact

knowledge of the degree of turbulence in the air phase, it is of interest

to calculate predicted Ky'susingboth a D0? effect and a p,2/ 3 effect.

The recalculated results of Goodgame and Sherwood are prcisented in

Table 8.7.

TABIE 8.7

Recalculated Results nf Goodgame and Sherwood (L46)

Experimental Results

Water Veporization:

Carbon Dioxide:

Ammonia:

Acetone:

Based on kg ~n p,Y/ 2

Ammonia,

Acetone

ky = 0.203 g.mol/hr.cm.Zatm.

kr, = 3.62 cm. /hr.

Kr, = 1.69 cm. /hr.

Kr, = 1.93 cm. /hr.

B_

0.82

Keg % Dev., XK; fromKip
1.75 3.5%

1.87 1.92 +0.5%
2Based on kn ~ D, /3

Ammonia

Acetone

0.80 1.73

1.6L 1.83

-2.3%

+5.0%



Both phases were stirred with stirring blades attached to the same

shaft; hence the process may be taken as one of cocurrent flow of both

phases, for which no significant deviation from additivity in a single

lifetime is to be expected (Section 8.1.3). If k, 1s considered constant

everywhere, then the major perceptible deviational effect should be a

negative one due to any maldistribution of liquid surface lifetimes.

Evidently from the results above there is no significant maldistribution

of lifetimes and to the extent the diffusivity values may be trusted the

axponent of 1/2 on D, is preferable in this instance. The overall con-

clusion to be made from the data remains, in the light of newer dif-

fusivities for acetone, that there was no significant deviation from

-wo film additivity in their stirred flask.

Joodgame and Sherwood also made two runs for absorption of ammonia

in 2 to 4 M sulfuric acid, finding an asymptotic K; reached at high

sulfuric acid concentrations of 0.186 g-moles/hr. em. Zatm. as opposed

to a value of 0.195 predicted from the water vaporization data, cor-

rected to the 1/2 power of D,. The "better" value of ammonia - air

iiffusivity gives a predicted value of 0.192, which is in better agree-

nent and certainly within experimental error.

The only other stirred flask additivity study in which experimental

conditions were under reasonable control was that of Whitman and Davis

(159). Obtaining ky values from oxygen absorption and kg values from

ammonia absorption from air into 2.3 M hydrochloric acid, they checked



two film additivity for the absorption of ammonia, hydrogen chloride,

and sulfur dioxide from air into water. The work was carried out in a

stirred flask with cocurrent flow of air and water, a constant stirrer

speed of 60 rpm, and reported temperatures varying from 20 to 30°C. In

all cases (except oxygen) the solute concentration in the gas phase was

5% or less on a mole basis. The original interpretation of their results

vas hampered somewhat by the lack of reliable solubility data. They also

assumed that solute diffusivities within a phase could be taken equal for

311 solutes in order to compute their results.

Table 8.6 gives the most reliable diffusivities available for their

solutes. The liquid phase coefficient should again vary with 0"?

In view of the lower stirrer speed used than by Goodgame and Sherwood

(46), the exponent on D,, for kn correction may well be 0.5, 2/3, or

something in between.

For three solutes (HCI, NH3, and S02) pseudo-Henry's Law coefficients

must be used, since the solute concentrations were above the strict

Henry's Law range. It should be recalled from Section 1 of this chapter

that for use in Kj evaluation H should be taken as pg - pi/Ce - Ci,

whereas for Kg evaluation H should be taken as pi - pe/Ci - Cr. A value

&gt;f H = 16.5 atm. cc./g-mol. was taken for ammonia, and a value of H = L480

atm. cc./g-mol. was taken for sulfur dioxide (total of molecular S80- and

aydrolyzed forms), both from the data presented by Sherwood (127). For

nydrogen chloride it is not possible to pin down a pseudo Henry's Law

zonstant; however, it is possible from the data presented by Zeisberg (170)

to show that the solubility at their concentrations is great enough to



2liminate liquid phase resistance entirely.

In recalculating the data it was necescary to allow for the effect

&gt;f temperature on kj. This was taken to be 1.6%/°C in accordance with

vheory for a penetration model (155). kg was assumed to be insensitive to

temperature (139).

The recalculated data of Whitman and Davis are presented in Table 8.8.

Talculations based on Ko were made so that the more or less constant

pg - Pg driving force could be used.

TABLE 8.8
159

Recalculated Results of Whitman and Davis (332)

Experimental Results

Ammonia - 2.3 M. HCl

Oxygen

Ammonia

Hydrogen Chloride

Sulfur Dioxide

Based on kg ~~ p, 1/2

Ammonia
dydrogen Chloride
Sulfur Dioxide

2Based on kp ~~ Dy/3
 AT

Armonia
Hydrogen Chloride
Sulfur Dioxide

k, = 0.141 g.mol/hr.cm. atm.

ky = 3.3 cm. /hr.

Kg = 0.088

Kg = 0.1092

Kg = 0.0073

»
-" Kar % Dev., from Kgp

Ree

0.75 0.081
Small 0.11k4
19.6 0.0053

0.75 0.081 +8%
Small 0.106 +3%
18.0 0.0053 +32%

T - °C

8

20

20

°Q

20



For the cases of ammonia and hydrogen chloride agreement with

additivity is as good as can be expected under the experimental con-

Jitions. For sulfur dioxide something seems awry. The difficulty

cannot be attributed to the hydrolysis reaction for its effect would

necessarily be to lower the Kj calculated on the basis of a "total"

sulfur dloxide driving force, as is shown by Peaceman (107) and by

Sherwood and Pigford (133h). Thus the sulfur dioxide results of

Whitman and Davis remain a mystery. They cannot be taken as an indi-

~ation of a deviation from two film additivity in a stirred flask in

light of their other results and the results of Goodgame and Sherwood.

3.2.2 Packed Towers

Before further investigating the nature of additivity in packed

towers it is desirable to determine the correct exponent to place on

the gas phase diffusivity in an expression for kpa. This will enable

3 comparison of data for different solute gases in the water-air hydro-

Iynamic system.

There have been widely varying claims as to what the correct ex-

ponent should be, ranging from the 0.15 of Surosky and Dodge (146) and

the 0.17 of Mehta and Parekh (130) to the 2/3 of Houston and Walker

(62). The former two values were obtained from studies of the vapori-

zation of various liquids into air in flow over packing, and involved

the assumption of an interfacial area unaffected by the nature of the

liquid. Shulman, et al, (138) have shown qualitatively from their



studies of hold-ups in nonaqueous systems that the probable trend in

vetted area from liquid to liquid could well necessitate a much higher

axponent on D,, in both cases.

Perhaps the best approach to a determination of the exponent is

that of Shulman and DeGouff (135) and later Shulman, Ullrich, Proulx,

and Zimmerman (137), who studied the sublimation of napthalene Raschig

rings and Berl saddles into air and compared their data with the results

&gt;f Taecker and Hougen (147) who evaporated water from completely wet

porous Raschig rings and Berl saddles. In both studies the packings

were made to conform to commercial specifications. There is a large

factor (4.2) between the diffusivities of napthalene and water, and

Shulman found that for the two sets of data there was an apparent

zorrelation of jp = XG MPM (+5) 2/3 sgalnst alr £10W vate.
G eDy

The date from the two studies are shown in Figure 8.14 for two sizes

&gt;f rings; the term D,G/ » (1 -€) comes from a correlation for flow

through solids used by Shulman, but need not bother us so long as

lata for the same packing geometries are compared with one another.

The jp correlation (ksa varies as n,%/ 3 certainly holds well at

lower gas flow rates; however examination of Figure 8.14 and Figure UL

of the later Shulman article (146) shows that, as higher flow rates

are encountered, the exponent may well drop off toward 0.50, a result

in accord with the concept of transition from a laminar to a turbulent

boundary layer in the gas phase, as previously mentioned (Section 8.2.1).
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3

For practically all the data comparisons made in this Section D,G/

Mm -&amp; ) is less than 5000, so the 2/3 power of diffusivity is

indicated as the best choice.

There is truly a wealth of packed tower studies in the literature

in which the aim was either to measure the ka individual gas phase

coefficient or to examine a case in which gas phase resistance was

prominent. Table 8.9 provides an extensive summary of the data that

are available for the water-air system and the more common commercial

packings. Many of the data disagree internally (that is, for the same

packing and the same solute) by 20% or more. This has often been

because of questions of calculational technique. Also since kg; alone

should be insensitive to temperature and has indeed been shown to be

(139), there has often been a lack of close temperature control with

a resultant possible effect on the interfacial area and an uncertainty

of the temperature to use for liquid phase corrections. Since gas phase

H.T.U. values are usually lower than liquid phase ones, extremely low

packed heights have often been used, especially for vaporization data,

with resultant uncertainties in height and large end transfer effects

to be corrected for. Despite all this there remains a distinct general

tendency for vaporization kna values to be higher than those computed

boy two film additivity for absorption processes, and it appears that

a liquid surface lifetime distribution effect as discussed in

Section 8.1.4 may well be capable of explaining the discrepancies.



Also, once it is realized that carbon rings may well be different from

seramic Raschig rings in behavior, as evidenced by the radically different

static hold-ups resulting from

TABLE 8.9

Summa of Literature Studies of the Gas Phase Resistance for Common
Packings, and Sources of Liquid Phase Coefficients (Air-Weter System)System

Symbols: Lig. = Liquid Phase

Vap. = Vaporization of Water

“hemical symbols refer to absorption of that gas

Source Ceramic Raschig Rings Carbon Rings Berl Saddles

n in 1-1 [on 1/2" in 1 1-1 [on
Sherwood and
Holloway (131)

rd

Liq. Lig. [lg Ij 3. Liq.

Rennolds (61,130) Liq.
Vap.

Shulman and DeGouff
(135)

Mehta &amp; Parekh (61,
130) Vap.

Surosky &amp; Dodge (146)&lt;-

Hensel &amp; Treybal (58)

Lynch &amp; Wilke (86).

Yoshida (167)

Sherwood and
Holloway (130) =~

Lig.

hy uw

FAD.

Vap.

Jap.

A
a

"

McAdams, et al (89) 7Le



re a

=

TABLE 8.9 (Continued)

Jeramic Raschig Rings Carbon Rings Berl Saddles

1/2" i 1" 1-1/2" 1/2" 1" _ A _ 1-1 [an
NH3 ~
Acid

Source

Doherty and
Johnson (61, 130)

Borden and Squires
(61, 130) NH4
Fellinger (38, 133g) NH3 NH3 NH- NH3 - NH?

Acid

NH2
Dwyer &amp; Dodge (35) NH, NHa
Houston and Walker

(62)
Acetone
MeOH
EtOH

NHa
Hutchings, et al
(65)

Zabban and Dodge
(169)

Whitney and
vivian (160, 162)

Acetone Acetone

Acetone
MeOH Acetone

50,

Othmer and
Scheibel (91) Acetone

Molstad,McKinney,
and Abbey (93) NH&lt; NH3
Molstad and
Parsley (9L) E+tCH EtOH

the difference in surface characteristics (136) , then the internal agree-

ment of the literature data becomes almost tolerable.

n order to determine whether the "dead surface" special case of



the two lifetime concept is as effective as is the more general case

in interpreting tower performance, it is desirable to estimate values

&gt;f A (the square of the ratio of surface lifetimes in the two lifetime

concept) by one of the two means suggested in Section 8.1.4: Either

by analysis of a chemical reaction system in which the second lifetime

mist eventually become important, or through an examination of the

variation of K1/KIF for a given packing and given flow conditions as

5 function of R, the solubility-resistance ratio.

In order to estimate the A from a chemical reaction system it

is necessary only to insert the factor for chemical reaction (107)

into Equation 8.1.36; thus

 = +p) z A a.
Kip @ I+R_[f+ 1/ (1 -1)] L+R (xf+1-71)

¢ a 0

(8.2.1)

or for moderately high values of A

K
L = (L+R) £ + 1-f

Kr © T+(R/¢)E I+R JF
rH

(8.2.12)

R, it should be noticed, is still defined from the corresponding physical

absorption system. In order to proceed further it is necessary to have a

knowledge of ¢ for the system in question, either from theory or from a

small scale penetration experiment. In general, except for the case of a

First order (backward and forward) reaction, the value of (p will be de-

pendent upon both the solute interfacial concentration and the bulk liquid



concentration of the chemical reactant. Thus ¢P will in all probability

vary markedly from top to bottom of a packed tower for a reaction

system other than first order, giving a variation in Xr [Kip (and in Kip

itself) from point to point. This necessitates en integration of Kr

over the tower and results in most instances in a quite cumbersome ex-

pression (see, for example, Chapter 10) which would be difficult to

sompare to any degree of religbility with present experimental data.

Present published data for chemical reaction systems in large

packed towers are limited to the ammonia-sulfuric acid, chlorine-water

and sulfur dioxide-water systems, and various carbon diexide-alkaline

systems. In all of these cases the (Pp factor is dependent upon con-

centrations, thus introducing the problems of unintegrating the lnte-

grated data taken in the towers. In one case, the Doherty and Johnson

lata for ammonia and sulfuric acid (130), the data appear to cover the

extremes of no influence of reaction and gas phase completely controlling;

however there also appears to be insufficient knowledge of the reaction

system itself to warrant an attempt to obtaln an indicated value of A

from the data.

It should be stressed that the one instance, theoretically, in

which the @ factor should not vary with concentrations and consequently

ith tower height is for a first order (backward and forward) reaction.

A pseudo-first order irreversible reaction could probably also be

included, since the bulk reactant concentration would probably not



change throughout the tower. In this case @p is, however, a function of

5, the contact lifetime(s), and thus an explicit, absolute knowledge of,

say, ©, would be necessary for an estimation of A (i.e., the inter-

facial area would have to be separated).

Returning to the problem of evaluating the relative merits of the

jead surface approach and the more general two lifetime approach, the

remaining course is to examine the Kr/Kip values as a function of R at

given flow conditions on a given packing. For two packings, 1 inch

ceramic rings and 1 inch carbon rings, there are data avallable for

several solutes. Unfortunately, however, for the ceramic rings no two

solutes have been studied in the same column by the same investigators.

For carbon rings, though, Houston and Walker (62) have studied four

solutes, and there is also vaporization data available. The Houston

and Walker data should also be highly reliable, since they used dilute

solute concentrations, maintained temperatures closely, and presumably

asliminated end effects.

Figure 8.15 shows a comparison of data taken on 1 inch carbon rings

oy different investigators. The ammonia-water data of Houston and

Walker are compared with the ammonia-water data of Borden and Squires

(130) and Dwyer and Dodge (35). The Dwyer and Dodge data agree well

vith the Houston and Walker data, but the data of Borden and Squires

are some 15 - 20% higher. Similarly, the data of Doherty and Johnson

(130) for ammonia absorption in 3.5 N HoSOj, (a system in which they
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show the liquid phase resistance has been eliminated completely) are

15-20% higher than the water vaporization data of Surosky and Dodge (146),

shen corrected by p,2/ 3*. Since Borden and Squires and Doherty and

Johnson used the same column and packing, it may then be concluded that

the results of Surosky and Dodge are comparable in so far as packing

sehavior to the results of Houston and Walker.

[t is interesting to notice that the Surosky and Dodge and Doherty

and Johnson data are two instances in which the liquid flow has little

=ffect on the kga. This is confirmed by McAdams, et al (89), the only

&gt;thers to study pure gas phase resistance on 1 inch carbon rings, who

0.0
found kna to vary as L 7, This is also in agreement with the small

affect of IL found on total hold-up for carbon rings (136).

The Surosky and Dodge data do not extend to as high flow rates as

“he Houston and Walker data; however it is possible to predict behavior

at flow rates above loading by analogy to other vaporization data for

other packings, notably those of Lynch and Wilke (86) for 1 inch ceramic

rings. Loading occurs at about the same flow rates on both packings

and k.a varies with the same power of G in both instances (he—aoremte

#*It is probable that the interfacial area is not significantly different
for water and 3.5 N. HpSO)p. The viscosity of 3.5 N HoS0y is about
1.4 times that of water, (66), and the density is also some 10%
greater (109). Shulman, et al (138), indicate that the total hold-up
will then be changed by less than 5% between the two cases.



(the ceramic ring data being lower). That the size of this correction

is small may be seen from Figure 8.16. The original Surosky and Dodge

data extend up to G = 600, and the Lynch and Wilke data are shown in

Figure 8.18.

The Houston and Walker data, corrected by 22&gt; to the water-air

pasis using the values in Table 8.6, are plotted in Figure 8.16 as

kqap vs. G, with L as a parameter. kgop, &amp; new term, is defined as

the kga value calculated from the observed Kga in a gas phase influenced

system by two film additivity using an observed kye¥ value for the

particular packing and flow conditions. In recalculating the data

the solubilities cited by Houston and Walker were used for all four

solutes, the values agreeing well with other literature data and ones

employed previously in this chapter. Thus for MeOH, H = 0.082; for

EtOH, H = 0.0935; for ammonia, H = 0.314; and for acetone H = 0.730,

3ll in atm.cu.ft./lb.mole at 80°F. If the dead surface simplification

of lifetime distribution theory is sufficient then Kaan for all solutes

should be the same at the same flow conditions, end equal to fkse¥,

where kga* is the observed vaporization (pure gas phase) coefficient

at those particular flow conditions. If, on the other hand, the two

lifetimes approach with a finite A is more appropriate, then, by

Table 8.5, there should be an ordering of points for different solutes,

the solutes with lower values of R (more soluble) tending to give

nigher values of ksap since Kpa/Kpap would be higher. As shown also

in Table 8.5 this effect should be more noticeable at lower values
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&gt;f R, that is at high liquid flow rates and low gas flow rates. In the

Houston and Walker data there is, at given flow conditions, an eight-fold

range of R values. Between extreme flow conditions R values are en-

sountered from 0.02 to 1.5.

Prom Figure 8.16 it is apparent that at low liquid rates and high

zas rates there is close agreement between the Knom values for different

solutes when plotted this way, and yet the comparable ksa values for

vaporization (substantiated by the NH3-acid data shown in Figure 8.15)

are at low liquid flow rates a factor of two higher for 1 inch carbon

rings. Only at the higher liquid flow rates and lower gas flow rates

is there any uniform and distinct ordering of the kyap values according

to solubility. This effect becomes more apparent if one realizes, as

Houston and Walker did, that the overall Kqa's for acetone rise by a

greater factor between L = 2000 and L = 3000 than between L = 1000

and L = 2000. This seems to indicate a sudden increase in the slope

of kra* vs. L at these flow conditions, similar to the behavior noted

at higher flow rates for ceramic rings by Sherwood and Holloway (131).

This was not apparent in the data of Shulman and DeGouff (135) for

carbon rings, and it was their data (in agreement with Holloway's for

ceramic rings at their flow rates) that was used here for kr*a

corrections. It should, however, be kept in mind that the kjap results

shown for acetone (where liquid phase resistance is half or more of the

total) at L = 3000 still may possibly be high for this reason.



At I = 2000 and G = 185, where the ordering is distinct, a calcu-

lation shows that the use of J) = 50 would bring the points back into

lose agreement. This | = 50 corresponds for a 67 of 0.04 sec.

(a reasonable, low value) to a 6, of 2500 times as long, or 100 seconds.

lo this we may compare a statement of Shulman, et al (136), who ob-

served the displacement of a dye solution by water in flow over 1-1/2

Inch ceramic rings in a glass column.

"T+ was found that a considerable portion of the water was not

jispleced immediately; i.e., there was no sharp line of demarcation

vetween water and dye solution as dye was added or when dye was cut off.

Instead there were pockets of what might be described as semi-stagnant

liquid and splashing, and the random motion of liquid over the packing

surface deposited or removed dye from these areas by means of a slow

and random dilution process. Thus when dye was injected for 20 sec.

some of the pockets picked up dye, which was not completely washed

ut by the following clear water until as much as 5 min. had passed.”

Apparently, then, the A value to be used in the two lifetime

analysis is sufficiently great so that the dead surface simplification

is indeed reliable for design purposes at R above O.l (corresponding

to the ammonia case at L/G = 10). Thus the dead surface approximation

should be reliable for usual design, since a common rule of thumb is

to make HG,/L. (flow rates on a mole basis) approximately equal to

one, corresponding to the case of parallel equilibrium and operating



lines. To the extent that a more soluble gas at a high L/G is used,

then the use of the value of ksap predicted from ammonia ebsorption and

two film additivity will tend to be in error and comservative. This

would also apply to a chemical reaction analysis if the finite lifetime

of the "dead" portion of the surface is considered infinite.

The values of f, the fraction active surface, for 1 inch carbon

rings taken from Figure 8.16 are presented in Figure 8.17. (The f at

I, = 3000 may in actuality be less than one). It should be noted that

ff is relatively insensitive to G at gas flow rates below loading. The

total interfacial area, a, is also probably relatively independent of

G In this range, as is indicated by the hold-up curves of Shulman, et

al (136), and by the "effective" interfacial areas found by Shulman,

&gt;t al (137), who separated ag from kpap values calculated from Fellinger's

ammonia data (38) by means of a correlation obtained for ky through

napthalene packing sublimation studies. Shulman's a, would be defined

in the present terminology as fa. It is necessary that f and a be

insensitive to gas flow rate below loading, or at least that they bear

such a relation to one another that a, (= fa) will be insensitive to

gas flow rate, so that the observed lack of dependence of kya* on gas

Flow rate below loading (131) may be fulfilled. k;a*, in light of the

Jead surface concept, is equal to the product of the ky for the active

surface and the effective area, a, = fa. Since ky is logically inde-

pendent of G below loading, any effect of gas flow rate would have to
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show up in the fa term. This insensitivity of the fa product presents

an independent check on the agreement of the Houston and Walker data

vith the dead surface concept.

The results of this analysis of the Houston and Walker data serve

to clear up a question that has heretofore existed. From Figure 8.16

(and from the results of Goodgame and Sherwood (46) covered in Section

3.2.1) it is apparent that the ammonia system is not unusual. It has

been suggested (see for instance page 286 of Reference 133, page 637 of

Reference 109, and the discussion following Reference 162) that ammonia

kna's may be lower than those predicted from two film additivity using

vaporization data because of a slow hydrolysis in water similar to the

hehavior found for chlorine and sulfur dioxide (156, 162). The co-

efficients for ammonia in the analysis of Goodgame's and Houston's

ata are based on the "total" solubility of ammonia and the consequent

"total" driving force. Because of the close agreement of these co-

sfficients with data for other, physically absorbed solutes one must

conclude that the ammonia hydrolysis may be considered infinitely

fast and that the often large discrepancy between ammonia absorption

and vaporization lies instead in the sizeable dead portion of liquid

surface.

The various literature data for 1 inch ceramic Raschig rings

are summarized in Figure 8.18, corrected by p 2 3 to the water-air

basis. The data of Othmer and Scheibel (104) and Hutchings, et al (65), are

mitted because they cover only small flow rate ranges and agree sub-
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stantially with the situatlon as presented. The lack of internal agree-

nent emanating from the fact that no investigator studied more than

ne solute in his tower make any quantitative comparison with the dead

surface theory difficult; however the qualitative agreement is very

much there: Both sets of vaporization data give ksa values lying above

the absorption knap values for the various solutes.

The other packing for which data on several solutes are available

Ls 1 inch Berl saddles. In this case the data for the various solutes

show essentially the same agreement as do the 1 inch ceramic Raschig

ring data; however there is no pure gas phase resistance data available.

The ammonia-sulfuric acid data of Fellinger (38) show no region of

sulfuric acid concentration over which the overall Ksa values tend to

level off at a constant value as the Doherty and Johnson data do.

Therefore it is not possible to compare vaporization data with absorption

data for 1 inch Berl saddles.

It is possible, however, to make such a comparison based on more

limited data for other packings. For 1-1/2 inch ceramic rings the kaa

data of Sherwood and Holloway (130) for vaporization are from 1.15 to

2 times the kpap values from Fellinger's data. For 1-1/2 inch Berl

saddles there is close agreement between the vaporization results of

Hensel and Treybal (58) and kpap's from Fellinger's data. For 1/2

inch carbon rings the ka values for vaporization observed by Rennolds

(61, 130) are from 4 to 5 times the kjap values from the ammonia

absorption data of Dwyer and Dodge (35). Finally the vaporization



kga values of Mehta and Parekh (61, 130) for 5/8 inch ceramic rings are

from 2 to 3.5 times kgpap values calculated from the data of Fellinger

and from the data of Zabban and Dodge (169) for acetone and methanol

taken on 1/2 inch ceramic rings. There is, however, very close agree-

ment between knap values calculated from Zabban and Dodge's acetone and

methanol data. All the above comparisons are made at identical air

and water flow rates and are based on corrections to the water-air

2/3D,, by D.. .

Thus the trend for pure gas resistance vaporization data to give

values of ks,a above the ksap values calculated from absorption data

is uniform (with the exception of the Hensel and Treybal data), and

lends additional qualitative confirmation to the dead surface concept.

Shulman (136) has proposed, as has been previously mentioned,

that the ratio of kga for vaporization to kgpa for absorption may be

~orrelated as 0.85 times the ratio of the total hold-up to the

operating hold-up (the operating hold-up being defined as that portion

which drains readily from the packing). (In the present terminology

Kn2 for vaporization divided by ka for absorption is 1/f). He based

this on a comparison of the Surosky and Dodge, Doherty and Johnson,

and. Sherwood and Holloway vaporization and chemical reaction data with

the Fellinger ammonia data. Thus his comparison was not based on data

taken on the same packing.

Figure 8.19 shows a plot of 1/f vs. the ratio of total to operating
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hold-up for each of the six packings for which both vaporization and

absorption data are available. The hold-up data employed are those

&gt;f Shulman (136). Also shown is the line which Shulman found would

correlate the data he examined to +156. It should be stated that this

Is &amp; critical way of presenting such data, since an error in either

the absorption or the vaporization data for a given packing type will

show up as the same sized error in the resultant curve for that packing.

Also it should be noted that the curves for 1/2 inch rings, both of

#hich appear to be relatively high are based on the data of Mehta

and Parekh and of Rennolds, in both of which cases there is no

mention of corrections having been made for end transfer effects at

their low packed heights. Thus these two sets of vaporization data

may well be high. Still the Shulman correlation does not appear to

pe a particularly reliable one on the basis of the availeble literature

lata.

If there is no significant correlation of f with respect to the

hold-up ratio, there is also no confirmable quantitative correlation

of f with respect to gas and liquid flow rates, as shown in Figure

3.17 for 1 inch carbon rings , although f does seem insensitive to gas

rate below loading, and qualitatively increases with liquid flow rate.

The conclusions of this section may now be summarized to give

recommendations for design.



Reanalysis of the data of Houston and Walker (62) indicates that

the concept of an active portion of liquid surface (fa) obeying two

Film additivity and an inactive, dead portion that contributes little

to absorption is valid at R greater than O.l. For more soluble gases

or for operating conditions such that R &lt; 0.1 this concept will tend

to give conservative results when kKn8m data based on ammonia absorption

sre used, since in reality a finite activity, or lifetime, must be

assigned to the dead portion of surface. For chemical reaction systems

the finite lifetime of the inactive surface must also be considered for

a true analysis, but calculations based on the dead surface concept will

always be conservative (often highly so for strongly reactant solutions).

The extensive data of Fellinger (38, 109e, 133g) for ammonia

absorption are representative of other absorption data for R &gt; 0.1

(see Figure 8.18), and, because they were all taken in the same column

by the same investigator and therefore should be uniformly reliable,

should be taken for values of kpap. These values, which have heretofore

been indicated as conservative for design (109e, 133g), are probably

more correct for design than conservative.

For carbon rings kgap values are often different from values

&gt;btained for ceramic rings. Therefore for carbon rings the data of

douston and Walker (62 and Figure 8.16) and of Dwyer and Dodge (35)

should be used for kan values.

In the case of vaporization, the data listed for the various

packings in Table 8.9 should be used, with the realization that the



lata of Mehta and Parekh and of Rennolds may be high because of no

corrections for end effects. The data should also be used for chemical

reaction systems in which the reactant concentration is strong enough

to eliminate all liquid phase resistance (not as indicated by simple

two film additivity). In such cases corrections for interfacial area

changes due to changes in physical properties of the chemical solution

are probably best made at present on the basis of the hold-up data for

nonaqueous solutions of Shulman, et al (133).

The most reliable data indicate that kg; should be taken as pro-

portional to p,2/ 3 (135 , 137, 147) with some tendency toward a lower

exponent at high gas flow rates. Vaporization data indicating an

axponent of 0.15 or 0.17 (130, 146) should be discounted on the basis

&gt;f probable changes in the interfacial area from liquid to liquid (138).
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CHAPTER 9

DIMENSIONLESS CORRELATION

The technique of dimensional analysis is frequently used in engineering

shen it 1s desired to produce a general correlation of the variables

influencing a system from data taken with only a few of the variables

actually being varied independently. As an example, in the analysis

»f mass transfer processes data are frequently correlated in the form

Se ) «(%) a

N, = of (Re)™ (sc)”

(g.1)

(9.2)

where d is a characteristic length of the system and the Nusselt,

Reynolds, and Schmidt numbers are defined as shown in the two above

equations (see Chapter 20 for nomenclature). The three dimensionless

groups represent the total number of independent dimensionless groups

that may be made from the six variables taken into consideration. From

experiments made measuring kj as a function of L and Dj independently

the two exponents m and n and the multiplicative constant C{ are deter-

mined. The resultant correlation should then give the effects of the

variables Bo Ps and d even though they were not studied directly

in the exrr iment.

There are two facets of this sort of analysis that should be kept



So

in mind. First, it has been assumed that each variable may be considered

to enter the correlation raised to a certain power. There may well in

reality be sums of the dimensionless groups entering into the true cor-

relation, and thus a correlation of products of groups raised to constant

powers may not be adequate to describe the general behavior over a wide

range. This drawback is not serious. If, for instance, the six variebles

composing Equation 9.1 are in truth the only ones to affect a given

ness transfer process, then it still must be possible to obtain a unique

rorrelation of Nusselt number vs. Reynolds number, with Schmidt number

as a parameter. This may either be done graphically, or by making the

axponents m and n themselves empirical functions of the Reynolds and

Schmidt numbers.

The second drawback is more serious. If there is some variable

that has not been taken into account in the analysis (whether this

variable was actually varied or not), then the behavior predicted by

the analysis for the other variables that were not directly varied may

be incorrect. Thus, if there is another length variable (a') other

than "d" in Equation 9.1, it is possible to form another dimensionless

group, d'/d. If 4' was not varied ever during the experimentation,

then only the prediction of Equation 9.1 with respect to d will be

erroneous, and the predicted behavior of PH and @ will still be

correct, even though they were not independently varied. If, however,

1' was actually varied inadvertently, then the validity of the A
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and @ predictions is not necessarily valid. Also if the neglected

variable were one such as g (acceleration due to gravity) or JY

(a surface tension), it would require several of the other variables

to make the other dimensionless group( pag for instance) and the

effect on the dimensionless correlation Jaa be consequently more

serious. In the case of pag being the missing dimensionless
MP

croup the predictions with respect to d. © and tewould be in error

aven though g never varied.

These pitfalls of dimensionless analysis can, fortunately, often

he foreseen or avoided through an examination of the basic differential

aquations of a process or through other theoretical knowledge.

Perhaps the best known equation for the prediction of kya in a

packed tower is that of Sherwood and Holloway (131):

= co (3) (Fx)
1 - ol

(2.2.1)

where s is 0.5 and n and X are functions of packing size and shape.

This is a dimensional equation of the form of Equation (9.1), which how-

sver purports to give the effects of } and @ under the assumptions

that only length variables affect the process in addition to those

Included in the equation and that these length variables are maintained

constant as L, Dp, MH , and e vary for a given type of packing.
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Several subsequent investigators have proposed totally dimensionless

equations to correlate the liquid phase transfer behavior for all

packings. Among these are the following:

Ll} Van Krevelen and Hoftijzer (153):

2/3 ’1/3 -y 15 L
ky, ( 12 of g) = 0.0 (= --) | 55

vhere afay = . - .-c.bo(L/ p) (dimensional) (9.4)

&gt;) Shulman, et al (137):

cD Dy, L 0.45 0.5
S52 TB ( P ) 5) (9.5)

and a, determined from the data of Fellinger (38) (corrected by two film

additivity) and a correlation

for

jr * (ke “au | As 2/3 = 1.195 6 | ) [Ley (9-6)
K,

3) Onda, et al (102):

LT, (0) a)? 20.013 (ay IMP (pn) eo) M2 (9.7)



21;

0.4
-0.278 (IL,and a_/a, = L -1.02¢e 78 (Lay, F )

In these correlations effective interfacial area for liquid

phase transfer (area/volume).

total surface area of packing (area/volume)

M = molecular weight of gas stream

Pp = logarithmic mean pressure of nonab-~~hing

gases (atm.)

diameter of sphere of same area as packing

particle (length)

W

&amp; = packed bed voidage

Objections may be raised to all these correlations. It is probable

that the acceleration due to gravity does need to be considered when one

gpproaches the dimensionless problem. It was not considered by Sherwood

and Holloway or by Shulman. It is probable that the effective area

Ltself does need to be brought into an equation for kp as a length, as

will be shown later on in this chapter. Only the van Krevelen - Hoftijzer

equation does this. Finally, any effective area correlations are suspect,

since they have usually, with the exception of Shulman's case, been based

on rather dubious data and concepts.

Ao Short Wetted Wall Column

defore proceeding further with the packed tower analysis it will be



nelpful to examine the liquid phase absorption situation in a short

vetted wall column from the standpoint of dimensional analysis and

inderlying theory. (In this thesis such a column has been shown to

be an effective model of the packed column transferwise because of

the apparent applicability of penetration theory to both).

A solution to the unsteady state diffusion equation coupled with

the hydrodynamic equation for free gravity fall yields (155) (107v)

1/2 1/6 1/3
kph¥* 2_.3 r—__ = 0.725 h 4Dr (Fez) (FE1) rs ) (9.8)

Here h is the distance the "free" liquid film falls in contact with

the solute laden gas phase, and [ is the liquid flow rate per unit

wetted perimeter (4 [" / 1 is the Reynolds number, or ratio of

inertial to viscous forces, in this instance).

For application to short wetted wall columns the use of this equation

would necessitate that the falling film accelerate immediately to its free

fall velocity upon entering the column, that there be no effects at the

teke off slot that make the falling film behave hydrodynamically different

from a free falling film, and that the solute not diffuse far enough

into the falling film to encounter a significant velocity gradient. This

last condition has been shown theoretically (69) to be valid for fall di-

stances less than a foot.



(a,

In studies that have been made in short wetted wall columns (43,

155) it has been found that Equation (9.8) is not obeyed: ki values

are usually lower than predicted by it. This 1s currently thought to

be caused by two effects, a finite acceleration time of liquid at

the top of the column and the propagation of a stagnant liquid surface

pack up from the exit slot. The explanation made of the latter

phenomenon up until now has been one accredited to Denbigh (18,124),

~shich pictures a stagnating film of surfactant molecules (which are

always present in water) rising upward from a region of relatively

stagnant liquid at the exit slot. This surfactant film tends to rise

because it has a lesser surface tension than pure water. Its height

reaches an equilibrium value because of a drag force exerted on it

by the downflowing liquid. This analysis was originally postulated

for falling jets, but can hold equally well for a wetted wall column.

The important fact to be gained from this is that the height of

stagnated surface would then be a function of the difference in surface

tensions of the film and pure water and of the drag force (Reynolds

number) of the water.

Analysis of the acceleration effect at the top of the column is

less clear, since the differential equation for an accelerating falling

liquid film is nonlinear and difficult to solve. Scriven and Pigford

(123) give an analysis of the problem, assuming that the surface

portion of entering liquid accelerates under the influence of gravity



alone (no retardation effect of drag against the inner wall). They find

the effect on the k;* in so far as deviation from the value predicted

by Equation (9.8) to be a function of the k4 ih / Is Reynolds number

alone. This 1s so even though gravity provides the impetus for

acceleration, for the gravity force drops out in the final deviational

aquation.

The effect of acceleration is such as to give a greater deviation

from the theoretical equation as Reynolds Number increases (123),

whereas a stagnating exit effect gives a lesser stagnant film height

and consequently a lesser deviation at higher Reynolds numbers. The

results of Gilliland, Baddour, and Brian (43) show this qualitatively:

At low Reynolds numbers (below 200) kr* for physical absorption varies

with [ to a power greater than 1/3 (stagnation end effect), and at

high Reynolds numbers (above 200) ki¥* varies with to a power less

than 1/3 (acceleration). Although these investigators operated without

the stagnant wave evidencing a stagnation effect, such a process ~~ or

some effect other than acceleration -- must have been present to an

extent at low Reynolds numbers. The data of Vivian and Peaceman (155)

show enough scatter to occlude any such conclusions.

For the purpose of obtaining a valid dimensionless equation for the

actual operation of a short wetted wall column one may write



” 2683) (A) (9.9)

om) fr) Ea) Ce
1/2

The deviating factor, ( A), will for a stagnation end effect be a

Function of Reynolds number and a group involving the difference in

surface tensions between the stagnated surface and the pure liquid.

For an acceleration effect it will be a function of Reynolds number

alone. Thus for the acceleration case no new groups enter, and a

valid dimensionless equation is

kh n 1/2 23, 1/6

 oA) Bm) EE) (9.10)

if the acceleration effect is the only reason for deviation from

free falling film theory. XxX and n could then be obtained from a

study of k * as a function of [7

One could as well say that the column evidenced a certain

‘equivalent free fall height," h', and that this h' was defined by

JE x ump (9.11)

For the case of acceleration alone being responsible for the difference

hetween h' and h. Again, if other factors contributed to the deviation,



then other dimensionless groups would need to be brought into the ex-

pression for h'/h.

This equivalent free fall height concept is even more general in

application, for it may be applied to flow over surfaces other than

vertical planes. As an example, in analyzing penetration into free

laminar flow over a sphere, Davidson and Cullen (23) produce an equation

(neglecting acceleration) analogous to Equation (9.12) in which h' would

be 2.38 times the sphere radius in order to give the same absorption

rate.* Thus even in this more complicated flow arrangement h' is simply

5. function of the sphere radius and the geometric shape, and not of the

gravity group or Reynolds number. One may also consider the case of

flow down a flat inclined plane (no acceleration), where h' for use in

fquation (9.12) would be simply V sinl/ 3 Q, if A were the length of

the plane and © its inclination to the horizontal. (This would be so

since g in Equation (9.8) would become g sin ©). Again h' is a function

of plane length and geometry alone, and not of Reynolds number or

gravity group.

E Davidson and Cullen give the length of a cylinder to give an equal
total absorption rate as 1.68 R; however, the valid comparison for

present purposes is in terms of sbsoTpuion rate per unit area:
hence Ze, uiy, = ( I Re yt 2 (1.68 R) = 2.38 R, since

1.68 x 2 7r B®
the total rate varies as zl/2 and the area varies as z.



b. Packed Tower

It is apparent by analogy to the absorption process in a short

vetted wall column that the correct Reynolds number to consider for the

liquid phase in a packed column is one based on B , the liquid flow

rate per unit wetted perimeter, and not necessarily one based upon the

diameter of a packing particle directly. To the extent that the

wetted perimeter at a given horizontal cross section does not vary

inversely with particle diameter, then a Reynolds number based on

particle diameter will not be indicative of the ratio of inertial

forces to viscous forces in the falling liquid layer. Another way

of saying this is that it is necessary to take another length unit,

the wetted perimeter, into account in a dimensionless analysis in

addition to the particle diameter, provided the one is independent

of the other.

This concept is not new. It has been realized by van Krevelen

and Hoftijzer (153), Yoshida and Koyanagi (168), and others. The

Jifficult part of using the wetted perimeter is to ascertain Just what

Its value is.

From the discussion of Chapter 8 it appears that the best approach

to use toward the packed tower is to speak of two portions of liquid

surface: One active in which all the surface elements are engaged



in reaching the same constant lifetime, and one dead in which all

2lements are reaching an infinite lifetime and are therefore ineffective

for mass transfer. The active portion of the liquid-gas interface

may be denoted as ay, the "effective" area per unit tower volume. In

the terminology of Chapter 8, a, = fa.

The effective portion of the area, as has been suggested by

Shulman (136) and others, would be associated with the liquid in active

flow through the tower, whereas the dead portion would be associated

with stagnant pockets, insides of packing surfaces or portions wet only

d&gt;ccasionally where there is no strong directionalized flow. Such being

the case we could then identify the effective portion of the area with

the perimeter wetted by the active flow. a, is the effective int~rfacial

area per unit tower volume or, removing the tower height dimension,

the effective wetted perimeter for active flow per unit tower cross

section area. Thus I for the active flow is simply Loctive/ 8+ If

we assume that all the liquid entering the column passes through in the

active flow stream, then [ is L/ae and the characteristic Reynolds

number would be 4L/a, I . This should be a good assumption, based on

the ratio of lifetimes of 50 for the two types of interfacial surface

estimated in Chapter 8 and on the extremely long sweep out times re-

quired for stagnant pockets mentioned by Shulman, et al (136), and

quoted in Section 8.2.2.



To proceed further it is obvious that we must have a knowledge of

a, in order to produce a satisfactory dimensionless correlation for

=ither kra* or kp* alone. It was concluded in Chapter 8 that Kza

results from ammonia absorption measurements may be reliably corrected

hy the two film additivity concept (dead surface theory is valid) to

obtain values of ksap which are equal to fkga or to kaa... If, then,

it is possible to use a known correlation to provide a value for kg

alone, then a. may be separated from kapa,.

Based on his study of the sublimation of pre-fabricated naphthalene

packings and on the study of evaporation of water from porous pre-

fabricated packings of Taecker and Hougen (147), Shulman (135, 137)

has presented a correlation of jp, the mass transfer factor, against

a modified Reynolds number, 2 G , which contains the bed
J l -¢€

voidage, € . This correlation has been presented earlier as Equation

(9.6). It is largely empirical, being based on a similar correlation

of mass transfer in beds of irregularly shaped particles obtained by

Chu, Kalil, and Wetteroth (16). Some idea of the fit of this

aorrelation for particular packing sizes may be obtained from Figure

8.14. One note of caution should also be interjected: J factor

plots vs. Reynolds numbers are often deceptive. The presence of G in

the denominator of jp and in the numerator of the Reynolds number

tends to extend the scale of such a plot in the -1 logarithmic slope



direction. Since these plots have negative slopes this does not provide

a critical display of the actual scatter.

[t is not the purpose of this chapter to deal with a correlation

for gas phase coefficients, however, and certainly the use of a kg

correlation obtained for dry packing, which should behave the same

toward gas phase dynamics as does wet packing below loading, is the

best approach toward the problem of unscrambling ka, and ka .*

(The difference in voidage between dry and wet packings is obtained

through hold-up values.)

Shulman et al (137) have taken Fellinger's ammonia data (38, 133g),

the most extensive available and apparently as reliable as any, as

shown in Figure 8.18 and have separated a, in this manner. One note

&gt;f caution, however, should be injected here also: Fellinger made his

runs for 1 inch Berl saddles with the water in his column between 15

and 20°C. For all other packings the temperatures of the water were

between 5 and 12°C. It is known both theoretically and experimentally

(139) that kg is essentially independent of temperature, but it is not

known conclusively to what extent a, is. Thus we shall have to proceed

woh

'y Such techniques as have been used for measuring the fraction of solid
packing surface actually covered with liquid are unreliable, since this
surface area may well be, and probably is, different from the effective
interfacial area between gas and liquid. As shown by Shulmen et al (137),
it is only for large packing sizes that the two approach one another.



using the a, values calculated from Fellinger's data at 5 - 12°C to

compare with kya* data taken at 25°C with the realization that the com-

parison may not be valid if a, is significantly temperature sensitive.

(If, however, ag enters into the dimensionless correlation as a multi-

plicative factor raised to a certain power, and a, varies per cent-wise

with T in a manner independent of packing or magnitude, then it should

be possible to make a correction for the temperature difference).

It is apparent from the plots of these effective areas presented

by Shulman that there is no simple, product of powers correlation for

them. This is to be expected because of the extremely complex nature

of the formation of effective interfacial areas. Similarly there was

10 simple correlation possible for the f values computed for 1 inch

carbon rings in Section 8.2.2.

The most logical next step is that taken by Shulman: To leave

the effective areas as tabulated or graphically presented values and

to proceed to a correlation of ky* alone, separated from a,. Such a

correlation would not be of general utility for systems other than

alr and water on the packings studied by Fellinger, but it may be

possible in time to obtain some sort of reliable correlation for 8g;

when the effects of more variables on a, are known experimentally.

(One possible approech to this may be through hold-up data, as

suggested by Shulman).



The dimensionless equation for ki¥* presented by Shulman et al,

is disturbing for two reasons. First, the type of Reynolds number used

is theoretically unsound, or in other words the wetted perimeter, as

pest expressed by the effective area itself, should have been included.

Also, from a knowledge of the basic equations of falling film hydro-

dynamics as they result in the short wetted wall column theory, the

acceleration due to gravity should have been included, else why does

the liquid film fall?

Because of the applicability of penetration theory to packed tower

liquid phase transfer behavior, it seems that a good starting point

for a dimensionless equation for kp¥* is the theoretical result for

penetration into a free falling film, Equation (9.8), which in this

ra se would be

+1/3 1/2 0 3 1/6

a. 05 (0) tx) (e) (9.12)
where h' is, as for the case of the short wetted wall column, the

"equivalent free fall height.” h' may be assumed to be equal for all

exposures in the column because of the apparent uniformity of lifetimes

sver the active surface (Chapter 8). It will in general be a function

of several variables.
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In view of the suggested penetration mechanism h' may be taken as

the distance of flow between mixings of the surface liquid elements, if

such factors as account for deviation from free fall between mixings

are accounted for. Any stagnation effects of the sort noticed in short

vetted wall columns may well be insignificant in packed towers, if for

no other reason than that most of the ym or _ LL Reynolds numbers

FoF
of operation in packed towers are in the range where the stagnation

effect becomes less important in short wetted wall columns (43)(see

also Figure 9.1). Acceleration effects, however, may be important in

causing the liquid films in packed towers to deviate from free fall

between mixings. This effect, as mentioned previously, has been shown

by Scriven and Pigford (123) to be a function of Reynolds number alone

Lf the retarding effect of drag at the solid wall (which should be small)

is neglected. Turbulent effects within the falling film (not necessarily

near enough to the interface to affect mass transfer) may also cause

leviations from free falling behavior, but they too should be dependent

solely upon Reynolds number. It should be kept in mind, though, that

the effective kinematic viscosity, ! / e , would now, if the turbulence

ls intense enough, be the sum of a molecular kinematic viscosity, ( HM / P 33

and an eddy kinematic viscosity averaged hydrodynamically across the

film, and dependent upon Reynolds number. It is this effective viscosity

that would enter into the dimensionless equation.



The other factors influencing h' should be those which influence

the height a film falls between mixings, or, in another way of speaking,

the occurrence of mixings of the surface elements. Most obvious among

these is the length of a packing particle itself: Its nominal size.

Another variable it may be necessary to consider would deal with the

arrangement of the packing in a dump. If the falling film did not fall

all the way down one piece of packing before running into another one,

or if 1t were fed onto a piece of packing part wal) along it, the whole

of the surface of that piece of packing would not be available for une

interrupted film flow. Also, if the liquid could flow in an orderly fashion

from one piece of packing to the next without incurring a mixing, more

surface than that attributable to one piece of packing might be available

for fall.

Thus we have the packing size and some function of the packing

arrangement. Any remaining factors would be due to the flow itself, i.e.,

the hydrodynamics. In view of the penetration model of the packed

column there are two conceivable ways in which the frequency of mixing

could be affected by the hydrodynamics: If there is not always complete

internal mixing of surface elements at packing discontinuities, then one

vould expect to find a kinetic energy-viscosity effect on mixing

frequency similar to effects in a waterfall; or, if there is internal

mixing of surface elements in the flow along a single piece of packing
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jue to turbulences, then the mixing frequency should be influenced by

the level of turbulence, which is dependent upon Reynolds number alone.

Recourse to the work of Sherwood and Holloway (131) and comparison

71th Equation 9.8, which for water at 25°C reduces to

JE . 3 0 [7 1/3

(9.13)

(all units in grams, cm., and sec.)

shows that even at the lowest liquid flow rate used by Sherwood and

Holloway, L = 500, the effective free fall height is always less than

0.5 times the packing diameter. This indicates that mixing of surface

2lements is probably complete at discontinuities in the packing and

that any effect of hydrodynamics on the effective free fall height is

probably due to renewals in flow over a single packing element, an

effect of Reynolds number alone. If roughness of the packing surface

accounted for any of this, the effects could be attributed solely to

Reynolds number and "arrangement."

As has been shown previously for the cases of flow over a sphere

and down an inclined surface, the only deviational effects of curvature

or inclination of packing surfaces are ones of length or of packing

arrangement.



The net result of this argument is that h' may be taken as a function

of Reynolds number, packing size, and packing arrangement alone. If it

is valid to assume that the turbulences which cause mixing of the surface

elements (which may be large scale eddies) are not pronounced enough to

impart a significant eddy kinematic viscosity, then Equation (9.12) may

ne exnressed as

1/3 1/2 . 1/6

Le - 0.725 (25) (77%) =) - 2 (9.14)
where

3 ~

So . 7 WL dp {throughh' = P ’ packing arrangement) (9.15)

Here 4d, is used as convenient length group in place of the h (height)

for a short wetted wall column (any length could have been used). Thus

we have maintained the 1/6 and 1/2 exponents on the gravity and Schmidt

groups in the final ki* correlation. That the 1/2 power on the Schmidt

group is still valid has been proven in the experimental results of

this thesis. The maintenance of the 1/6 power on the gravity group

amounts to saying that the only effect of gravitational force on the

process is in determining the free fall surface velocity, and this is

5 theoretical consequence of the discussion on the previous pages.

If we assume for the moment that the free fall path for flow at a
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given Reynolds number is determined by packing diameter alone (and that

the effect of arrangement is only second order and may be neglected)

then we may write:

1/2 . 5

on of) (fy) (Fe) (9.16)

Since kp* data are available only as Kpa* or (H.T.U.)p, this should be

written, in order to test it against data, as

ky 8% dy
2 Dp { )8a Ie 2 0 © 8

L Dp ow 3
+5 Hr ) (9.17)

Such data of Sherwood and Holloway (61, 131) as are comparable with

the a. values obtainable from Fellinger's data (38, 137) are plotted in

this manner in Figure 9.1. Since only a,, L, and dy are varied, the data

are plotted as + ap/ (8.7.0.1, vs. Lfag. This is the most critical method

of plotting, since no two variables are present in both coordinates.

Figure 9.2 shows the exact same data plotted in the form given by Shulman's

sorrelation (Equation 9.5), in an equally critical manner: 1/a (H.T.U.)qr,

vs. d,L (Shulman's D, is directly proportional to the first power of 4).

Both curves give the same amount of scatter (the Shulman correlation

ls on a less expanded scale), and, on both curves, there is a tendency

for the points for a given packing size to obey the general correlating

slope, although there is usually a tendency for a slight upward concavity.
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The Shulman correlation, however, does not consider the effect of

&gt;ither wetted perimeter (effective area) or of gravitational force, and

nence the present correlation is to be preferred in so far as the

orediction of variables not actually studied experimentally is concerned.

The correlating line drawn in Figure 9.1 yields a variation of

Ja/(8.7.U.) with L/a, to the -0.4 power. This corresponds to

x . 0.6 1/2 2102 1/6

rea) (x) (B=) (9.13)

The differences between this correlation and that of Shulman in pre-

licting the effects of M andIa are now apparent. The shulman
 % wibed . 0.05 0.5

correlation gives, at constant ag, kI* A. Mm r 3; whereas the
| . -0.4 0.17

present one gives, at constant a, ki* ~ Mo 3 rR y &amp; very

iifferent prediction. Since there is no knowledge of the effect of co

and Ron ag, it is not possible at present to check the effects of those

variables on kr¥.

There appears to be a trend in the present correlation (Figure 9.1)

with packing size, especially for Berl saddles, where~&amp;/(H.T.U.)y,

tends to increase with packing size at constant L/ag. This may be

attributable to the packing arrangement factor which was neglected in

forming the equation.* If such is the case, then, there would be

¥ It may also be due to an effect of low bed heights, as discussed in
Section 5.1.3. Holloway (61) used bed heights ranging from 1 to 2
feet in his Berl saddle studies.



-1/2another dimensionless group, F / y Which would be called the fraction

of a packing diameter available for free fall. It would be a function

of packing type alone, as is dp. Rather than including this group,

however, the equation might better be written in a dimensional form:

0.6 1/2 1/6

kp* _ LL ) [A 2 (9.19)

where OX has units of p— 2 and is unique for each packing type.

The effects of Va ay and g are unchanged, since F does not involve

them.

This is equivalent to bringing in as many dimensionless groups as

there are variables whose effects are known experimentally, thus forcing

a correlation. It is, however, indicated theoretically as the best course

to follow.

The best values of oo for use in Equation 9.1 may be obtained from

Figure 9.1, but first it is necessary to examine the effect of temperature

on &amp;., to ascertain whether a correction should be made for the use of

the Fellinger data at lower temperatures.

At room temperature viscosity varies as e~C-023T (°c or °k) (107) ;

while the use of the Stokes-Einstein relationship indicates that Dy

varies as o+0-026T P is insignificantly temperature sensitive.



Shulman's equation, then, predicts, if kp* eT

7.05 (-.023) + 0.5 (.026)

Y O12

0.020T
Adopting the varlation of k a* with e found in Section 5.2.2,

a, then would vary with 0 .00ET

In Equation (9.19), however.  8a A e¥T, then

7.020 = 0.4 (y) + 0.5 (.026) - 0.43 (-.023)

 LY. CA

Thus the present equation, in combination with the known effect of T on

kra*, predicts 8 ~v e~0-008T (decreasing with increasing T) and kp*

+ £0-028T -- strongly temperature sensitive. This decrease in ae with

increasing temperature is qualitatively confirmed by the results of

Dwyer and Dodge (35), Molstad, et al (92), and others who have found

kgap to decrease with increasing temperature. The variation found by

Dwyer and Dodge is in almost exact agreement with the variation for a,

predicted by Equation (9.19). To this may be added the fact that

Shulmen and Margolis (139) found kg for sublimation from naphthalene

packings to be totally independent of temperature. This is also indicated

theoretically.



sat 25°C should thus be 15% less than a, at 8°C, and 7% less than ag

at 17°C. This indicates that for 1 inch Berl saddles in Figure 9.1 the

L/ae coordinates of the points should have been T% higher, while for all

&gt;ther packings the L/a, coordinates should have been 15% higher. Values

of | for the various packings for use in Equation (9.19), shown in

Table 9.1, were computed using this correction. There is a small effect

of packing nature for Berl saddles, and a larger effzct for Raschig rings.

TABLE 9.1

Values of © for Use in Eguation (9.19)

Packing

1/2 inch ceramic Raschig rings
1 inch ceramic Raschig rings
1-1/2 inch ceramic Raschig rings
2 inch ceramic Raschig rings
1/2 inch ceramic Berl saddles
1 inch ceramic Berl saddles
1-1/2 inch ceramic Berl saddles

A (££71/2)
0.91
0.65
0.62
0.51
0.78
0.71
0.68

The limitations of this equation should be stressed. It was derived

solely by physical reasoning and analogy to penetration into a free falling

film. To the extent that any of the assumptions made in the analysis are

erroneous, then the predicted effects of those variables ( Int P g)

that have not been studied experimentally will be in error. It should

also be pointed out that use of the equation in practical application

is completely limited by the present state of knowledge of effective

areas. Thus the equation can at present be used only to predict transfer



rates for packings on which it was based. Any further scope of application

must awalt further knowledge of effective areas, and/or a correlation

for effective area.

It is interesting to discuss the exponent of 0.6 found on the Reynolds

number. This is much larger than 1/3 predicted theoretically for

penetration into liquid in free gravity fall. Since the effect of liquid

acceleration, as discussed previously, is to lower this exponent, the

raising of the exponent must be attributed to a sizeable effect of

Reynolds number in increasing the frequency of surface renewal. It was

shown previously, though, that to account for the magnitudes of krp*

(or h') there must be a significant tendency for renewal to occur during

the flow over a single piece of packing. This was attributed to turbulence,

and so the frequency of renewal should indeed increase with Reynolds

number, thus accounting for the higher exponent in the Reynolds number.

Since there is apparently a strong enough turbulence to influence

the renewal rate significantly, then an important assumption involved in

che derivation of the equation is the one stating that this turbulence

is not of sufficient intensity to affect the effective kinematic viscosity

in the falling liquid films significantly. If there is a significant

2ddy kinematic viscosity, then the predicted effect of 2 in Equation

(9.19) will be in error.



There is another important experimental result that may or may not

also affect the validity of Equation (9.19). Rennolds (61, 130) studied

the vaporization of water and the desorption of carbon dioxide with pure

water and water containing various concentrations of several surfactants.

He used both 1/2 inch carbon rings and then the same packing coated with

paraffin. His results may be summarized as follows: The addition of

surfactants to the water did not affect the kpa for vaporization, but

iid serve to lower the kja* for carbon dioxide desorption. The kpa¥*

for carbon dioxide desorption passed through a minimum as the surfactant

concentration was Increased. Paraffinating the packing served to decrease

both the kga for vaporization and the kpa* for carbon dioxide desorption,

but the percentage decrease in kpza tended to be greater than that in kja*.

The following conclusions from this are drawn from Sherwood and Holloway

(130):

"The effect of wetting agent may be explained as due to the concen-

tration of large organic molecules in the liquid film [referring to

the "thin stagnant film" near the interface | , serving to hinder the

Iiffusion of solute. With gas film controlling, this effect is not

noticed since the molecules are not large enough to effectively reduce

the wetted area as in the case of evaporation of water from a glue

solution. The effect of the paraffin on the packing is to reduce the

interfacial area, a, since the liquid tends to flow in thick rivulets



instead of thin layers. That these rivulets are more agitated than thin

layers is indicated by the fact that the coating reduced Kya for carbon

dioxide desorption by a smaller amount than it did Kza for vaporization

of water. With liquid film controlling, the reduction in a is partially

offset by an increase in Ky."

Little may be added to this analysis, other than to point out that

the decrease in a, caused by paraffination of the packing served to in-

crease the Reynolds number, 4L/a, Pr , and thus served to increase kp¥,

in accordance with Equation (9.19). No further quantitative analysis

of Rennolds' data is possible without a knowledge of f, the fraction

»f the total interfacial area that is "effective."

The question that arises from these results however, is whether the

effect of any surface tensions have been brought into the dimensional

analysis for ky¥. The effect of the liquid-solid interfacial tension

(altered by the paraffination) was solely one of changing 8e, 8nd its

nly effect is thus taken care of by the Reynolds number. The liquid-gas

surface tension though evidently altered ki¥* and not a, (although it may

have affected a, by altering f and not a). The conclusion of Sherwood

and Holloway was that it affected kp* only in so far as the large organic

molecules served to hinder the diffusion of solute in the liquid near

the interface. If this is so, then the effect of the surfactant was

simply to make it necessary to use a corrected Dp in Equation (9.19), and



ao additional surface tension group is necessary in the dimensional analysis.

If, on the other hand, there was some surface tension influenced stagnation

effect akin to that mentioned previously for short wetted-wall columns,

then it would be necessary to include a surface tension group, such as

1° , into account. It is unlikely, though, that any such effect
2

a” ¥ a,

does occur in a packed column, and thus the behavior found by Rennolds may

ne attributed to an effect of the surfactant molecules on Dr. alone.

In conclusion it should be mentioned that Equation (9.19) could

have been derived by the classical methods of dimensional anslysis if

L. it were assumed that the only variables affecting kr ¥ other than

length dimensions of the packed bed itself are the ones included

in Equation (9.19),

2. 1t were assumed from a theoretieal basis that the only influence

of a, is through its effect as the active wetted perimeter on the

Reynolds number, and, conversely, that the only Reynolds number

affecting the k¢* value is the falling film Reynolds number1,

containing the active wetted perimeter.

and

3. it were assumed, again on a theoretical basis, that the only in-

fluence of gravitational force is on the free fall interfacial

velocity, which enters to the 1/2 power (contact time) and is

Influenced by g to the 1/3 power.



CHAPTER 10

[INTEGRATION OF SECOND ORDER, INFINITELY FAST, IRREVERSIBLE
REACTION OVER PACKED TOWER HEIGHT

 A

[ff the reaction is

A (solute gas) + B. (reactant in bulk liquid) —— products,

then ¢ for the system is given (Te, 155) by penetration theory as

0 ahys. ©
D“A
Dg ’EzA =CcA

(10.1)

to a close approximation for (Cg/C,) ~/Dg/D, &gt; 5. If (Cgr/Ca)

~ Dg/Da &gt; 10, then the first term may as well be taken equal to 1,

orovided Dy does not differ radically from Dg. The subscripts A and R

here refer to the two reactants. Cp is the concentration of physically

jissolved solute in equilibrium with the gas phase, while Cr is the

ie the reactant concentration in the bulk solution. kr @¥% phys. is the

z18% value measured for physical absorption at the same flow conditions.

If we now assume dilute gas and liquid phases, no untoward heat effects,

ao change in a_, Dy, or Dp with solution concentration, an infinitesimal

absorption per penetration, and the existence of no gas phase resistance

(very insoluble solute gas), a material balance when combined with the

rate equation (see Section 2.1.4.) will give

or TR &amp;L

Jhere Pa

D

k,a¥ghvs. Ca dh
he
o

M

i
wi +4

partial pressure of A in gas phase

total pressure

(dilute)

(10 2)

molecular weight of gas stream

tower height



Cr is taken to be greatest at the tower top, and py to be greatest

at the tower bottom. Also it is assumed that kra¥ppvg. 1s based on ag,

the dead surface approximation applies (see Section 8.2.2.), and &amp;

is never so great that the less active surface comes into play.

Integration of Equation (10.2) cover the total tower height now

ives

PL b kra*pnys,
I

Cro

= d Cg

€ Ca
Cri

(10.3)

the subscripts 1 and 2 referring to tower bottom and tower top

respectively. Now, defining H as pa/Ca (the reciprocal physical

solubility), there results from Equation (10.2)

¢ TAL - (cg - Cp) IPM (10.4)

Substituting this expression and the ex

into Equation (10.3) yields

ression for ¢¢ (Equation 10.1)

. LR
OL b kre*pnys. = dc

R

| (2) | 2 (CR - Cri)LPor] HEARDR H © Ge, H Dy |CR1 fr

TAL iPM ) + DR Cro- Cry 5,IPM (CroPal _ -: Gey,
(=y~ 1 IPM Pa1 + DRDy \ GELEDR: H 5, CURL (10.5)

However, since this was considered to be a case where no gas phase



resistance enters, H must therefore be very large and, for an experimental

mechanism study, it should be a simple matter to take L/G small enough

so that the terms including H are negligible.

Then

1/2

h kre*ppys. = (2)VL LT Ynys. A 1nPr L
[Pa 4 RogTE Dp “R2
Pal,Dr
| p, RI

|

for LPM cel; HCg Dr S 5
GPL" PA Da

(10.6)

[t is interesting to notice that this solution differs from that

&gt;btainable from film theory for the same conditions only in the inclusion

1/2&gt;f the (D,/DR) / term before the logarithm instead of Dy/Dg. Since a

amped turbulence mechanism in the liquid near the interface is, in a

vay of speaking, an intermediate case between penetration theory and

an unsteady-state view of film theory one might expect the exponent on

the Dp/Dg term to be between 0.5 and 1.0 in such a case. Thus the study

&gt;f a highly insoluble gas under dilute conditions being absorbed into a

reactant undergoing a second order, infinitely fast, irreversible

reaction would provide a means for an independent check on the appli-

~ability of penetration theory to a packed column.



CHAPTER 11

MECHANISM OF STIRRED FLASK ABSORPTION

There are many instances in the recent literature where sbsorption

ata taken in short wetted wall columns and falling jets have been found

to be in almost complete agreement with the predictions of penetration

theory. The suitability of these two models as representations of the

liquid phase absorption process in a commercial packed tower is apparent

and has been discussed in Section 5.4.4.

Absorption in a stirred flask presents other problems, however.

It has been postulated by Danckwerts (21) that a penetration mechanism

also applies to a stirred flask. The results of Goodgame and Sherwood

(46) for acetone absorption in a stirred flask show close agreement with

0.
two film additivity if kp is assumed to vary with Dp &gt; (see Section

3.2.1). There is a factor of almost two in Dy between acetone and oxygen,

which they used to obtain k *. This lends some confirmation to the con-

cept that the correct exponent on Dr is in the vicinity of 0.5 for a

stirrer speed on the order of 120 rpm.

Despite the number of chemical reaction studies that have been made

in stirred flasks (55, 68, 72, etc.) there are none that lend themselves

to distinct confirmation or disproval of the applicability of the

penetration solutions for absorption with chemical reaction.

The most direct study of mechanism in stirred flask absorption has

been made by Kishinevsky and Serebryansky (74), who absorbed nitrogen,

&gt;xygen, and hydrogen into water in a rapidly stirred flask (1,700 rpm)
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aquipped with baffles to prevent large vortex formation. Amazingly

anough, they found no influence of molecular diffusivity on the process

although, "preliminary experiments with a stirrer speed of 1,200

revolutions/minute (when the absorption rate decreased by 4.5 times)

showed that ... the value of K;, begins to depend on the value of the

molecular diffusion coefficient.” It is on this finding that Russian

~laims (70, 72) that the role of molecular diffusion in industrial

aquipment should be small or nonexistent are based.

It is difficult to ascertain the exact conditions of this experiment

from the published article. Apparently the gas-liquid interface was by

no means kept smooth (73), a necessary consequence of the high stirrer

speed. It would be interesting to know just how much splashing and

oubbling appeared to take place during an ex—2riment.

Recent workers in this country and in Europe studying absorption

into falling jets have obtained contact times as low as 0.001 seconds,

finding close agreement with theory for penetration into a falling jet

(15, 18, 99, 11k, 124). There is only one instance where any sort of

interfacial resistance or mechanism other than penetration is suggested

by the data (15), and this is the only case where the absorption of a

sas (oxygen) of lower solubility than carbon dioxide was studied. These

results, presented by Chiang and Toor, are explained by the assumption

of a first order (rate proportional to driving force) resistance at the

surface, and an equivalent krg of 0.6 cm./sec., where S denoted surface

resistance. If such a low kra were attributable to a condensation

coefficient less than unity, one on the order of 10° would be required.



 &amp;
Bere7

&amp; mn

This is unlikely in the light of present views on such phenomena at newly

formed surfaces (84, 121, 124).

Kishinevsky and Serebryansky give total absorption rates in their

flask, since the interfacial area was unknown. Based upon a drawing in

their article (74) and one in a previous article (73), however, the

norizontal cross sectional area of their flask should have been about

30 en.2, and this may be taken as a lower limit on the interfacial area

so that an upper limit on k may be calculated. The maximum kr calcu-

lated in this way for their 1,700 rpm runs is 0.25 cm./sec., corres-

poriding to a minimum average lifetime of 0.00l sec. for the case of

hydrogen if a renewal-penetration mechanism applied. This lifetime is

=qual to the lowest reached in jets, and the ki is lower than, but

romparable to, the value of kro suggestedbyChiangand Toor. There is

no reason at present (see, for instance, Schrage (121)) to expect a

larger surface resistance for less soluble gases, though. In fact the

jegree of apparent surface resistance, aside from that due to a con-

Jensation coefficient less than one, should vary with the size of the

absolute rate of net mass transfer (121), and should thus be less for

Insoluble gases that have lower transfer rates than more soluble ones

syver the same contact time.

The results of Kishinevsky and Serebryansky also cannot be attributed

to a very rapid renewal process in which the first few molecular layers

in the liquid might saturate and thereby take in a greater amount of

solute than is able to diffuse inward during the contact time, because

such a process, not having been observed in jets, could only occur at
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a3 much higher transfer rate per unit area than has been studied in

jets.

The gas phase in the flask did have different properties from solute

bo solute, since a pure gas phase was used. One could expect the

primary effect of this to be a surface tension effect on the inter-

facial area (the amount of energy required to form new area). The

surface tension of water against hydrogen, however, is not perceptibly

jifferent from that of water against air (66a).

Some absorption could have occurred through entrainment of very

fine bubbles into the liquid, which would then dissolve completely

before escape, giving a process independent of diffusivity. It is

unlikely, however, that this was a controlling mechanism.

There is little left to explain the results other than turbulences

extending near to the interface. The degree of agitation of the

interface should be known before this is accepted, however, and,

indeed, it might be well worthwhile to repeat the experiment.

The conclusion to be drawn from this discussion is that a

penetration mechanism has not been shown definitely to apply to a

stirred flask under sny conditions of stirring. The stirred flask,

-herefore, does not at present seem to be as reliable a model of

vhe liquid phase in a packed column as are Jets and short wetted

wall columms.



CHAPTER 12

Effect of One Solute Gas Upon Another

At the very low concentrations of solute encountered in this work the

actual rate of mass transfer in the liquid near the interface does not

provide any significant effect on the hydrodynamics of the system; that

is the mass transfer itself does not contribute any significant net fluid

velocity, as is found, for instance, in the case of steady state diffusion

of a =as present in high concentration through a second stagnant gas,

where the inclusion of the "ppy" term accounts for this effect (133a).

One would therefore expect that simultaneous absorptions or desargptions

of these slightly soluble gases should occur independently of one another.

Indeed, in all the cases studied in the present work there was an absorp-

tion of nitrogen (and oxygen, except in oxygen runs) into the water from

the air accompanying the desorption of the solute gas under study.

In the case of propylene desorption, however, there was some strange

behavior. During the winter, when the propylene runs at the first two

flow conditions were made, the results showed a small amount of scatter

and tended to correlate well with data for the other four solutes. At

the third set of flow conditions (L = 5000, G = 900), however, the propylene

lata tended to scatter widely and to give on the average an (H.T.U.)qy,

that would require a sharp reduction in absolute value of the exponent

on Dy. This sudden sharp bend in the log (H.T.U.)qy, ve. log Dp, curve

would be difficult to explain from the point of view of mechanism. Also

one would expect that the bend, if the result of a turbulent mechanism,

would show up at a higher Dr, value at more turbulent flow conditions.



This did not happen. The scatter and the low value of HTU indicated

that perhaps something was occuring which was not taken into account

in the analysis of the data.

The occurrence of this phenomenon coincided with the arrival of warm

weather. Titration analysis of Cambridge water indicated that the oxygen

~ontent of the water rose during this time to a value corresponding to

near (above 90%) saturation with air.

If the water were nearly saturated with air, then, after the in-

jected propylene gas was mixed with the water in flow through the line

leading to the top of the tower the water would be even more nearly

saturated with propylene and alr. Thus while propylene might be present

at the point of entrance to the tower at a concentration equal to 30% of

saturation, air would also be present to nearly 70% of saturation, and

the water would be nearly 100% saturated.

Then as the water passed through the column the Kra for propylene de-

sorption would be less than the Kya for air absorption (the Kia's being

in the ratio of the square roots of the diffusivities), and there would

he a tendency for the water stream to supersaturate.

This effect is shown graphically in Figure 12.1. This figure is

drawn for an extreme case, where Dy for air is four times the Dy for the

Jesorbing solute, in order to show the effect. The plot shows the total

amount of saturation of the water as a function of the distance from the

air-water interface during a given penetration for a case in which the



water is initially 50% saturated with air and 20, 30, 40, or 50% saturated

with the desorbing solute. (In actuality the oxygen and nitrogen of air

have different diffusivities, but for the purpose of discussion a single

1iffusivity is assigned to air in water). The surface of the water is

always 100% saturated (equilibrium with the air phase), and, depending

upon the degree of initial saturation of the water and the relative

Jiffusivities of 4he Lv and desorbing solute in water, the total per

sent of saturation either rises above 100% as the water phase is entered

&gt;r drops steadily downward from the initial value of 100%. In any event

the total saturation at a&amp; large distance from the surface, of course,

becomes equal to the initial degree of saturation of the water. The lower

the diffusivity of the desorbing solute is below that of air, the greater

the degree of supersaturation of the water corresponding to a given de-

gree of initial saturation will be. Thus for the present experiment the

jegree of supersaturation would tend to be greatest for the desorption

&gt;f propylene, the gas with the lower diffusivity in water. The only

&gt;ther case in which supersaturation could be evident would be for carbon

Jioxide, since all other solutes have a higher diffusivity in water than

joes air.

This supersaturation would probably tend to relieve itself through

gas bubble formation at some time. There are two possible ways in which

this could happen. First, the bubbles could tend to form during the

penetration process, close to the interface in the liquid. A second

possibility would be the release of gas from the supersaturated liquid
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in the turbulent mixing regions that are postulated to end a surface

Lifetime when the surface reaches a discontinuity in the packing array.

A gas bubble would then be in equilibrium with the well mixed bulk solu-

tion, rather than with the solution at the point where supersaturation

first occurred in the penetration-diffusion process. To the extent

that the bulk liquid was initially saturated before a particular ex-

posure then the mixing of the supersaturated surface layers with the

bulk following the exposure would cause the bulk liquid to become super-

saturated.

Since there is a curvature of the surface of a bubble, the total

gas pressure within the bubble will be slightly greater than atmospheric

because of surface tension. At first it might seem a violation of the

Second Law of Thermodynamics that such a process could occur as the

dissolution of a gas followed by its reappearance in a form of a bubble

with higher total pressure in an isothermal, no outside work system. A

further consideration though, verifies that at all times the system is

tending toward equilibriumbytransferunder a positive fugacity driving

force (the partial pressure of air in a bubble must be less than the

partial pressure of air in the bulk gss stream, for instance), and the

antropy of a closed air-water-bubble system must increase.

The effect that the second of the above mentioned phenomena could

have on the transfer rate observed in a packed column may be estimated

mathematically: For the purpose of approximation the amount of transfer



occurring during a single surface exposure in flow over packing may be

taken as infinitesimal 1n comparison with the total amount of transfer

&gt;eecurring through the whole of the column height. Then both kra for

the desorbing solute and that for air absorption may be taken as constant,

and the requirement may be made that at all points an amount of gas in

aquilibrium with the bulk liquid is being released from the liquid so as

to maintain the total saturation of the liquid no greater than 100%.

This 100% figure neglects the finite degree of supersaturation necessary

to cause bubble formation because of the higher total pressure in the

hubble.

[f AN denotes the molal flow of a solute entering the water in a

lifferential element of tower volume dV (= Apdh, the tower cross-section

times a differential height), and AE designates the molal escaping gas

flow in the same differential volume, then

Wy, = kam [1-1-0] av-(-2)a

and

here

IN, = § kamf dV-IGE

Subscript a refers to air

(12.2)

Subscript p refers to propylene (desorbing solute)

N = rate of absorption (moles/time)

kre = kr a for air absorption

db = k a for desorbing solute/k a for air

ES , by penetration theory



" solubility at atmospheric pressure (moles/vol.)

fraction bulk water is saturated with desorbing solute

on =

J =

gas removal rate (moles/time)

tower volume (vol.)

This formulation assumes that there is no propylene in the bulk gas.

[t also assumes that the water is initially 100% saturated, and is,

therefore, the extreme case. Since the water is not permitted to

become sur~-turated, we have the requirement,

Tg, my
od

Next, adding (12.1) and (12.2), subject to (12.3)
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(12.4)

Inserting (12.4) into (12.2), there results
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nN, = “xem | 81 mf (-9) 1 a (12.5)
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For the dllute solutions present here, the following material balance
Is valid:

N “imar
@

0)

here i, water flow rate (mass/area time)

density of water (mass/volume)CL wip

Arm cross-section of empty tower (area)

Using (12.6) and the defi-ition of dV as A, dh, we have, from (12.5)

er &amp; M24|  boar
Trae (L-%) na

my + £m, - my)

The quantity on the left, when integrated from tower bottom to tower top

(h positive downward) is simply the (v.T.U.)y for propylene desorption in

the presence of no suversaturation when defined from the actual kya value

operative in the column. Therefore

(N.T.U.);, =
¥ ga 0000

gr of -2)+ f (m - )a ~ By

(12.8)

-e

=

Since the second term in the denominator is always positive, the actual

(N.T.U.)y, for propylene is less than that which would be calculated by

the ordinary, no-supersaturation equation (from (16.1.5)):



ay

(N.T.U.)g = ie (12.9)

The greater the solubility of air relative to that of the desorbing gas,

the more significant the second term in the denominator will be in com-

parison with the first, i.e., the removal of a certain amount of gas in

aquilibrium with water solution containing two or more gases will have a

more drastic effect on a low solubility gas than on one with a higher

solubility. For the case of propylene and air, P is equal to about

0.81 (taking Dy of air in water at 25°C as 2.2 x 1077 em.%/sec.), and

n/m is equal to about 12 (taking solubility data from Seidell (125).

f, in all cases, was less than 0.40. The ratio of the second denominator

term to the first in the integral is

Te :

[FT
giving, for the present cases, a ratio always less than 1.3%. Thus the

integral (12.8) is essentially equal to the integral (12.9). Had the

jesorbing gas been a factor of 10 or more lower in solubility this would

not have been so.

The conclusion, then, is that if the supersaturating solution waits

aintil the mixing period after the penetration to form bubbles and de-

supersaturate, there will be no perceptible effect on the (N.T.U.); for

propylene or carbon dioxide, since the solubility and diffusivity of

carbon dioxide are even greater than those of propylene in the present



case. This rules out the second of the two effects mentioned above.

5till remaining, however, is the first possibility: That the

nucleation and bubble release comes in the supersaturated regions near

the interface in the water during the actual penetration process. In

this case the bubbles would be even less rich in propylene, but the

actual formation of the bubbles and motion of them so near the inter-

face could well introduce turbulences and thus markedly increase the

kya values for both desorption and absorption PIOCSEEEE. Such an effect,

although difficult to analyze quantitatively, was in all probability

the reason for the low values of (H.T.U.)qyr (and high Kpa values)

found for propylene desorption from £=r saturated water in the warmer

Jseather season.

This conclusion was more or less confirmed experimentally in two

runs (#47 and #48) made for propylene desorption using stock water that

had previously been deaerated and hence should not tend to supersaturate

50 much. Laboratory steam in these runs was introduced into the water

in the storage tanks in sufficient quantity to raise the water temperature

to 60°C (reducing the solubility of air). The water was then allowed

to cool overnight, with a plastic film covering its open surface to

prevent re-absorption of air. The two runs made with this water did

indeed give higher (H.T.U.) op values (and lower Ka values) than the

runs made previously with non-deserated water. The coefficient from

these two runs also lines up well with the results for other solutes

(see Figures 4.1, 4.3, and 4.5), and an oxygen run (#49) made using
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gm,

jeaerated water showed no effect of any additives present in the steam

on the transfer process. Thus, apparently, supersaturation did indeed

account for the H.T.U. lowering effect observed with non-deaerated water,

and, probably, it was the bubbles being formed near the interface during

the penetration process that served to provide turbulences and lower

the H.T.U. values.



CHAPTER 13

DETAILS OF APPARATUS AND PROCEDURE

L3.1 Apparatus

Diagrams of the packed tower and auxiliary apparatus have been given

in Figures 3.1 and 3.2. These diagrams are reproduced again in this

section to facilitate reference to them.

13.1.1 Tower and Water System

The tower consisted of four sections of standard, Schedule 30,

flanged steel pipe, and was fabricated by Artizan Metals, Inc., of

Waltham, Massachusetts. The flanges gave twelve bolt holes on a 1h

inch circle, and were held together by 3/4 inch steel bolts. To give

3. tight seal between sections, 1/4 inch O-ring gaskets were used, ex-

cept on either side of the water distributer plate where wider 1/8 inch

gaskets made of natural rubber sheet were utilized, both to prevent

leaks and to prevent buckling of the distributer plate.

The bottom section was 18 inches high, and was filled with 1-1/2

inch ceramic Raschig rings, dry dumped in an arbitrary manner from a

iistance of a few inches sbove the packing level. During the dumping

process the top level height of the packing was maintained uniform.

Before being put into the column, the packing was cleaned with

hydrochloric acid to remove rust and other contaminants.

The optional 12 inch section could be inserted to give an

axtra foot of packed height.
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Below the 18 inch section was a 1/2 inch steel plate, fitted with

a 2 inch brass pipe water drain and four 1-1/2 inch brass pipe air

Jistributers. These were made from 8 inch long sections of pipe fitted

71th brass caps at the top, and with notches cut in them below the cap.

These notches were vertical, 1/2 inch wide and 1-1/4 inch long, extending

from about 6-1/4 inches above the bottom plate to about 7-1/2 inches

above it. One pipe was placed in the center of the column and the

others equi-angularly about it on a 4-5/8 inch radius. The central

pipe had four notches and the outer ones, three.

I'he bottom tower section was also fitted with a well for a thermo-

meter (outlet water temperature) and with a pool level gauge, made

from Tygon tubing fitted to 3/ 4 inch welded nipples. A "bird cage"

jevice, made of 3/8 inch brass strips , was placed in the packing above

the drain to keep packing from occluding the flow through the drain.

At the bottom of the 2 inch drain pipe was a brass tee, onto one arm

&gt;f which was fitted a length of 1/2 inch copper tubing coupled with

rubber tubing. Opening a pinch clamp permitted sampling of the effluent

water stream through this line.

A length of 2 inch Flexaust hose led from this tee up to a leveling

cee, the height of which could be adjusted to control the pool height

&gt;f water in the bottom of the tower as water flow rate was altered. A

length of 2 inch "Met" hose provided a return line to one of the two

55 gallon storage tanks from the leveling tee. The tower was supported



sufficiently high off the floor for there to be as much as 2 feet of

read available to drive water through the exit line.

The pump, a 3 horsepower Dayton centrifugal model operating at

1750 RPM, drew water from the other storage tank. The bulk of the water

was passed through a bypass line, which returned to the tank beneath

the open water surface. The water to the column was drawn off this

line, and came at a constant flow rate, since the high bypass flow

served to absorb fluctuations arising from the pump. This water passed

through two globe valves, which served to control the flow rate and ad-

just the pressure in the line at the steam and solute injection tees

(located between the valves) to a value low enough to permit injection.

The pressure was indicated by a Bourdon gauge connected to a tee up-

stream from the solute gas injection tee. This injection tee consisted

of a length of 3/8 inch copper tubing extending some 2 or 3 inches

Jownstream and entering through a tee sidearm. The steam injection

tee was similar, but made of 1/2 inch copper tubing.

After passing through the second tee, the water inlet stream flowed

ap to a level above the top of the tower, and across to the tower in a

long (10 feet) straight section of pipe. In this straight away the

orifice flanges were located. Provision was made for the installation

of one of three circular sharp edge orifices, 5/16 inch, 1/2 inch, and

11/16 inch in diameter, held in a specific orientation by flanges with

gaskets made from 1/8 inch natural rubber sheet. The orifices were



ralibrated by determining the volume of water passing through the tower

for a measured time interval (see Figure 19.3).

211 of the inlet water line was made from 1-1/4 inch copper and brass

tubing and fittings, with soft-soldered joints. The pump was bronze-

fitted.

Upon entering the top of the tower, the water flowed over a cylindrical

liquid seal device, 6 inches in diameter, 5 inches high, and made of 1/32

inch rolled brass sheet. This seal was centered on the water distributer

plate, described below. The top section of the column, above the

iistributer plate, was 8 inches high. On top of this section was a

3/32 inch brass plate, attached to the inlet water pipe, and with holes

For a gas vent and a thermometer. The thermometer extended into the

Jsater seal and gave the inlet water temperature. The vent line, made of

neavy wall rubber tubing, led to the inlet side of the blower driving

the exit air stream into the chimney (see below). This vent was used

as a safety factor when hydrogen or propylene was used as the solute.

The optional tower section could also be placed above the usual

top tower section, in order to give an additional foot of head to the

ater distributer at high water flow rates. The inlet water line was

aquipped with a 1 foot optional section, attached by unions, which was

used to accomodate changes in tower height.

The distributer plate was also made of brass, and was equipped

vith 24 compression fittings on a circle of 10 inch diameter. To these
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compression fittings were attached lengths of 1/2 inch copper tubing,

which served to distribute the water over the packing. Each distributer

vas fitted on the bottom end with a cap containing a 1/8 inch diameter

hole. This required the distributer tubes to run full for a distance

above the outlet, and thus prevented air-water contact within the

listributer tubes at low water flow rates. One of the tubes led down to

the center of the packing; four more led to positions on a U4 inch circle

about it; six more led to points on a 7 inch circle; and 12 led to

locations nearer the tower wall on a 10 inch circle. The remaining

compression fitting served to feed the inlet water sample line, a

length of rubber tubing, which was brought out through the side of

the tower and closed with a pinch clamp.

The compression fittings by which the distributer tubes were held

to the distributer plate were equipped with graphite Garlock packing

rather than brass compression rings. This permitted adjustment of the

height of a distributer tube above the distributer plate. Equal flow

of water through each tube was assured by raising the tower section

pearing the distributer plate up off the next lower section by blocks

&gt;f wood, adjusting the pitch of the plate to the pitch it would have

shen the section was fastened in place (exactly level in this case),

and measuring the flow through each tube. The sensitivity of the

tube flows to slight variations in height above the plate was reduced

by notching the top of each tube.

The lower ends of the distributer tubes were from 1/k to 1/2 inch
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above the packed surface. This tended to minimize end transfer at the

top of the packing, as the more or less stagnant water pool did at the

bottom. For the lowest packed height the pool surface area was only

3% of the total packing surface, and in all probability presented water

surface less active for mass transfer than the water surface on the

packing.

The interiors of the tower and the storage tanks were given three

zoats of Series K, self-priming, white Tygon paint, as a protective

coating against corrosion by the water. This held up well under use,

no rust pockets ever being visable on the tower lining and only a few

on the storage tank lining over the five month period of actual

axperimental operation.

13.1.2 Air System

The air duct line was made entirely of 4 inch galvanized stovepipe.

Joints in the line were made airtight by use of plastic electrical tape,

secured by Glyptal where necessary.

Air was drawn into the system by a 1-1/2 horsepower, 3400 RPM

(normal speed) shunt wound DC rotary blower. The blower was equipped

with a field rheostat and also variable supply voltage to give speed

control and thus flow rate control amounting to sbout 30% for a given

inlet orifice size.

'ne inlet line to the blower could be either a 4 foot length
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&gt;f 4 inch stovepipe or a 6 foot length of 6 inch stovepipe. The inlet

end of the stovepipe was fitted with one of three circuler sharp-edged

orifices, (1 inch, 2 inch, or 4.59 inch) made in stovepipe caps. The

tap for this orifice was located 4.7 inches downstream in the U4 inch

pipe, and 3.2 inches downstream in the 6 inch pipe. Standard data (109e)

were used for calibration, since in both cases there were 12 pipe diameters

between the orifice and the blower (see Section 16.3.6).

From the blower the air passed up through the spray tower, which

was made of 8 inch stovepipe and was 6 feet high. The air entered

tangentially 6 inches above the bottom of the tower. Steam and water

could be introduced separately or together to the tower through two

Gralnger spray nozzles fed with 3/8 inch brass pipe.

In operation it was found that the spray tower, operating at about

3 1 GPM water flow rate would saturate an air flow of 900 1b./hr.sq.f%.

‘based on the packed tower area) essentially completely, as measured

by wet and dry bulb thermometry.

After leaving the top of the spray tower the air passed to a manifold

at the bottom of the packed tower. At a position just before the manifold

was an opening in the line, fitted with a cork holding a thermometer.

This thermometer could be fitted with a wick, and thus wet and dry bulb

temperatures of the air were monitored.

The manifold was made of an 8 inch length of 12 inch stovepipe,



attached to a flange and fitted with a cap. From this manifold the air

passed into the packing through the four capped and notched brass pipes

jescribed previously.

After leaving the packing the air flow was drawn out from the side

&gt;f the tower section between the packing and the water distributer plate.

This line led to an inlet to a nearby drying tunnel, the blower of which

vas used to force the air into the chimney.

Pressure taps for measuring the pressure drop across the packing

sere located in the upper nipple leading to the Tygon level indicator

and in the wall of the tower section above the packing. Low pressure

irops were measured using an inclined manometer.

13.1.3 Auxiliaries

The steam line leading to the injection tee was made of 1/2 inch

brass pipe, insulated with asbestos tape and equipped with a blowdown

drain so as to prevent slugs of condensate from entering the water line

and causing pulsations.

The solute gas passed through one of two calibrated capillary

flow meters before entering the injection tee. One meter, used for

lower flow rates, consisted of a 2 inch length of 1-1/4 mm. Pyrex

capillary tubing, while the other meter, used for higher flow rates,

was made of a 2 inch length of 2-1/2 mm. Pyrex capillary tubing.



13.2 Procedure

Before any runs were made with the apparatus, a solution of Calgon

and Lakeseal laboratory detergent was pumped through the system to re-

move solder flux, etc. Many rinsings followed this.

Before actual absorption runs were made at a given set of flow con-

litions, pressure drop measurements were made by varying the air flow

rate at constant water flow rate. This served to indicate the regimes

&gt;f operation (i.e., below loading, at loading, or at flooding).

The first three mass transfer runs indicated that it was necesr-=y

to allow 15 minutes of preliminary operation to establish the water

hold-up on the packing. The best procedure appeared to be to use a

water flow 50% higher than the flow rate for the run during the pre-

liminary operation. Then, when the flow rate was reduced to the desired

value, the hold-up would quickly reach its equilibrium value. If this

nold-up establishment were not allowed for, there was a tendency for

mass transfer coefficient to increase with time.

When the liquid flow was returned to the operating value, the

solute gas was injected into the water line. The valves in the water

line were usually so set as to give a pressure of about 8 psig, while

the reduction valve on the solute gas cylinder would be set to deliver

an exit pressure of about 15 psig. The solute gas flow rate would be

set at about 1-1/2 times the amount equivalent to the solubility of air

in the water at the operating water flow rate, or at about 1-1/2 times

she solubility of the solute gas in the water, whichever was higher.



The former provision was necessary in order to account for the air already

in the water which had to be driven from solution, and was quite an im-

portant factor in the cases of more insoluble gases, such as helium. It

728 found that the passage of small amounts of undissolved gas through

“he water orifices did not alter their calibrations.

Steam was injected into the water stream at the rate necessary to

naintain it at a temperature of 25°C. Steam and water rates into the

spray tower were set so as to give wet and dry bulb temperatures of air

2lose to 25°C. The drain valve from the spray was adjusted so as to

naintain a level of water sbout 3 inches above the bottom, as indicated

by a Tygon level gauge. The height of the leveling tee in the exit

water line from the tower was adjusted to bring the pool level to the

desired height, about 1/2 inch below the notches delivering the air to

the tower. Barometric pressure was recorded.

From the barometric pressure and the room wet and dry bulb tempera-

tures the pressure drop over the inlet alr orifice necessary to produce

the desired flow rate of air through the tower was computed (see Section

16.3.6), and the air flow rate was adjusted to this value by controlling

Fhe field rheostat in the blower motor circuit.

After ten minutes of steady operation, samples were taken of the

inlet and exit water streams. At thls same time the water and air

semperatures and, in the case of an oxygen run, the pressure in the

rower were recorded. For an oxygen run the samples were taken by placing
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the opening of the sampling hose in the bottom of a 250 ml. glass-stoppered

Erlenmeyer flask and allowing at least 10 flask volumes to be swept

through (about 20 seconds). The flask was then immediately restoppered.

Since at low water flow rates the sample stream from the top of the tower

amounted to a significant portion of the total flow rate, the bottom

sample was taken first, and the top sample immediately afterward. Had

the sampling been done in the reverse manner, or simultaneously, the act

of sampling the inlet water would have affected the solute concentration

in the exit water.

For the other four solute gases, sampling was effected by flowing

the sampling stream through sampling bulbs of about 90 cc. volume,

equipped with stopcock arms on either end. Again at least 10 sweepout

cimes were allowed, equivalent to about 2 minutes. In this case sampling

of both streams was simultaneous since the sample flows never amounted

to more than 2% of the main stream flows.

At least one more set of samples was taken at least 5 minutes after

the first. Again conditions were recorded.

There was no perceptible fluctuation in the air flow rate; hence

its reliability was dependent solely on the standard orifice data, and

the accuracy of the temperature, humidity and pressure measurements.

The absolute values reported were probably reliable to within 5%, with

much less error when tsken relative to one snother. The error in the
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water flow rate came from the orifice calibration and from long time

fluctuations in flow during the run, the latter factor being probably

more important. Thus the water flow rates probebly tended to average

out to accurate absolute values, but fluctuations from run to run or

vithin a run of a maximum of about 5% occurred.

Runs 1 through 4 were made with an effective packed height of 2

feet. One foot of packing was then removed from the column and runs

5 through 49 were carried out. Following this the column was emptied

snd then repacked with the same number of packing pieces to a 1 foot

affective height for runs 50 through 67. Another foot of packing was

3dded for runs 68 through 70. In the first 5 runs the pool height was

neld at the bottom of the air inlet notches. For the rest of the runs

it was held 1/2 inch lower.

Runs 59, 60, 61, and 67 were made at varying temperatures; in all

sther runs temperatures were held constant at 25°C. Runs 47-49 were

nade using tap water that had been deserated by adding steam until the

temperature reached 60°C. This water was cooled overnight before use,

vith plastic films being floated on the open surface to prevent re-

Jissolution of air (see Chapter 12).

Calculational methods and methods of averaging the data are discussed

in Chapter 16.
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14.1 Introduction

The analysis of the experimental desorption data presented in this

thesis requires an accurate knowledge of the diffusivities in water of

the various solute gases. Because of difficulties in experimental

technique and a lack of theoretical knowledge of the liquid state very

few reliable values of liquid diffusivities are available and only

2mpirical or seml-empirical correlations of data for different solutes

and solvents have been made.

The field in general and such correlations as have been suggested

are covered by Reid and Sherwood (116b). Three main correlations are

avallable:

1) Wilke and Chang (163, 164)

&gt;,

where D, r

and Vi

7. = 10-3 m)l/2 op

ee (14.1.1)

liquid phase diffusivity (cm.2/sec.)

an association parameter for the solvent, values of

which are given for water and various organic solvents (164).

molecular weight of the solvent

absolute temperature (°K)

solvent viscosity (cp.)

Sails
Sle molal volume of the solute at the normal boiling point

(cm.3/g-mol.). This may be obtained from the atomic

volumes of LaBas (116b).



2) Scheibel (118)

Or, =

vhere Vo "=

HM. xX 10-3 (1+ (svapin)? |e
CL 1/3

(14.1.2)

molal volume of the solvent at the normal boiling point

(em. /g-mol.)

3) Othmer and Thakar (105, 116b)

dr, = 14.0 ¥ 10-2 (14.1.3)
0.6
71 po py (Ll a Hp/ a Hy)

where Hw

Ko
a Hey,

7N ol,To =

viscosity of water at required temperature (cp.)

viscosity of solvent at 20°C (cp.)

latent heat of vaporization of water at required

temperature (cal./g-mol.)

latent heat of vaporization of solvent at required

temperature (cal./g-mol.)

The correlations of Wilke and Chang and of Scheibel are based on

the prediction of the Stokes-Einstein equation for the diffusion of

large hard spheres in a viscous liquid,

(where k

and Tr

, _xT
5 IT ui T

Boltzmann's constant

radius of sphere)

(14.1.4)



that the factorDy, fo should be a constant for a given solute-solvent

system. The difference between the two correlations lies in Scheibel's

use of the solvent molal volume in place of Wilke and Chang's solvent

association parameter.

The correlation of Othmer and Thakar, on the other hand, is based

on the observation that the solute diffusivity and solvent viscosity of

a liquid system are similar functions of the solvent vapor pressure , and

that there appears in most cases to be a constant ratio of diffusivity

activation energy to viscosity activation energy. It thus is an empirical

application of the activation energy concept resulting from Eyring's

hole theory (95a).

For the diffusion of solutes in water all three correlations give

average deviations from experimental values on the order of 10% , When

considered for all solutes for which relisble data have been given. In

general for smaller or lighter solute molecules (such as the gases

studied in this thesis) the deviation is somewhat greater.

Actual experimental results are available for only three of the

five solute gases studied (carbon dioxide, oxygen, and hydrogen), and

of the three only the data for carbon dioxide and oxygen show any kind

of internal consistency from investigator to investigator and method

to method. These previous experimental results are covered in more

detail in Section 1k.7.1.



It is apparent, therefore, that an experimental study of the dif-

fusivities of the solute gases was warranted. Experimental values for

two of the gases were entirely lacking. Because of the accurate values

required to obtain reliably the mode of variation of transfer coefficient

with diffusivity in the packed column, such correlations for prediction

28 there are were inadequate. The results of such a study would also

eliminate the problem of comparing and using diffusion coefficients

obtained by different investigators employing different methods.

The experimental values of liquid phase diffusivities were measured

before experimental work on the packed tower was begun, in order to

verify that the chosen gases were ones showing as wide a variation of

liffusivity from one to another as was possible to obtain at a given

single temperature.

14.2 Methods of Measurement of Liquid Phase Diffusivities

14.2.1 Techniques Used in the Past

A discussion of several of the techniques used for the measure-

nent of the diffusivities of gases in liquids prior to 1950 and their

reliability has been given by Peaceman (10Tb). Briefly, these

include.

L. Unsteady state diffusion into the solvent, which is contained

in a capillary tube. The use of capillary tubes tends to eliminate

convective transfer from vibration and other sources, which can



easily give transfer in addition to that from diffusion. In first

using this method for measuring the diffusion of carbon dioxide,

Wroblewski in 1877 (166) found that the denser solution formed

by the solute entering at the top of the capillary tended to sink

and thus provided a strong added tendency for convective mixing.

Later Stefan (141) found that this effect could be minimizedby

making the diameter of the tube sufficiently small (a maximum

of 1 mm.). For slightly soluble gases, however, this necessitates

a very small transfer rate, and therefore for sufficlent accuracy

excessively long times are required for runs. There is also a

question concerning the exact area presented by the liquid-gas

interface at the top of the capillary tube. The only recent

work using this technique for slightly soluble gases has been

one by Ringbom (117).

2. The layer method. This technique was used by Carlson (11) to

study dissolved gases. The method consisted of starting with

separate solutions containing different concentrations of the solute

gas. The density of one solution was increased by the dissolution

&gt;f potassium chloride in it. The vessel containing the lighter

solution was then placed on top of that containing the heavier.

The vessels were so constructed that a run was started by removing

a membrane that separated the solutions. The density difference

would then stabilize the system. After a run was started the

solutions were allowed to mix by diffusion in a constant temperature,

vibration free room.



The primary difficulty in this method seems to come from the

elaborate precautions necessary to prevent convection arising from

vibration, as it requires very little vibration to produce a very

significant effect on a measured diffusivity. There is a simul-

taneous diffusion of potassium chloride, which may well have

affected the transfer of the solute gas, and there is the question

of the effect of potassium chloride concentration on the solute

gas diffusivity.

3. Diffusion into gel solutions. In an effort to control convective

mixing during a diffusion measurement Hagenbach (53) and later

Tammann and Jessen (148) studied the diffusion of solute gases into

gel solutions. Hagenbach investigated the diffusion of oxygen and

sbtained an extremely high diffusion coefficient (about 7.5 x 10-2

am. 2/sec. at 25°C). The results of Tammann and Jessen for oxygen

in 2% agar solution are also high in comparison to the rest of the

literature (3.5 x 1077 em.%/sec. at 25°C). The reason for both

these high results appears to lle in a reaction between the oxygen

and the gel structure. The data of Tammann and Jessen for other

solutes, including carbon dioxide and hydrogen, are more in line

with the rest of the literature (see Section 14.7.1). The principal

disadvantages of this method lie in the possibility of some sort of

reaction with the gel structure and in the necessity of making an

often indefinite correction for the effect of the increased

viscosity of the gel on the diffusivity of the solute gas.
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4. The diaphragm cell. This was the technique employed in this

investigation, and is covered in detail in Section 1k.2.2.

In addition to these methods two others have come into use recently,

and it 1s claimed by their proponents that they give results that are

more accurate than those obtained by older techniques:

l. Polarography. Solute gases which undergo &amp; reaction at an

alectrode placed in the solution may be studied by means of a

cell polarogram (current vs. voltage curve). If conditions in

the cell are correctly controlled there will be a portion of

the curve where the current is essentially limited by mass transfer

to (or from) the electrode alone. Kolthoff and Miller (TT) have

studied the diffusivity of oxygen in this manner with a mercury

dropping electrode, and Aikazyan and Fedorova (2) have measured

the diffusivity of hydrogen in various acid and base solutions

with a rotating platinum electrode.

As would be expected the limitations of the method are in

obtaining a system for which the transfer process is well known

and is completely limiting. There is again the problem of the

effect of the concentration of other solutes in solution on the

diffusivity of the solute gas. Also, obviously, the method is

limited to the study of those gases which will undergo an

electrode reaction in aqueous solution.



2. Penetration into laminar flow. It has long been felt that if condi-

tions are well controlled wetted wall columns will conform to laminar

penetration theory for liquid phase resistance to gas absorption.

Since liquid phase resistance is entirely controlling for slightly

soluble gases, such as those under investigation in this thesis,

the diffusivities of such gases in water should then be predictable

from wetted wall column data, provided penetration theory 1s obeyed

by the columm.

In wetted wall studie@, however, it has been found for long

columns that there is a tendency for surface waves and various other

turbulences to arise, even at the lowest Reynolds numbers of liquid

flow (9, 32, 51, 1k2, 14o*). These turbulences and waves can evi-

dently be eliminated to a large extent for short wetted wall columns;

however for cylindrical and rectangular geometries a significant

end effect due to the liquid take-off system arises (10, 87, 157),

which is evidenced visually by a band of ripples 1 or 2 cm. from

the bottom of the column and is believed to act as an equivalent

amount of "dead" surface. This phenomenon has also been noticed in

falling jets (18).

Davidson and Cullen (23), however, claim to have eliminated

~ - Ref. 149 contains a bibliography of earlier studies.
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these effects by employing liquid flow over a single sphere. Pene-

tration of several slightly soluble gases into this liquid film was

studied, and the diffusivities found by curve fitting. Monitoring

of the closed system was done by taking the differences between in-

let and outlet gas rotameter readings. The theory for penetration

into flow over a sphere is presented (23), and resolves into the

equation for flow over a flat surface with a suitable change of

variables.

Sources of error here lie in the possibility of turbulence,

end effects, or other phenomena not accounted for in the theoretical

analysis, and in their effect on the curve fitting. Nijsing, et al,

(99) and Kramers, et al, (78) have used a short wetted wall column

for such a study, claiming to eliminate the end effect through the

addition of a surface active agent to the water. A critical ex-

amination of their results and those of Davidson and Cullen (23)

{is made in Section 14.8.

Gertz and Loeschcke (41) have measured the rise of bubbles

of several slightly soluble gases in water (and blood serum) flowing

downward through a conical tube. They claim that the transfer of

gas to liquid (which may be readily related to the rate of bubble

rise) is proportional to the first power of the liquid phase

diffusivity, and thus ratios of one diffusivity to another may be

calculated from their studies. In actuality their transfer
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mechanism appears to be more complex than they have assumed, and

the variation with the first power of diffusivity is questionable

(see Section 14.7.8).

14.2.2 The Diaphragm Cell

The diaphragm cell has been used extensively for the study of the

jiffusivities of electrolytes and other nonvolatile solutes. Only two

previous investigators (10Tb, 124), however, have employed it for highly

volatile solutes.

The principle of the technique 1s the restriction of the diffusion

process to one occurring through a fritted glass disc, elther side of

which is in contact with a large mass of well stirred solution, the

2oncentrations of solute in contact with either side being different

from one snother. If the masses of solution are much bigger in volume

then the disc, a steady state diffusive transfer through the disc from

the rich side to the lean side is quickly established.

The prime advantage of the diaphragm cell lies in the constrictive

influence of the fritted glass on the solution in which the transfer is

taking place. Convective transfer, because of the size of the pores,

is almost completely absent. It might be expected that the use of the

fritted disc would introduce a surface effect, but this, too appears

to be sbsent under ordinary conditions. (See Section 14.7 for a fuller

jiscussion of the various sources of error which may enter in using



the diaphragm cell for the study of the diffusivity of gaseous solutes).

The fritted disc method was originally devised by Northrup and Anson

(100) in 1928 and was taken up shortly thereafter by several others who

made extensive studies on electrolytes and other nonvolatile solutes.

Their apparatus consisted usually of a vessel with a fritted glass bottom.

This vessel was filled with rich solution, and placed in a larger vessel

of lean solution in such a way that the fritted bottom just touched the

surface of the lean solution.

Later workers have used a completely closed vessel, with the fritted

disc in the center dividing the cell into two compartments in order to

eansure thorough stirring of the two solutions and complete wetting of

the fritted glass and to guard against solute loss through such volatility

as the solute has, (41, 47, 98, 10Tb, 143). Some investigators have

felt "density" stirring was adequate to keep the cell sides homogeneous

(47, 107d); others have devised various stirring devices (often quite

elaborate) for this purpose (82, 98, 143). A fuller discussion of the

mixing problem is given in Section 7.3.

The diaphragm cell must be calibrated with a substance of known

iiffusivity, whereas other methods (Section 14.2.1) are absolute in

that they do not require this. Recently, however, very reliable data

for the diffusivity of potassium chloride have become avallable (see

3ection 14.5.2) and this necessity of calibration is no longer a

irawback.
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It has been claimed, too, that the calibration of the cell is de-

pendent strongly on solution viscosity (47, 82) and possibly even on

solute diffusivity itself 1f vigorous stirring is not used (82). This

is thought to be caused by the existence of a laminar film or, probably

more correctly, a boundary layer region on either side of the disc. The

viscoslty effect does not enter for a case where solution viscosity is

practically invariant, such as was the case in the present study of

very dilute water solutions. The other problem, possible variation with

solute diffusivity, appears to be one only of mixing efficacy, and is

considered in Section 14.7.3.

As was mentioned previously, all other determinations of the liquid

phase diffusivity of solute gases save two (10Tb, 124) have been made by

techniques other than the diaphragm cell. This has been primarily be-

cause use of the diaphragm cell requires that the two solutions be

sampled and the concentrations of solute therein be determined analytically.

With slightly soluble gases sampling without solute loss is a problem

(107b), and concentrations have been difficult to measure. It was felt,

however, that the present cell design (see Section 14.3), enabling the

liquid sample to be enclosed by mercury at all times before the "fixation"

or removal of the solute gas, eliminated the sampling problem and that

the use of the solute gas removal apparatus and the vapor fractometer

for analysis (Chapter 15) would facilitate the determination of such

gases as helium and hydrogen for which it would otherwise be quite

Jifficult to analyze.



14.3 Description of Apparatus

The two disphragm cells built and used for this investigation are

similar in nature and size to those originally built by Chang (14) for

measuring the diffusivities of nonvolatile solutes; later used by

Peaceman (10Tb), Goldstein (L4), and Olander (101); and still in use

by the M.I.T. Chemical Engineering Department. A drawing of the present

cells is shown in Figure 1L.1.

The primary distinction between these cells and the ones used

previously lies in the inclusion of two sampling arms on each cell side,

cach arm enclosed by a stopcock. Chang's cells had a single arm with

8 stopcock on the very bottom of the cell and an open arm on the top

which could be closed only by clamped rubber tubing. Sampling thus

had to be effected by an elongated pipette, even for the study of solute

gases (107b). This was a definite disadvantage.

The cells were constructed from Pyrex sealing tubes with a Grade

PF (fine) frit and Pyrex stopcocks by the glass blowing firm of Ryan,

Velluto, and Anderson. The volume of each cell side was about 90 cc.

Peaceman (107Tb) utilized the results of Stokes (143), Hartley and

Runnicles (57), and Dawson (25) to show that this grade frit allows no

convection and yet apparently shows no surface effects on the transport

process.
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FIGURE 14.1 DIAPHRAGM CELL FOR MEASURING DIFFUSIVITIES



These cells were fitted with corks, which were placed on the top arm,

and were held thereby with clamps in a 4 gallon Cenco Catalog No. 97100B

constant temperature bath. Since runs were being made during the summer

months, &amp; cooling loop was made of 1/ L inch copper tubing, with about

three feet of coil length immersed. Tap water was continually fed through

the loop at approximately 1 to 2 liters/min. to maintain the bath

temperature at 25°C. This arrangement instead of holding a temperature

+0.02°C , a8 advertised, gave a variation of +0.1°C during a typical

2 minute heating-cooling cycle, but this was felt to be desirable for

mixing reasons (see Section 14.7.3).

1h. Exmerimental Procedure

The cells were first calibrated by studying the diffusion of O0.1N

KCl into pure water. Following this, runs were made for each of the

solute gases, at least four being made for each, and more for those for

which the results tended to scatter. At the conclusion of the experi-

mental program the cells were recalibrated with KCl. All runs were

made at 25°C, since this was the primary temperature for the packed

column investigation.

The frit was thus initially solute-free in all cases. This was

felt to be a much more reliable starting condition than the existence

&gt;f an ini*ial linear gradient within the frit (see Section 1k.6.1).

At the conclusion of a run, the cell was removed from the bath,



and analyses were made immediately of the solute concentrations on either

side.

During calibration and during most of the rest of the runs one or

the other of the cells would be allowed to receive considersble vibration

from the bath stirrer; this was done to detect any possible effect of

vibration on the mixing and resulting apparent diffusivity in that cell.

In addition, for the case of propylene, an exploratory run (not presented

because a less accurate analytical technique was employed) was made

vith both cells inverted.

14.4.1 Cleansing and Loading of Cells

Before each run was made the cells were washed with distilled

water (an organic solvent would tend to dissolve stopcock grease to

an extent and might thereby foul the disc): The top side was rinsed

three times, several cc. of water were pulled through the disc three

times from top to bottom by vacuum, and then the lower side was rinsed

three times. Following runs where analyses had been made with mercury

pumping, care was taken to provide that all mercury and mercury scum

was removed from the cell. Similarly, following an oxygen analysis

the disc was rinsed by pulling through HoSO4 - KI solution to ensure

removal of any iodine or manganous hydroxide accumulated; then the

distilled water washing was carried out.

For potassium chloride runs, the bottom side of the cell was
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completely filled with freshly distilled water. During this loading

several em.3 of water were sucked through the disc to make sure no

undissolved air was left in it. The top side of the cell was then

rinsed with 0.1 N potassium chloride solution, and filled with

solution from a burette to a volume equal to that of the lower side.

For propylene, helium, and hydrogen runs the bottom side of the

cell was filled as in the potassium chloride runs. The top side was

then loaded with a concentrated solution of the gas in freshly distilled

water, prepared by bubbling the gas vigorously through the water for

several minutes in a two arm bulb. The cell was shaken to make sure

the small gas bubble left inside the top cell (to guard against large

pressure buildups which might otherwise result) was in equilibrium

with the solution.

For carbon dioxide runs this same procedure was followed with

Jegassed, distilled water being used for the bottom side, which was

swept out with carbon dioxide-free alr before loading. This was done

since a very small amount of carbon dioxide initially present in the

lean side could have a large effect on the result.

For oxygen runs, degassed distilled water was prepared, cooled

under a nitrogen atmosphere, and kept covered with toluene. The

bottom side of the cell was then swept with nitrogen for five minutes

or more. The rubber tubing that had connected the cell to the nitrogen



»ylinder was then removed and covered on the free end to exclude oxygen.

This tubing was then used to siphon the degassed water into the cell.

The top side was loaded as it was for the other gases.

14.4.2 Samplingand Analysis

For all runs except those for oxygen, the sample was taken by

nercury pumping - allowing the mercury to come up through the end arm

from a leveling bulb and force the sample out through the capillary

arm either through a jet to the collection solution (carbon dioxide)

or to the solute gas separation apparatus (propylene, helium, and

hydrogen). Preliminary practice made it possible to eliminate any

perceptible sucking or forcing of solute through the disc during the

mercury pumping. Since any tendency there was for this appeared

to be for forcing to the other side of the cell, the lean side was

always sampled first, making the error from this effect very small.

The actual analytical techniques employed are described in Chapter 15.

14.5 Theory of the Diavhragm Cell

14.5.1 Tdealized Theorv DNiFficiwvi+sr Tndevendent of Concentration

The idealized theory of the diaphragm cell has been presented by

jordon (47), Peaceman (107Tb) and many others. In essence, the following

assumptions are made:



1. Both sides of the cell are perfectly mixed (mixing times in

the bulk solutions are much faster than the rate of diffusion

through the disc).

2. The hold-up volume of the disc is negligibly small, so that

there is no effect on the overall material balance of solute and

a linear gradient is established in the disc immediately and

maintained; l.e., there is always steady-state diffusion.

3. There is no bulk flow of solvent through the disc.

i. The disc may be considered as a series of parallel pores in

the direction of diffusion.

5. The diffusivity of the solute is not a function of its con-

~entration.

5. The volumes of either side of the cell are equal. Since there

is a linear gradient in the disc, and concentrations are

maintained uniform in either side of the cell, the rate of

Fransfer mist be

Cs - oy

at
Cc - Co

acy = s Dy, —It

where V the volume of each side of the cell

’1 = the concentration of solute on the rich side

Co = the concentration of solute on the lean side

5 the effective cross-sectional ares of the pores

(14.5.1)

yf the disc
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the effective length of the pores of the disc

and Dp = the liquid phase diffusivity

[f Co is zero initially,

C 1a - Cy (14.5.2)

»y material balance. Equation (1lk.5.1) may then be solved to give

where

Toad

In

 io Tt2s Dy,
7 Vvhb Cio2 Cig

(14.5.3)

AC
ergyre

ACs 3 Dnte (14.5.4)

time elapsed before measurement of concentrations

C1 -C2

3 = "cell constant™ =  2s/f

Ad

and the subscripts o and f refer to initial and final conditions

respectively.

Should the volumes of the two sides of the cell not be equal

to one another (assumption 6 not valid), Equation (14.5.1) is

nodified to become

Vo ac a, _s DO
(14.5.5)
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ond Equation (14.5.2), to become

ToC = Vi {Cio - C1) (14.5.6)

where Vi and Vo are the volumes of the rich and the lean sides

respectively. The solution is now

in SC, = s 1+) Di tf
ACF A vi V2

(14.5.7)

where Co is determined by use of Equation (14.5.6)

£V2 ¢,*FCir (14.5.8)

Comparison of Equation (14.5.7) with Equations (14.5.3) and

(14.5.4) shows the only difference to be in the factor

1 fl + 1Y  penoting this factor by
2\V] V2

in a Co
DC

Vv 3 D1’ ~
uf

}) , we have

(14.5.9)

vaere

&gt;= 2 (EE) = (E+2 Vi Vo 2\ Vp
(14.5.10)

( y = 1.0 for equal volumes), assuming the E of the cell was

calibrated for equal volumes, equal to Vo, as was done in the

present experimental work.



In practice it was necessary to add refinements, dlscussed and

jerived in Section 14.5.3, for interpretation of the experimental results

since assumption 2 above proved to be an over-simplification.

14.5.2 Diffusivity a Function of Concentration

In cases where the diffusivity of the solute is not invariant with

respect to concentration over the range of concentrations encountered in

the cell an "integral" value of the diffusivity must obviously be em-

ployed rather than the "differential" value at any one concentration.

The theory of the diaphragm cell for these cases has been discussed at

length by Stokes (143), Gordon (47), and Peaceman (107b). In resume,

their approach is as follows:

Since all the assumptions save number 5 may be retained for this

case, we may say that the transfer rate is constant at any time at all

points within the disc, or

(rr EY (14.5.11)

where X is the linear distance traveled in the direction of diffusion in

the disc. Two integrations with respect to Xx give

”~

rb 1c (14.5.12)
ull

where k is a constant with respect to x (not with respect to t) and



is equal to the transfer rate at time t. Since Dj, is a function of C

the value of k will be dependent upon time, varying as the values of

C, end C, vary. This transfer rate introduced into Equation (14.5.1)

gives

J dC  - Ly

Jt
acy
ET

=8SkK

 Lr

5 /
~

, -

Dy ac (14.5.13)

Substituting in the inlivial-final material balance, Equation

14.5.2), yields

wt

7 ~N
2 .

acy_
 7 Dr, ac (14.5.14%)

a 210

Jd C, oo

("Col - CG

2s = L 5
Iv Tr (1 5 ol )

1/2 Dp, dC

Cie
JawT

This may be compared with a form involving an "integral" diffusivity,

Di 4,4» 80d similar to Equation (14.5.4)

c
1 mm 2% . 1 m ( lo ) = Bt (14.5.16)

Dr, int a Cr DI, int 2Cie ~- C10



Comparison with Equation (14.5.15) shows that for a given value of Clos

the value of Dy 4,4 is &amp; function of Cyp (or A Cp) alone, and may hence

be determined through a graphical integration, if the variation of Dy,

with C 1s known. Such an integration was carried out by Peacemen (107b)

for the diffusion of potassium chloride with an initial molarity of 0.1

Into water Initially free of the salt. Using the data of Harned and

Nuttal (56) for the diffusivity of potassium chloride as a function of

concentration at 25°C, he obtained a value of Dp int equal to 1.872

m.2 sec. for 4 Cp between 0.078 M and 0.090 M, the conditions en-

countered in the present experiments. Iater calculations made by Stokes

(145) using the newer data of Costing (50), which were obtained by means

of a Gouy interference technique, verify this value.

14.5.3 Finite Hold-up in the Frit

Equation (14.5.4), developed for the relationship between diffusivity

and the variation of concentrations with time, is based upon the assumption

(Number 2), among others, that there is no hold-up in the dise and as a

result no transient period at the beginning of a run when a linear con-

rentration gradient has not yet been established in the dise.

The calibration results of Section 14.6.1 show, however, that the

volume of liquid held in the disc is on the order of 2% of the volume of

a side of the cell, and that the amount of diffusing solute held in the

ise at the end of a run is from 10 to 15% of the amount that has actually

reached the lean side of the cell. The effect of this finite hold-up
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may then be quite significant.

If the problem is taken to be that of unsteady-state diffusion of

2 solute through a "slab" of length, £ , with either side in contact

with volumes, V, of solvent that are maintained uniform in concentration

throughout at all times, the governing differential equation for solute

transfer is

20%  _ dc
L Jd x d+ (14.5.17)

and the boundary conditions are

at r =0 ana

at x = f and

and at 211 x and t

7 (Cq + Cp) + 8

 = 0

 tt = 0

"all
nN

f
/

Cq -
- ue

20

or “J

o ax = V C4

(1.5.18)

(1k.5.19)

(1.5.20)
7.

where Cy =

p=
and Ss =

concentration of solute in rich side at any time,

concentration of solute in lean side at any time,

effective cross-sectional area of the disc pores. The

boundary conditions state that the original lean side solute concentration



ls zero, a requirement fulfilled in all the present determinations.

Barnes (6) has presented the solution of Equation (14.5.17) for

these conditions as

0. = clo | Gog tede defo Lol2 [ ? 1°

(1-4 +...)
ov)

—

h A (*- 6 eSE ———— Xp.2 ~2 1 )
+

Db (12 © +pa 1 1 (1k.5.21)

ana

rn, = Clo REST RE A eden | A Dit2 . “A= J?
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1p]

=
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I~
a

&amp;

i

1 =

(ut wx G-_62
CE Ee?

{1k4.5.22)

LL
Lomi;

here \ = sA/v.
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From these equations, omitting higher order terms of series which

Por the low values of ) encountered in the present work are negligible,

a Ce ( A A
— = 1 - ) exp [ .° byt z

1 even

Ss 6 A) exp “Dts oovr 2 42 f yi ™ +2 2)] = Term1+Term2

(1k.5.23)

where tp is the time elapsed during the run.

For the cells utilized in this investigation the maximum values of

1 and L° are 0.023 and 1.00 en.” respectively. Using these values the

magnitude of Term 2 in Equation (1%4.5.23) sbove may be determined

relative to that of Term 1 as a function of Drte. The results of such a

salculation are shown in Table 1k.1.

TABLE 14.1

Dy, te

9.00 em.2

0.10 em.2

Term 1

1.000

0.007

Term 2

0.0033

0.000084

Since all values of Dr, te encountered in experimental runs were in the

range of I to 8 em.2, Term 2 may in all cases be neglected.

Therefore any significant effect of finite hold-up must enter
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through Term 1. Rearranging Equation (14.5.23) we have, neglecting Term

&gt; A (pp, te) (1 - A /6) = = (23) ln (1- A /6); (14.5.24)
yA AC

whereas Equation (14.5.2), which was derived

2s
Iv

(Dp, tg) = 1n a Co
4 Ce

2_X_ (pp tg) = 1n /&amp; GC4 one 5

for no hold-up, is

(14.5.3)

(14.5.25)

2
The factor 2 A / {= on the left hand side of these equations was used

before as P , the cell constant, so the factor (1 - A /6) from the

left hand side of Equation (1%.5.24) should be included in ; to

account for finite hold-up. f (1L - A /6) thus becomes BL. Since

a3 1 remaing the same in all calculations made for finite hold-up, both

calibration and experimental, no error emanates from this -- another

factor is merely added to the constant.

The remaining correction to be made depends on the magnitude of

In (1 - A /6) in relation to that of In ( A C,/ A Ce), on the right

hand side of Equation (14.5.24). The lowest value of ln ( A Co/ 4 Cr)

encountered in calibration or experimental runs was on the order of 0.1k.
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The value of ln (1 - A /6) for the cells is approximately -0.003 (or - A /6),

and thus has an effect on the results. For this reason the term In (1 - J /6) we

included in the calculations , and the equation employed to relate the con-

centrations, the elapsed time, and the diffusivity ves

7 Dp, tf = ln (2) In (1 - A /6) (4.5.26)

where a 1 -(@¢ 2 [f° (1 - A/6) = the cell constant. A C, was

related to Cie and Cop by

 ~N
ad

hd

4 (Cig ~ Caz) (1+ A) (14.5.27)

a material balance which allows for the solute held in the disc at the

ronclusion of a run.

Since the inclusion of the ln (1 - A /6) term allows for the time

Of establishment of a gradient in the disc, it was deemed unnecessary

to allow for a preliminary diffusion period of an hour or so before

peginning a run. It was felt that the presence of no solute in the disc

vas &amp; more reliable starting condition than the existence of a linear

zradient for the study of slightly soluble gases, which are very easily

stripped from solution.

For cases in which the volumes of the two sides were not made equal,

the factor Y discussed in Section 14.5.1 was included with the cali-

brated value of 2 1 in Equation (14.5.26)
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V (3 DLtf = In (2le)+m a /6) (1.5.28)

The effect of unequal volumes in the In (1 - A /6) term is second order

and may be neglected. A correction for unequal volumes was also

necessary, of course, in the material balance, Equation (14.5.27), which

hecomes

 AD vo = Cpe + Vp/Vy Copp + A. (Cy + Cop) (1.5.29)

Negligible error is incurred by referring A to the value of one of

the volumes of the two cell sides for cases of unequal volumes, since

volumes used in experimental work never differed by more than 3%.

14.6 Exrerimental Results

14.6.1 Calibration of Cells

The results of the four calibrational runs made for each cell with

0.1N potassium chloride solution are shown in Tables 14.2 and 14.3.

Equal volumes of solutions were used in each side of the cells, since

the solute was nonvolatile, and the presence of an air space above the

SCE was not harmful. This permitted the use of Equation (14.5.26)

for the calculation of values of 3 Values of A were obtained

through the use of the overall material balance, Equation (14.5.27).

The value of Dp at 25°C was taken as 1.872 x 1072 cm.2/ sec. for potassium

chloride, the "integral" value obtained as discussed in Section 1k.5.2.
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Here and elsewhere in the results of this chapter, the statistics

for small numbers of observation of Dean and Dixon (26) are employed.

This essentially means the median rather than the average of the data

is used as the best value of a quantity (since it is less influenced

by gross error in a single run). The range, multiplied by a deviation

factor, K,, related to the number of observations made, is used as a

measure of the dispersion of the data , rather than the standard deviation.

The range deviation is denoted by 8+ (see also Section 16.2) Values

of Ky; are given in Table 1 of the Dean and Dixon article. Values of

52m, the variance of the median from the true value (see Section 16.2)

are also given for each case.

In Table 14.2, below, values of A , (s 0), and In (1 - A /6)

are obtained for the two cells by the material balance,

AA Co = (Cyp+Cop)(1+A/2) (14.5.27)

The scatter in values obtained for A is not a source of worry, since

it 1s obtained as the difference between large numbers, and has only

3 second order effect in the calculational equations.

In Table 1k.3 values of (3 1 the cell coefficient, s/f, s, and 4

are obtained for each cell through use of Equation (14.5.26).

[In Teble 14.4 the calibration constants obtained by recalibration

at the conclusion of the ex—-rimental runs are presented.



TABIE 14.2

Determination of A

Run

l -

Cell 2 V4

Run
2
4

1
7

A

J

C10 (M)
0.1045
0.1043
0.1043
0.0999

D.023

21 eco

C10 (M)

0.10L45
0.1043
0.1043
9.0999

1.7 nO

rp

Cie (vm)

0.0955
0.093h
0.0953
0.0887

Cir (M)

0.0959
0.09h0
0.0960
0.0893

30.3 ce in all runs

Cor (mM)

0.00759
0.01012
0.00787
0.01003

Deviation

In (1-

37.8 cc in all runs

0.0072L
0.00950
0.00741
0.00951

Deviation

In (1-

A

0.027
0.015
0.021
0.024

6%

A /6) = -0.0038

A
0.027
0.015
0.017
0.022

32%

A /6) = -0.0032



TABLE 14.3

Calibration of Cells

Cell 1

C Cc(A ~o) Aolog' —=2’ log(—=2) + log(l - A /6)
wn AC) A% an 24% AC te(Min) alien.2)

L 0.1045 0.08790 0.07513 3951 0.0381
3 0.1043 0.08323 0.09800 5392 0.0366
5 0.1043 0.087: 0.07657 L020 0.0382
7 0.0999 0.0787 0.10360 5527 0.0378

1
Bt
s/f =

0.0780 cm. -2

1.7 em 1.9
 zc

Che.

Deviation

Fy.

» 2.14%

1.1 em

Tell 2

AD C, oC,

2 0.1045 0.08862 0.07159 L087 0.0352
4 0.1043 0.08451 0.09137 5459 0.0338
6 0.1043 0.08861 0.07080 4100 0.0347
8 0.0999 0.0798 0.09757 5619 0.0351

3°
s/f =

0.0349 cm.

1.6 em 1.7 em.
Zz

Deviation 2.0%

1.1 em



TABLE 1L.h

RecalibrationofCells

Cell 1

T. e(=e) + log(l - A /6) +. (Mt£ n) 3 (em. 2)

L

3
0.1013
0.10090

0.08506
0.07919

0.07569
0.1053k

0.07hokL
0.10369

3955 0.0383
5575 0.0381

tell2
2 0.1008
Lk 0.1005

1.6.2

0.08563 0.07063
0.08011 0.09836

Experimental Determinations

0.0692.
0.09697

Lo1k 0.0354
5655 0.0352

Table 14.5 gives the results obtained for the five solute gases

studied. Calculations were made using Equations (14.5.28) and (14.5.29).

Table 1Lh.6 summarizes these results.

Some runs were also made with ethylene as solute, using the erroneous

bromine water analytical technique originally employed for propylene runs

(see Chapter 15). Since these runs indicated a diffusivity value

approximately equal to that for carbon dioxide, and therefore showed

athylene not to be as useful for the study of effect of diffusivity in

3 packed column, it was not studied again using the more reliable gas
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-hromatography technique. The results reported for propylene were obtained

by the latter technique.

TABLE 1k.5

Experimental Determinations¥

A. Carbon Dioxide

ve1l Cie(mm) Cori) 4Co mm
1 18.90
&gt; 22.25
1 23.09
&gt; 23.50

1.685
1.193
2.212
1.995

20.81
2h. 37
25.58
085.66

Log(-22) + log(l - A/6) t.o(Min) Dp (107)em?/sec

0.08072
0.07759
0.08656
0.07533

4153 1.97
L248 2.03
1306 2.0L
Lhol 1.90

B. Oxygen

4

L

&gt;

ad

0.801
0.797
0.819
0.839
0.766
0.789
0.604
0.752

0.1024 1.000
0.1129 0.919
0.0677 0.896
0.0820 0.928
0.0848 0.860
0.0842 0.880
0.0935 0.705
9.1025 0.860

0.1018
0.1266
0.0750
0.0870
0.0997
0.0948
0.1385
0.1206

Rejected statistically (90% confidence).

In all runs: Cell 1 V3 = 90.9 cc

Cell 2 Vi = 89.9 cc

Vo

Vo

LOGO 2.79
5451 2.35
L028 1.89%
4165 2.32
LO55 2.h9
1235 2.ho
5717 2.46
5840 2.30

90.3 cc Y = 0.9967

y = 0.088387.8 cc



C. Helium

HC
cell Cie(m) Cor(mr) AC w = + log(i - 4/6) te(Min) Dp(10°)en®/sec

0.0602 0.216
0.0653 0.354
0.0506 0.336
0.0470 0.318
0.0435 0.288
0.0416 0.327
0.0460 0.308
0.0508 0.326
0.0417 0.277
0.0375 0.257

D. Hydrogen

4
2
i
2
3
1
2

0.504
0.342
0.510
0.564
0.626
0.588
0.429

0.0741 0.584
0.0848 0.429
0.0627 0.579
0.0612 0.630
0.0589 0.690
0.0437 0.639
0.0393 0.472

 wo Propylene

L
L
&gt;

3.40 0.136
3.13 0.278
3.20 0.263
3.60 0.164
3.67 0.222

3.58
3.45
3.49
3.81
3.92»]

0.1317
0.2207
0.1104
0.0963
0.0838
0.0678
0.0817

0.03800
0.08204
0.07493
0.0LLL2
0.05616

2794
2880
2325
2L2o8
2599
1439
1408

2916
5768
5045
305k
4337

4.79
8.53%
4.81
hob
3.6T%*
L.77
6.0T¥**

1.30
1.44
1.ko
1.47
1.4)

#* Rejected statistically (90% confidence)
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TABIE 1k.6

Summary of Fxmerimental terminations

Solute Gas

Propylene
Carbon Dioxide

Oxygen
Hydrogen
Helium

510 (°r)em.?/sec,
1.4h
2.00
2.41
4.8
6.3

Deviation - %

5.0
3.5
3.0
4.0

10.0

Lk.7 Discussion ~* Results

The magnitude of the deviations from the average in the results

sbtained is about what would be expected. For the two solute gases

71th the more precise analytical techniques (oxygen and carbon dioxide)

the deviation is least, and the deviation in general tends to increase

as the solubility of the gas in water tends to decrease.

The values of s (effective cross-sectional area of pores) and A

[effective pore length) seem reasonsble physically for the two frits

employed. The geometrical cross-sectional area of the frits are about

5 cm.2 and the widths of the frits are sbout 0.3 cm. Thus the s and _¢

salues indicate a void fraction of about 30% and a path length through

the pores about three times the straight line distance.
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14.7.1 Comparison with Literature

Teble 14.7 glves the values that various investigators in the past

have obtained for the five solute gases studied in the present work.

Since the correlations of Scheibel (118) and of Othmer and Thakar (105)

give essentially the same values as those predicted by the correlation

~»f Wilke and Chang (163, 164), only the values predicted by the latter

sorrelstion are presented. As it is to be expected for these light

solutes, there are sizeable deviations between exverimental values end

values predicted by the correlation. The experimental values of Gertz

and Ioescheke (41) are not presented for reasons given in Section 14.7.8.

In cases where a literature investigation was not made at 25°C

the value obtained at the temperature closest to 25°C has been extra-

nolated to 25°C by use of the Stokes-Einstein relationship:

Dr oc T/ 14 (14.1.4)

The agreement between the present data and the literature is quite

good in the cases of carbon dioxide and oxygen. For the other gas for

which previous experimental data are avallsble, hydrogen, there is no

value other than that of Aikazyan and Federova (2) with which the present

value tends to agree. There is, however, little internal agreement

within the literature, and, for what little it is worth, the present

value lies near the center of the range of li*~rature values.
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TABLE 1L.7

Gas

Propylene

Carbon
Dioxide

Oxygen

Hydrogen

Helium

p; (10°) at 25°C
_ em. 2/sec.

1960 1.4 + 5%
1.32

Investigator Year

Present
¥ilke and Chang(163,164)

Present
Wilke and Chang(163,16}4)
Stefan (141)
Hufner (63)
carlson (11)
Tammenn and Jessen (148)
Ringbom (117)
Peaceman (107b)
Davidson and Cullen (23)
Seriven and Pigford (124)
Nijsing, et al (99)

1960 2.00 + 3.5%
2.3
2.01
2.02
2.08
1.75
1.81
2.03
1.92
1.9
1.95

1878
1897
1011
1929
1938
1951
1957
1958
1959

Present
Wilke and Chang(163,16M4)
Hufner (63)
Carlson (11)
Tammann and Jessen (148)
Xolthoff and Miller (77)
Semerano, et al (126)
Kreuzer (79)
Pircher (111)
Davidson and Cullen (23)

1960 2 41 + 3%
2.5
2 2
2. 8
2 -

2.
1
?

1897
1911
1929
1941
1949
1950
1952
1957

_-“

Present 1960
Wilke and Chang(163,164)
Hufner (63) 1897
Tammann and Jessen (148) 1929
Ivatieff and
Teodorovich (67) 1937
Atkezyan and Federova(2) 1952
Davidson and Cullen (23) 1957

LH 8 + 4
3. ?
5.8
2.02

3.0
L.1
7.0

- 4.9

Present 1960 6.3 + 10%
Wilke and Chang(163,164) 2.1

Method

Diaphragm Cell
Correlation

Diaphragm Cell
Correlation
Capillary
Capillary
Layer
Gel
Capillary
Diaphragm Cell
Wetted Sphere
Diaphragm Cell
Wetted Wall

Diaphragm Cell
Correlation
Capillary
Layer
Gel
Polarography

Layer
Polarography
Wetted Sphere

Diaphragm Cell
Correlation
Capillary
Gel

Layer
Polarography
Wetted Sphere

Disphragm Cell
Correlation



14.7.2 Thermal Pumping

If there is much variation in temperature in the diaphragm cell

juring the course of a run, the thermal coefficient of expansion of the

solvent may cause a significant amount of pumping of solution (end

thereby solute) from the rich side through the disc and into the lean

side. This fact was recognizedbyGoldstein(44) and has been a reason

for the extremely accurate control of temperature (as close as +0.01°C)

nsed by most other recent investigators.

In the present work the control allowed the temperature to fluc-

tuate by about 0.2°C at all times, and also allowed as much as 0.5°C

downward drift of the time -mean temperature in a 15 hour period (over-

night). The former behavior was a function of the lag (hysteresis) in

the response of the relay to the mercury thermoregulator, while the

latter appeared to be the result of a mechanical deficiency in the

thermoregulator.

An estimation of the amount of thermal pumping occurring relative

to the volume of the disc may readily be obtained. At 25°C the co-

2fficient of cubical expansion of water is 0.2 x 10-3 °c-1 (109),

thereas for Pyrex gless the value is 0.01 x 10-3 °c-1, a value

negligibly small for the purpose of approximation.

[n the two cells the ratios, hN , of disc volume to the volume of



sne side are 0.023 and 0.019 (Section 14.6.1). Hence in 0.3°C the ratio,

», of expansion in the lower compartment to disc volume is

(0.2 x 10-3 °c-1) (1/ A) (0.2

(6 x 10°2)/

0.26% for Cell 1

)

0.32% for Cell 2

sr roughly 0.1% of the disc volume is purged per 0.1°C temperature change.

Thus even for the overnight drops of 0.5°C the disc volume was not

appreciably "swept through."

14.7.3 Imperfect Mixing

The degree of mixing completeness attained in the sides of a

i1sphragm cell has been the source of much controversy and worry. As was

mentioned previously Stokes (143), Lewis (82) and others have published

Jata showing the calibration constant, (3 , of their cells to vary

markedly with rate of stirring in either side; whereas Gordon (LT)

suggested that for electrolyte solutions density stirring is usually

adequate, and Peaceman (10Tb) obtained what appear to be reliable data

using only "density" stirring in his cells.

That there was any density stirring in Peaceman's study of carbon

jioxide and chlorine diffusion is questionable. Both are relatively



Insoluble gases, and therefore low concentrations were present in the

cell, thereby reducing the driving force for density mixing in either

side. Indeed, for propylene, a gas of only slightly less solubility,

the two runs made in the present study and mentioned above showed no

difference in indicated solute diffusivity depending on whether the

cells were placed in the bath with the lean or the rich side on top.

This suggests there was no influence of density mixing at all.

As a test for mixing perfection during the present study, one of

the cells was kept in contact with the motor driven bath stirrer by

means of a connecting piece of metal rod, linking the stirrer motor

and the clamp holding the cell in place. This imparted a substantial

vibration to this cell; whereas there was no vibration in the other

»ell sufficient to be detectedbyhand. The cell receiving the vi-

hration was not always the same one, but instead alternately one,

then the other. No trend toward a higher diffusivity or calibration

ronstant was noticed for the cell receiving the vibration. It was

possible, too, to observe with a beam of light small particles in

the water in random motion within the cells when they were in the

bath. Finally there appeared to be no trend for a lower or higher

Ji ffusivity value or calibration constant to result from a run made

for a longer time.

Apparently, then, there was some factor or group of factors which

raused efficient mixing within the cells. The chief factor was in



211 probability the establishment of local natural convection currents

within the cell; a secondary factor is probably the entrance of stray

vibretions from the room into the system.

A heat transfer analysis shows that the controlling resistance to

heat flow from the bath to a cell is the natural convection transfer

5f heat from the cell wall to the water within the cell. The temperature

fluctuations resulting in the water from a varylng wall temperature

may now be examined mathemstically, taking the temperature of the water

immediately adjacent to the cell wall as equal to the bath temperature

at any time.

For a problem analogous to this, that of an infinitely long solid

cylinder with surface temperature varying sinusoidally with time,

~arslew and Jaeger (13c) give the temperature as

To Mo (a! r) nf + € +0, (tr) - 0, (wl |
M, (wl 8)

+ 4 transient term (1k.7.1)

“here T = temperature

n = surface temperature

To 6in (wt + €)

cylinder radius

radius of point in question

time

7,
+ Co]aeV2?



, .
. thermal diffusivity of the solid

Mo, 60 = cylindrical Bessel functions of zero order, defined
and tabulated bv Mclachlan (90)

For our purposes the transient term is of no lmportance since it soon

dies out during a run.

An indication of the mixing in the bulk of solution may be obtained

from an application of the coefficient of expansion of water to give a

Jensity as a function of time and position and then solving the Navier-

Stokes equations for the resulting fluid velocities as has been done

for predicting laminar natural coefficients from a flat plate by

Iorenz (85) and others. The velocity variation with time would then

be used to obtain a "mixing length" effective diffusivity for mixing.

Such a solution is, however, difficult to obtain and would hold

only for an infinitely long diffusion cell. It is simpler to present

the termersture distribution snd then speak of the resultant mixing

qualitatively.

The amplitude of temwerature variation at any point is, from

mquation (14.7.1), given by

a
 i me = Tq Mo (21 r)

M, (@?! a)
(14.7.3)

Taking the typical on-off period in the bath to be three minutes



 sr

and the temperature oscillation in the bath to be 0.2°C the values in

Table 14.8 are obtained for the value of &amp; Thaw at various radii. There

Is also a progressive lag encountered in the temperature fluctuation as

Jistance from the cell wall toward the cell axis increases. This lag

is computed from the sine term in Equation (14.7.1) as

2.07 = o,(wla) -0, (1) (14.7.3)

and is also shown in Table 14.8. A lag of 180° indicates a temperature

ronpletely out of phase with the surface temperature.

TABLE 14.8

A Tay And Lag As a Function Of Radius In An
—rlr

Infinitely Tong Cell

r (em.)

L.5
Lh
1.2
1.0
0.7
0.h
1.0

wor

7.4
5.9
5.9
L.9
3.h
2.0
J.0

A Tax = °C

0.20
0.14
0.08
0.0L
0.018
0.009
0.007

Lag-°
0

20
58
08

163
ool
&gt;76

Although the temperature oscillations within the cell tend to be-

come very much less near the center than at the wall, they still retain

9 value that, when coupled with the lag of some 20° per 0.1 em of radius

and. integrated over the cell cross-section (the amount of solution present



v
at a given radius vailes directly with the radius), may well be adequate

-0 promote efficient mixing in the bulk of the water.

Lewis (82) claims that the major effect of inadequate stirring or

mixing within a diaphragm cell lies in a boundary layer near the fritted

disc, most probably a boundary layer resulting from a damping of the

natural convection process in the present instance. Such a boundary

layer would probably present a transfer rate proportional to the 2/3

power of the solute diffusivity, as occurs in laminar boundary layer

theory for forced convection (1202). Thus to the extent a boundary

layer is present on either side of the frit a certain portion of the

Ji ffusive process varies as the 2/3 power of solute diffusivity rather

than the first power. Such an effect is not as great per unit

"resistance thickness" as would be the effect from a series resistance

Independent of diffusivity or varying with a lower power of diffusivity.

Thus the change in calibration coefficient evidenced by stirring or

by more rapid stirring would by any means correspond to as great an

&gt;ffect on the diffusivity value obtained for a solute in the callbrated

~ell.

A stronger effect on the transfer coefficient through a laminar

boundary layer is that of a solvent viscosity (1202), which would

appear if the viscosity of the solvent in the experimental system

were different from the viscosity of the calibrational solvent. The



viscosity of 0.1 N potassium chloride is, however, equal to that of

water within 0.1% (66b), so this is not a worry in the present study.

The resistance of such a boundary layer to solute transport should

be diminished for a cell receiving spprecieble vibration from the bath

stirrer and consequently the cell should give a lower value of 3 1

(or a higher value of Dy, in an experimental run) than for a cell not

receiving this vibration. Since there was no effect of this kind

noticeable during the present runs, it may be concluded that the

ooundary layers on either side of the frit contributed a negligible

1

portion of the overall frit resistance to transfer.

Another observation which could support this conclusion is the

constancy of transfer coefficient (or apparent diffusivity) with respect

to the time of the run. One would in general expect a higher transfer

roefficient for a shorter run, since there 1s the necessity of initially

sstablishing a concentration profile within the boundary layer. It

should be stated, though, that the scatter of the data, in the propylene

runs for instance where the run time was varied most, is probably

sufficient to occlude any effect of this kind. The motion of particles

noticed in the water also says nothing about a boundary layer effect,

but instead indicates only mixing in the main body of solution.

In summary, because of the lack of effect of vibration effect on



the cell transfer process and because of the motion of particles noticed

within the bulk of solutions, it appears that the mixing process was

afficient enough to warrant the use of Assumption 1 of Section 1L.5.1.

This mixing probsbly came from the temperature variations of the bath.

14, 7.4 Surface Transport

About 3 m.2 of surface area is present within such a fritted disc as

ised here (98), and this brings forth the question of possible surface

affects on the transvort process through the disc.

Nielson, et al (98) have noticed some anamolies in electrolyte

1iffusivity values obtained in diaphragm cells with the rich side con-

rentration below 0.01 N and have attributed the phenomenon to double

layer transport, with anions being primarily adsorbed to the glass surface.

Such a double layer effect is, however, limited to electrolyte solutions,

and the potassium chloride concentrations in the present work were well

above the region where Nielson found this effect.

It is improbable that any of the nonionic solute gases would be

50 preferentially adsorbed with respect to the polar water molecule

to give an added transfer due to surface flow. Therefore, for lack of

&gt;xperimental information to the contrary, it is probably safe to assume

‘here were no significant surface effects on the transfer process.

14.7.5 Presence of Gas Bubble

In order to avoid breakage of the cells because of the expansion



and contraction of the solutions due to temperature fluctuations of

the bath, it was necessary to leave a small gas bubble - about 0.1 cc

In volume - &amp;bove the rich solution in the top side of the cell. For

such dilute solute gas solutions as sre encountered here the amount

of gas contained in the bubble may be quite significant in comparison

to that present in solution. As the rich solution is depleted by the

jiffusion process, gas may enter solution from the bubble in an effort

to maintain equilibrium. This behavior is most marked in the case of

helium, the least soluble gas.

For a rich side volume of 90 ce, an 0.1 cc gas bubble, and a

solution initially in equilibrium with 0.75 atmosphere of helium,

Je in solution = (90 ce) (3.9 x 10 "mol/cc atm.) (0.75 atm)

(25 cc /mmol)

0.66 cc (RTP)

He in bubble  -— (0.75)(0.1 cc)

0.075 ce (RTP)

At the conclusion of a typical run the rich side concentration is

jiminished to about 63% saturation (diminished by 12%). The gas bubble,

If it remained at one atmosphere pressure, would lose some 0.012 cc of

helium to the solution if it remained in equilibrium with the solution

at all times - the worst case error-wise.



An indication of the error introduced by this is obtained by re-

solving for the idealized equal-volume cell:

dC» —- sDr,
® 7 (€1 - Co) (1k.5.1)

subject to the new mat~rial balance:

Cio - C1 + (C1, = Cy) (Vg) (14.7.4)

(1 + Va) (Cg - Cq)

where Vgz' = bubble volume, cc.

and C is expressed as cc of solute (RTP) per cell side volume of

solution. The term including Vy allows for the equilibrium entrance

sf solute to the solution from the bubble.

rearranging Equation (1L.7.L4):

1 = Cp- __1 Co
1 + Vg

03] -Cr = Clp-2*"W oe
1+

(Cy-Cp)=-2+Vp d Co
1+

_L

(14.7.5)

(14.7.6)

(1k.7.7)

Integrating Equation (14.5.1) subject to this material balance, there

results



AC 2 + V
In AY0 = 28 ( B Dp, te

sr In 8% = (2 Dr, teA Ce (3 2 +2 Vg

(1k.7.8)

(14.7.9)

vhere 3 = 2s/. V. as de®ned in Section 1k.5.1.

The

v

sorresponding material balance 15

ys
4 = Cyp+_1 Cop

1 + Vy
(14.7.10)

For a typical case where Cie = 0.58 ce RTP/cell side volume and

Cop = 0.08 ce RTP/cell side volume, the idealized equations, (14.5.2)

and (14.5.4), give

A

A

wp. M

&gt;

0.750

= 0.66

and

3 Dpte = tn (2:L5 = 0.278,

shereas, for a bubble volume of 0.1 cc, equations (14.7.9) and (1k.7.10)

xive

2} oe Ue



oe

ac, = 0.58+(0.909)(0.08)=0.653

ang
» fy

+ = 2.2 In 0.653 ee 0.280Bits = GD "GY

The value of diffusivity calculated neglecting the presence of the bubble

is, then, less than 1% lower than the value calculated assuming the bubble

to remain in equilibrium with the solution at all times. The existence

of this bubble thus appears not to be a prime source of error.

14.7.6 Suversaturation

If there were enough air (or nitrogen in the case of oxygen runs)

dissolved in either side of the cell to bring the solution close to one

atmosphere equilibrium pressure, then the difference between the

diffusivities of the two solutes might tend to build the equilibrium

pressure up to one atmosphere and then cause supersaturation with a

possible consequent formation of bubbles and loss of solute from solution.

Bubbles forming in the frit could also increase its resistance to

Jiffusion and distort the transfer process through it.

In the present work distilled water (which by analysis, is at

worst 50% saturated with air) or degassed water was used as the lean

side solvent. The rich side solution was also prepared by bubbling the

gas in question through distilled water. Because of this, and because

10 bubble formation was ever noticed in the cells, supersaturation
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tendencies should not have been a source of error.

1L.7.7 Analytical Errors

The amount of effect of analytical error obviously varies with

the duration of a run. For an absolute error introduced by the analytical

technique used to determine the values of Cy and Cop, an optimum run

time may be derived for minimization of the resultant error in Dg. An

absolute analytical error corresponds to a percentage error inversely

proportional to concentration level and corresponds, for instance, to

the error usually encountered in titrations.

Teking Equations (14.5.2) and (1k.5.4) for the idealized cell

hehavior

Fw Lt 1n Cir + Cor

B tr Cir - Cor
(14.7.11)

The total differential of Dy, with Cie and Cop as independent variables,

S)
i

i or = _L (-2 Cop d Cpp) + (2 Cyr d Cpr)
3 lr (C15 + Cos) (Cp - Cop)

(1.7.12)

Since errors may be cumulative, d Cys and d Cop may be taken of opposite

sign (= a C) for purposes of a determination of a Dy, the error in Dy.

A Jr, = L ac

Cir = Cop
(1.7.13)



combining this with Equation (1L.7.11), there results for the relative

arror in Dy,

an
Dy. —

 |

(cif - Cor) 1n [cir + Cor/C1r - Cor

-—— /Dy, -— (zoy
»

(1h.7.14)

(1k.7.15)

To obtain the optimum run time, the denominator of (14.7.15) is maximized

by setting its derivative with respect to Cyp equal to zero and holding

C10 constant. There results

£ = Cio (* +1 g% 0.68L2 C
f
9» '

al (1k.7.16)

This occurs for Dpte = 1/ 3 , and for the present cells requires a run

sn the order of 24 days for potassium chloride diffusion. This would be

inconvenient.

For the optimum run length, the resultant error in Dy is

ADL_ 11 aC

“10
(14.7.17)

whereas for a run of 4 days, or 1/6 the optimum time



g

ie.

AD1,
5 = 2h ADC

Cio
(14.7.18)

Thus, for the much shorter runs used in the present study only twice the

srror of the optimum, 24 day run results.

Stokes (1lhh) has given a similar analysis for the case of a constant

relative (or percentage) error in concentration determinations. He finds

the minimum error in Dy to occur for the shortest possible run. The

relative error in Dp is very flat rising slowly with run time and never

exceeding twice the relative error in concentrations for the run times

asncountered in the present work.

For runs made with solutes requiring chromatographic analysis, a

relative error of this latter type is encountered, and is on the order

of some It or 5 per cent. Thus a maximum error of 10% mey result in the

jiffusivity values.

For the oxygen titrations there 1s an error resulting from burette

inconsistencies of some 0.05 ec, which corresponds to an error of 0.1%

in a concentration of the size of 4A Cy, OT a possible 2.5% error in Dy,

agsuming concentration errors to be absolute. For the carbon dioxide

runs there is more uncertalnty to the titration endpoint and a larger

noseible error in Dr, probably on the order of 7 to 10%.
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Thus analytical errors may have contributed largely to the experimental

scatter, but it is also likely that some scatter resulted also from run

ronditions alone.

14.7.8 Data of Gertz and Ioeschcke

Gertz and Ioeschcke (99) have claimed to measure diffusivity values

in a somewhat questionable manner. In their apparatus they flowed water

at a very slow rate (1.5 cc/min) downward through a downwardly divergent

2.h - 2.8 mm cylinder 30 cm long. They introduced a bubble of the gas

whose diffusivity they wished to measure at the bottom of the cylinder and

monitored its rate of rise. From this ascension rate they computed a

mass transfer coefficlent (akin to the commonly used Ky) and then assumed

this coefficient to be provortional to the first power of diffusivity.

sarner (39, 54) and others have shown that laminar flow sbout a

bubble of this size behaves the same as flow about a solid sphere, i.e.

the liquid adjacent to the bubble surface is stagnated. For laminar

Flow about the solid sphere in an infinite region, boundary layer

theory (120) and experimental results (40) indicate a variation of

transfer coefficient with the 2/3 power of diffusivity. There is a

juestion as to whether Gertz and Loeschcke's apparatus corresponds

to an infinite fluid medium about the bubble; however, the mass transfer

situation near the liquid-bubble interface should be the same in both

2888.



Figure 14.2 shows the Ky, values of Gertz and Loeschcke plotted

versus the present diffusivity values for helium, hydrogen, carbon di-

s&gt;xide and oxygen. Diffusivities at 37°C were obtained through use of the

Stokes-Einstein relationship.

The date of Gertz and Loeschcke correlate well with the 2/3 power

of diffusivity. This affords an explanation of their data and also

provides a confirmation of the present diffusivity data.

14.8 Wetted Wall Mata oun Chlnrine ™Mffusivity

It is interesting to notice that recently (23, 78, 99) diffusivity

jata has been obtained through wetted wall studies. If such techniques

orove reliable, a considerable saving of data tasking time will be possible.

Davidson and Cullen (23) report a diffusivity for carbon dioxide in

water measured by sbsorption into water flowing over a sphere that is in

substantial agreement with the diffusivity reported by Nijsing, et al,

(99) for absorption both into a laminar jet and into water flowing down

a wetted wall column (with the stagnant wave end effect eliminated

through use of a surface active agent). The values agree over a 10°

to 30°C temperature range, and agree closely at 25°C with the results

&gt;f the present work (see Table 14.7).

Davidson and Cullen (23) and Kramers, et al, (78), using Nijsing's

apparatus, have studied the diffusion of chlorine into water, and have
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obtained mass transfer rates at variance with one another, both as to

the magnitude of indicated "diffusivity" and to the effect of temperature.

For the contact times encountered in a packed column (1 inch rings)

Vivien and Whitney (154, 156) have shown that the chlorine-water system

is one in which there is a chemical reaction rate (for hydrolysis)

comparable to the diffusion rate. Kramers, et al (78) claim that the

reaction has been shown by Shilov and Solodushenkov (134) and by Morris

(96) to be substantially complete for contact times greater than 0.1

sec. For thelr exmeriments they report having used a contact time

varying from 0.3 to 1.0 second.

For the studies of Davidson and Cullen (23) of flow over a sphere

contact times were not reported; however they may be calculated from

the water flow rates as follows:

From Equations (2) and (3) of the Davidson and Cullen article, and

in the nomenclaturz of this thesis,

Ad _3Q (2_TTRg)/3 sin 3,
 mR 3 VY Q

where uy = interfacial velocity

volumetric flow rate1 =

) radius of sphere

) — kinematic viscosity

Pp = acceleration due to gravity

(14.8.1)



and p= co-latitude of position on the sphere, measured

from the upward vertical.

JoJ

ie = RA e
1.

(14.8.2)

where © = contact time

and

4 LTR, 3 Pq (1/3 RSVem= wre ae ©) Ta (14.8.3)

J

3

3

(2.50) L - B® (3 y qy/3
3R 2 TTR g

3.47 (&amp; V 1/3
Q 2 o

(14.8.4)

(14.8.5)

Taking a water temperature equal to 25°C, the radius of their sphere

aqual to 1.89 em, and a value of Q varying from 0.5 to 2.5 cc/sec, the

resulting range of contact times is

0, see. &lt; 0 &lt;&lt; 0.43 see. (14.8.6)

These should be equivalent to contact times for flow down a planar wall

for small depths of penetration.



The range of contact times encountered in the packed column of

Vivian and Whitney may be estimated by separating the wetted area from

kc; using the a_ values obtained by Shulman, et al, (137) from the

jata of Fellinger (see Chapter 9).

Vivian and Whitney found Kja = 15 hr! at L = 1000 (where their

Jate indicate the Kya based on total chlorine driving force is the most

correct to consider, i.e., relatively fast reaction compared to mass

transfer rate), and Kya = 95 hel at LL -= 10,000 {where their data indicate

the Kya based on molecular driving force is most correct, i.e., relatively

slow reaction rate compared to mass transfer rate). These correspond

to Kp = 1.25 ft/hr and 3.2 t/hr respectively (since a_ has respective

ralues of 12 and 30 sq.ft./cu.ft. (137).

An average contact time may now be obtained from the penetration

theory solution:

J (2.1.26)

Using Dy = 1.5 x 107° ale aee as an approximation for both total and

molecular chlorine, the extreme flow conditions of Vivian and Whitney

sorrespond to average contact times of 0.17 sec and 0.03 seconds.

The contact times encountered in the three investigations are

summarized in Table 1L.O.
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TABIE 14.9

Authors

Vivian and Whitney (156)
Davidson and Cullen (23)
Kramers, et al (78)

Contact Times - Seconds

0.03 - 0.17
0.3 - 0.8

0.3 -1.0

For a relatively fast rate of mass transfer into liquid (or a re-

latively short contact time) most of the chlorine will diffuse as un-

reacted, molecular chlorine for a certain distance into the liquid; on

the other hand, for a relatively slow rate of mass transfer (or long

~ontact time) the chlorine will hydrolyze essentially instantaneously

upon coming into solution at the interface. Vivian and Whitney (156)

have indicated that their two extreme flow rates (or contact times)

sorrespond closely to those two cases. This is In qualitative agreement

sith the reaction rate studies of Morris (96) and Shilov and Solodushenkov

(134) (see also Quiney (113), who obtained predicted absorption coef-

ficients from these data), and substantiates the claim of Kramers, et

al (78) that for contact times on the order of theirs and of Davidson

and Cullen's the chlorine should diffuse as "total" or completely

hydrolyzed chlorine.*

¥Tt should be pointed out that this whole analysis could be carried out
using a ky, pseudo - coefficient, which for an infinitely rapid hydrolysis
becomes equal to H/H' times the physical absorption ky, giving the same
rate as the ky based on the "total" driving force. BM is the ratio of
the "total" solubility of chlorine to that of molecular chlorine alone.



Habib (52) studied the sbsorption of chlorine in a short wetted wall

column at contact times varying from 0.1 to 0.7 sec. He presents

roefficients based on the molecular (unhydrolyzed) chlorine driving force.

A recalculation of his data, however, gives an interesting result if sa

'total" chlorine driving force (based on the solubility data of Whitney

and Vivian (161) 1s used and Peaceman's measured diffusivities (107b) are

employed. Such a calculation shows that for a pure chlorine gas phase

the absorption process occurred as if the hydrolysis were instantaneous,

that is, as the diffusion of "total" chlorine over the whole range of

contect times. At lower partial pressures of chlorine (below 0.3 atm)

in the gas phase a finite hydrolysis rate must be taken into account,

especially at the lower contact times. This behavior can be accounted

for theoretically, as is shown by Habib himself and by Peaceman (107),

but need not really concern us here. Since Davidson and Cullen and

Kramers, et al, used &amp; pure chlorine gas phase, the results of Habib

lend additional support to the tenet that in analysis of their cases

the hydrolysis may be considered infinitely rapid. Vivian and Whitney

used a chlorine partial pressure of sbout 0.2 atm in their packed tower.

This analysis of Habib's data also verifies qualitatively thet at their

longer contact times they were approaching the infinitely rapid hydrolysis

2a8e.

The diffusivity of "total" chlorine measured by Kramers, et al,

at 25°C 1s 1.42 x 1072 cm/sec, based on the "total" chlorine solubility



data of Adams and Edmonds (1). Peaceman (10Tb), using the diaphragm cell

technique, reports a "total" chlorine diffusivity of 1.51 + 0.01 x 10-2

cm/sec at 25°C, a value some 6% higher. This result, of course, did

not require a knowledge of solubility in order to be calculated. If

the solubility data of Whitney and Vivian (161) are applied to the re-

sults of Kramers, et al, the resultant value of diffusivity from their

data at 25°C becomes 5% higher, or 1.49 x 10-2 cm? sec, a value in close

agreement with that of Peaceman.¥* Kramers, et al, report a close agree-

ment with the Stokes-Elnstein equation for the effect of temperature

on the "total" chlorine diffusivity in water from 10° to 35°C. Peaceman,

too, reports good agreement with the Stokes-Einstein equation over the

range from 10° to 30°C. Thus there appears to be excellent agreement

between Kramers, et al (78), Peaceman (107b), and the solubility data

5&gt;f Vivian and Whitney (156).

Davidson and Cullen (23), however, report values that glve a

1iffusivity of total chlorine at 25°C equal to 1.83 x 10-2 cm/sec.

They also found a much more radical variation with temperature than

predicted by the Stokes-Einstein relation. If, for some reason, they

had actually had short enough contact times to make the rapid hydrolysis

assumption invalid, their reported values should lie below those of

¥Strictly speaking, the use of the "total" driving force is valid only
for a reaction in which the diffusivities of the reacting solute and
the reaction product(s) are equal (107d). Coincidentally, this is
the case for physically dissolved chlorine and total chlorine, as found
by Peaceman (107b).
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Peaceman and of Kramers, et al, for the molecular chlorine driving force

is lower then the total chlorine one, and thus produces a lower transfer

rate, as shown and found by Vivien and Whitney (156). Peaceman (107)

snd Sherwood and Pigford (133h) also show this.

A possible explanation for the high value reported by Davidson and

"ullen lies in the solubility data they used. They cite Seidell (125)

for all their solubilities. Two different sets of chlorine solubility

jata are given by Seidell. One is that of Winkler (1912), which glves

a Bunsen coefficient (volumes of chlorine gas reduced to 760 mm pressure

and 0°C dissolved per volume of water) of 1.985 at 25°C, whereas the

Jats of Goodwin (1882) give a solubility coefficient (volumes of chlorine

gas per volume of water at the given temperature and 760 mm pressure)

of 2.06, corresponding to a Bunsen coefficient of 1.89. The solubility

lecreases with increasing temperature.

The mass transfer data given for chlorine by Davidson and Cullen

may be taken from their Figure 9 and inserted into their equations (16)

and (17) to find the values of C* they used. Such an analysis, utilizing

also their reported diffusivity of 1.90 x 10-5 em? /sec at 26.0°C indicates

that the value of the Bunsen coefficient they used was 2.06 at 26°C.

This evidently came from the data of Goodwin, the solubility coefficient

having been taken erroneously as equal to the Bunsen coefficient.

An interpolation of the Whitney and Vivian solubllity data gives a

Bunsen coefficient of 2.00 at 25°C. The solubility used by Davidson and



Cullen is therefore probably too high if anything. This would tend to

make the diffusivity calculated from their data too low and thus the

iiscrepancy between their result and those of Peaceman (107Tb) and Kramers,

st al (78) would be accentuated if anything.

The fact that Davidson and Cullen tend to be high in their chlorine

Jate takes some of the sting out of the fact that their hydrogen

iiffusivity value at 25°C (7.0 x 10-5 cm?/sec) is so much higher than that

Pound in the present work (4.8 x 10-2 em?/sec).

The gbove discussion also points up a drawback of the "absorption"

techniques for measurement of solute gas diffusivities. Knowledge of

the gas solubility is required, and since the calculated diffusivity is

Inversely proportional to the square of the solubility, any error in the

solubility value is magnified in the calculated value of diffusivity.



CHAPTER 15

ANALYTICAL TECHNIQUES

15.1 Difficulties in Analyzing Solutions ofSparingly Soluble Gases
in Water

A deterrent to the use of the diaphragm cell for the measure-

ment of diffusivities of sparingly soluble gases in water has been the

jifficulty of performing analyses. ¥or this same reason no really ex-

tensive measurements of helium or hydrogen absorption or desorption

in a packed tower have heretofore been carried out.

The two prime difficulties in analysis are the danger of losing

the highly volatile gases from solution during analysis or sampling

and the necessity of analyzing very dilute solutions of these gases.

These dlsadvantages are largely overcome by the standard Winkler

oxygen technique (Section 15.2) end the standard barium hydroxide

nethod for carbon dioxide (Section 15.3). Hydrogen has heretofore

been analyzed by the tedious combustion pipette technique (6le, 102,

152b). This has required a very large solution sample volume.

The analytlcal technique developed for helium, hydrogen, and

propylene in this work (Section 15.4) depends on the use of mercury

pumping to confine the sample solution prior to the separation of

the dissolved gases from it (to avoid loss through volatility), and

utilizes gas chromatography to analyze the extremely small amounts

yf gas present in solution.



None of the solute gases interfered with one another in analysis,

axcept for helium and hydrogen (Section 15.4.2).

15.2 Oxygen

The method used for the analysis of oxygen in water was the standard

Winkler technique, as modified by Holloway (6le). Holloway's modi-

fication differs from the standard technique (122d) in that a large

axcess of potassium iodide 1s added to hold the iodine (1iverated

In equivalence to oxygen) in solution. This is necessitated because of

the relatively high range of oxygen concentrations encountered.

The analysis involves the oxidation of manganous hydroxide to

2 higher state in basle solution. Addition of potassium iodide and

then acidification yield an amount of iodine equivalent to the oxygen

originally present in solution. This lodine is titrated against

standard thiosulfate solution to a starch endpoint (106b, 122b).

The thiosulfate is standardized agalnst welghed, dry potassium iodate

samples (106b, 122b). This method gave reproducibility of 40.02%

between duplicate standardizations.

The oversll analysis is, then,

J.  ad ~
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The thiosulfate is oxidized to the tetrathlonate.

4 2NaTI

The standerdization



reaction is

Tl « Pn $e ~KL r 3H.S0, =» 3I, + 3KoS0, + 3HNO

Four stock reagent solutions are necesg ry:

1) L4 N manganous sulfate solution

?) A solution of 0.4 g sodium hydroxide and 0.1 g

potassium iodide per cc.

3) A solution of 1 g potassium iodide per cc.

1} 18 N sulfuric acid.

The strong iodide solution tends to undergo a photochemical decomposition.

Hydrogen iodide, present to an extent in solution, reacts with oxygen

In the air to produce free iodine. This may be avoided by adding a sodium

hydroxide pellet to meke the solution slightly basic and by keeping the

solution in a brown-glass bottle under a layer of toluene.

The bacteriological decomposition of the starch indicator solution

Is suppressed by adding a trace of mercuric cyanide and keeping the

solution under toluene.

The photochemical decomposition of hydrogen iodide can also affect

the final titration against thiosulfate. This can be eliminated to

211 intents by meking the iodine solution only slightly acid and by

performing the titration quickly.



For packed tower runs, the samples were received in 250 cc glass

stoppered Erlenmeyer flasks of known volume by introducing the sample

through a rubber tubing outlet at the bottom of the flask, sweeping

sut some ten or fifteen flask volumes (about 30 seconds), and stoppering

yuickly.

One ce of the sodium hydroxide - weak potassium lodide solution

was added through s pipette to the bottom of the flask, followedby

] cc of the manganous sulfate solution. The flask was restoppered

and shaken. A fluffy brown precipitate of oxidized manganous hydroxide

formed, and was allowed to settle. The flask was then shaken again,

and the precipitate allowed to settle again. Three cc of the strong

potassium iodide solution were then added to the bottom of the flask

through a pipette, followedby1ce of the sulfuric acid. This

liberated the iodine. Part of the solution was then transferred to

another flask so that the titration could be carried out. Two endpoints

thus had to be attained per analysis.

For determination of concentrations the oxygen solution volume

was taken to be that of the flask, less the 2 cc of the first two

reagents added. Since the oxygen was tied up in the precipitate, no

oxygen was displaced by the latter two reagents.

The thiosulfate solution was on the order of 0.005 normal to

&gt;xygen. This gave an endpoint easily determinate to within 0.05 cc.



After much previous investigation of various sampling methods, the

sxygen analyses for diffusivity cell studies were carried out within

the individual cell sides themselves. By this technique possible con-

tamination from the air in the analytical process, a serious problem

agpecially for the lean solution, was minimized. The reagents were

introducedbyanelongated pipette through the end stopcock bore of

either cell side. There was sufficient clearance between the pipette

stem and the bore wall to allow the displaced solution to escape. A

cotton swab was used to remove displaced solution from the stopcock

arm. In the final calculation, as in the packed tower analysis, a

correction was made for the volume of solution displaced by the first

two resgents. The quantities of reagents used were sbout one third of

those used in the packed tower analyses. This was the ratio of solu-

tion volumes between the two cases.

After liberation of iodine the solution from a cell side was

rained into a flask. The cell side was then rinsed with a small

amount of distilled water, and the rinse solution added to the flask.

The titration was then carried out. The thiosulfate solution employed

vas gbout 0.001 normal to oxvgen.

There was a possibility of some oxygen being held in precipitate

that became trapped in the fritted disc of the cell, with consequent

plugging of the cell and loss of oxygen from the analysis. When the

cells were washed followlng an oxygen run a small quantity of potassium

iodide and sulfuric acid reagents was first sucked through the disc.



In no case was discoloration due to iodine noticed in this solution. The

Fact that the same cell constants were obtained upon recalibration after

the oxygen runs as were obtained by the original calibrations (see

Section 1h.6.1) indicates there was no perceptible permenent plugging

of the frit by the precipitate or erosion of the frit by the caustie

solution used in the first part of the analysis.

This was undoubtedly the most accurate of the analyses used. The

»lose agreement of check samples taken during the packed tower runs

attest 1ts accuracy as better than 1%.

15.3 Carbon Dioxide

The carbon dioxide analysis used was the standard technique of

Fixation through reaction with barium hydroxide (6la, 152a). The

principle of the analysis is as follows: Barium hydroxide is prepared

freshly in solution (since it tends to absorb carbon dioxide from the

atmosphere upon standing). The carbon dioxide bearing solution is

received beneath the surface of the barium hydroxide solution and

reacts to form insoluble barium carbonate, thus

He (aq) + Ba(GZ)p —&gt;BaC0, + dey.

The excess hydroxide is then back titrated with standard hydrochloric acid.

[n the packed tower runs the samples were tsken in two stopcock-arm

sample bulbs of about 100 cc volume, flushing them out some ten or more



times (2 minutes). A glass delivery jet was fitted to the top arm and

rhe sample delivered beneath the surface of the hydroxide solution by

mercury pumping. A mercury leveling bulb was attached to the lower arm

by strong rubber tubing for this purpose. The first 10 or 20 cc of

solution pumped through the jet assembly were discarded to ensure that

the sample would be truly representative.

The barium hydroxide solution was prepared by adding sbout 40 ce

&gt;f 0.015 normel (to carbon dioxide) sodium hydroxide solution and some

three or four times the stoichiometric amount of barium chloride solu-

tion to a glass-stoppered, 250 cc Erlenmeyer flask. Distilled water

sas added to provide adequate volume. All work in the analysis was

jone under a nitrogen atmosphere to preclude sbsorption of carbon

dioxide from the air.

The flask was weighed on an analytical balance before and after

receipt of the sample. From the weight of sample added the volume

sas determined from standard density data (109a). The sample volume

taken was on the order of 30 cc for strong carbon dioxide solutions and

50 ccc for weak ones. Duplicate analyses were performed where possible.

The excess hydroxide was then titrated against standard hydro-

-hloric acid (about 0.009 normal to oxygen) to a phenolphthalein

sndpoint, corresponding to a pH of 9.0 at which barium carbonate is

negligibly soluble. The endpoint was determinate to within 3 or L



irops (40.15 cc). This gave an analyticel error no greater than 29%.

The standard solutions were standardized against weighed, dry

potassium acid phthalate samples. Because of the very small back

iriving force exerted by the low percentage of carbon dioxide in the

air the standardization was by no means so important as in the case of

sxygen snalyses; however, standardizations were reproducible to +0.05%

for duplicate phthalate samples. The standardization reaction is

&gt;XEPhth + 2NaOH —» KPhth + NaP-*h + 2HA0

The use of this analytical technique affords a strong acid-strong

hase titration rether than a strong base - weak acid one, and gives

~onsequent better accuracy.

In the case of diffusivity cell anslyses an entirely analogous

procedure was carried out, with the tubing to the mercury leveling

bulb attached to the lower end arm of the disphragm cell and solution

heing pumped out through the capillary side arm.

As has been shown by Holloway (61f), there is a significant amount

&gt;f bicarbonate ion in Cambridge water. This amount is a fixed quantity

in fresh Cambridge city water and occurs because of the treatment of

this water with lime. The equilibrium relationships of the carbonate

ions, bicarbonate ions, free carbonic acid, and dissolved carbon dioxide

is such as to make bicarbonate ion the only substance present significantly

aside from dissolved carbon dioxide, and the bicarbonate ion concen-

~ration remains essentially constant over the entire range of carbon



Jioxide concentrations encountered in a packed column, i.e., equili-

brium with carbon dloxide pressures ranging from one atmosvhere down

to the partial pressure in air (61f). Thus the presence of the bi-

carbonate suppresses a significant hydrolysis which would tend to

occur for equilibrium with low partial pressures of carbon dioxide,

and assures the occurrence of physical desorption alone. The concen-

tration of bicarbonate was measured by Holloway in 1939 to be

L.4 x 10°" molar. Check measurements made in the present study using

Holloway's technique of titration against hydrochloric acid to a

methyl red endpoint at pH = 5.7 gave concentrations of L.3 x 10-t

h.5 x 107" and b.b x 10°" molar.

Jalf the bicarbonate appears as carbon dioxide in the carbon

ioxide analysis in the following wav:

°NaHCO; + BaClo + Ba(OH)p —»2BaCO; + 2NeCl + 2H,0

Thus a correction of 2.2 x 10-4 moles per liter is necessary on the

~arbon dioxide concentration obtained from the analysis.

dhen water is recirculated there can be a bulld-up of bicarbonate

lon in solution, as concentrations of counter ions, etc., change

through corrosion. In this study the hold-up volume of the storage

tanks was such that the sweep out time of the packed tower system was



more than ten minutes at the highest water flow rate. Also the number

of transfer units occurring through the packing was always low enough

to make the bicarbonate correction a very secondary one. Hence the

&gt;ffect of any build-up of bicarbonate was probably negligible.

A similar problem of carbonate ion presence and build-up has been

shown by Holloway (6lg) to account for the low transfer rates and re-

lative independence of (N.T.U.)y on liquid rate found by Sherwood,

Draemel, and Ruckman (128) who desorbed carbon dioxide from recircu-

lated water in a 4-1/2 foot high column, with a consequent very low

driving force at the tower bottom. They used the standard analysis

involving titration against sodium carbonate solution to a phenol-

phthalein endpoint (122c), a method which is sensitive to carbonate

fon concentration as well as carbon dioxide.

Failure to allow for the effect of bicarbonate (if there is any

in Chicago water) may also account for the results of Koch, et al (76)

who absorbed carbon dioxide into water on 3/8 inch, 1/2 inch, 3/4 inch,

snd 1-1/4 inch rings in Lot high towers, finding low rates on the

order of those of Sherwood, Draemel, and Ruckman, and an N.T.U. sub-

stantially independent of liquid flow rate and packing size. They

used both city water and recirculated "distilled" water. Analyses

were performed by the barium hydroxide technique.

In the diffusivity cell studies of the present thesis, degassed,



distilled water was used, and hence no bicarbonate correction was

necessary. Concentrations were high enough to suppress any significant

hydrolysis (61f).

15.4 Helium, Hydrogen, and Propylene

Analyses of inert gases in liquid solution are difficult to per-

form, especially when they are present in extremely low concentration.

Helium in water presents such a problem and yet was desirable as a

solute gas because of its relatively very high diffusivity in water.

Evidently, therefore, the helium had to be removed from solution and

analyzed in the gaseous form.

The simplest method of quantitative analysis of small gas sample

volumes 1s gas chromatography, en apparatus for which is owned by

the M.I.T. Chemical Engineering Department. For separation of the

gas from solution the simplest and shortest technique appeared to

be that described below (Section 15.4.1).

Although hydrogen in water solution is usually analyzed by means

of boiling it out and igniting it in a combustion pipette (6le, 102,

152b). the gas separation - gas chromatography spproach was used be-

cause of the greater simplicity and the lesser sample volume required.

Originally it was felt that propylene and ethylene would be



jesirable solute gases because they would lend themselves to chemical

analysis with bromine water, in a technique analagous to that utilized

&gt;rdinarily for measuring unsaturate components of hydrocarbon gas

mixtures, (152¢).

The analytical system originally devised was to receive the ethylene

(or propylene) solution into a standard bromine water solution (made

freshly from potassium bromate and potassium bromide, the bromine being

liberated by acidification). The sample would be delivered through

2 jet in the same manner as in carbon dloxide analyses. Addition of

axcess potassium iodide would then convert the remaining free bromine

Into iodine, which was back titrated against thlosulfate to a starch

sandpoint.

In practice, it resulted that for any ussble sample vessel volume

there was a significant loss of bromine from solution during the analysis

because of its high volatility. This was confirmed by experiment and

oy calculation.

When the chromatography technique proved suitable for propylene,

111 analyses for it were made in that way. The use of ethylene as a

solute gas was discontinued when it became apparent from diffusivity

runs meade using the bromine analysis that ethylene has essentially

the same di”fusivity as carbon dioxide.



15.4.1 The Separation Apparatus

The apparatus used for the separation of gases from water solution

sas an adaptation of that used by Rakestraw and Emmel (115) to measure

the oxygen, nitrogen, and noble gases dissolved in sea water. A

schematic diagram of the apparatus is shown in Figure 151, The principle

&gt;»f the apparatus is the desorption of solute gases from water solution

through repeated spraying into a vacuum.

In the apparatus leveling bulbs A and E contain mercury, about

150 cc each. Flasks C and D are round bottom with 24/40 and 19/38

standard taper necks, respectively. The volumes of the flasks are

100 cc and 50 cc, respectively. The standard taper Joints are held by

rubber gasketed ball joint clamps. Bulb F is for the extracted gas

sample, and has a volume of 10 cc. There are several Tygon bound

joints in the apparatus; these and the standard taper joints mske it

possible to take the apparatus apart for cleaning. All the glass

used in construction of the apparatus 1s Pyrex.

Before a sample 1s taken, the line from leveling bulb A to the

sampling bulb (or diaphragm cell) B is filled with mercury and the

mercury from bulb E is forced through flask D up above stopcock G.

Solution is then forced from sample bulb 3 through stopcock G and

Into flask D by raising bulb A and lowering bulb E. About 10 cc are
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taken this way to ensure that the sample actually taken for analysis

will be truly representative. The mercury is then drained back into

bulb E by opening stopcocks G and H to the atmosphere. The solution

teken in is next drained out through I.

Flask D and the line up to the jet J are then refilled with mer-

cury from bulb E. Sample 1s again teken from the sample bulb B, this

time until the water - mercury interface has dropped to the mark K

on flask D. This sample is closed off by stopcocks G and P. The

volume between mark K and stopcock C is 54 ce.

Mercury from bulb E is then brought up through stopcock I, flask

C, and gas sample bulb F to stopcock 0. Stopcock 0 is then closed,

and bulb E is lowered so as to bring the mercury level back below

stopcock I. and thereby evacuate bulb F and flask C.

Bulb E is raised and stopcocks G, M, and P are opened so as to

force the water sample to squirt through jet J under mercury pressure

and vacuum. A fine spray occurs through J, impinging with considerable

velocity against the other wall of the flask neck, since J has a

diameter on the order of 0.5 mm. When the mercury reaches the jet J,

stopcocks G and P are closed, and stopcocks L and M are opened.

Stopcock P is then reopened and bulb E lowered still more to drain

the water from flask C to flask D. Then stopcock P is closed and

stopcock L is reversed. Bulb E is ralsed and the extracted gas is



forced into gas sample bulb F, the mercury being brought up to stopcock

N, which is then closed to enclose the gas sample.

Following this, flask C 1s re-evacuated and the stripping operation

Is repeated twice more, the total extracted gas sample being collected

in bulb F. For propylene an additional pass is necessary.

[f the spray operation were completely efficient, equilibrium would

be attained between the gas remaining in solution and that extracted

from it in flask C. For the most soluble gas, propylene, the fraction,

PF, extracted per pass would be determined from

shere 1

T (Henry's Law)

f °s Ve RT
Vv. = Vg

[Perfect Gas Law)

(1 - fF) cq (Definition)

partial pressure of propylene in the gas space

 -—a Henry's Law constant (reciprocal solubility)

(15.4.1)

(15.4.2)

(15.4.3)

concentration left in solution

x

—
~—

water sample volume

volume of flask C

gas constant

= concentration originally in solution
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~ombined, these three equations give

T sop
 ST -V
» s

(15.4.4)

In this case V; = 54 cc, and V, = 100 cc, H for propylene =

5.8 x 103 atm/mole fraction at 20°C (109d), or 1.04 x 102 atm/mol/liter.

Thus

104

104 + 4) (.082) (293)

9 0

For hydrogen f = 0.98 and for helium f = 0.99. It was, found experimentally

that these figures were very closely approached for a pass through the

jet. Hence the three passes for helium and hydrogen and the four for

propylene were more than sufficient.

The total time required for a separation was about 30 to 45 minutes.

A feature of this separation technique is that the extracted gas

sample and the water solution are at all times under vacuum with

respect to the atmosphere, since the volume of the gas sample bulb is

larger than the one atmosphere volume of the extracted gas in all cases.



This means that, if there 1s any leak in the system, it will be a leak

of oxygen and nitrogen in from the atmosphere. There would be no inter-

ference with the chromatographic analysis from these gases.

In carrying out the separation, it was always necessary to add to

the gas sample a few drops of water which remained on the surface of the

mercury. This came from the reduction in volume of a gas mass already

saturated with water vapor and also from water clinging to various

portions of the system. This water did not interfere with the

~hromatographic analysis.

15.4.2 Chromatographic Analysis

For quantitative analysis of the extracted gas samples a model

154 Perkin - Elmer Vapor Fractometer was utilized. This unit provides

For isothermal operation from room temperature to 180°C, a wide range

of carrier gas flow rates, interchangeable columns of various adsorbents

and absorbent supporters, and a detection unit consisting of matched

thermistors in a bridge circuit. The output signal from the thermistor

bridge is proportional to the difference in thermal conductivity between

the gas passing through the detector thermistor and the carrier gas

passing by the reference thermistor, and is recorded by a 6 volt Brown

recorder. The signal is, therefore, also proportional to the parti-

cular gas concentration in the carrier stream at that point for dilute

soncentrations (1162). Each gas in a sample produces a voltage "peak"

upon passing through the detector thermistor, dependent in size and

spread upon concentration of the gas, upon the amount of effective



axial diffusion it has undergone in the adsorption - desorption process

in the column and in the flow through the lines, and upon the difference

in thermal conductivity between the gas and the carrier gas.

A six foot column (about 1/8 inch inside diameter) of silica gel

was used as adsorbent in all analyses. A highly adsorbent material such

28 this gives the highest resolution for light gases, and readily

separates the components of air from nonadsorbed gases such as helium

and hydrogen. A system was set up whereby the gas samples could be

Injected in one of two ways, as is shown in Figure 15.2.

The sampling valve supplied with the column (end intended for

constant volume gas samplings) was equipped with fittings and rubber

tubing so that the 10 cc gas sample bulbs from the separation apparatus

could be inserted there and injected into the carrier line between

the reference thermistor and the colum. The carrier gas line to

the column was also fitted with a sampling device, which provided for

Injection prior to the reference thermistor.

The former injection method was used normally; the latter was used

vhen 1t was desired to spread a peak out more since the sample would

travel farther before reaching the detector cell. Different calibrations

[see below) were , of course, encountered for the two methods. The

second injection method caused the sample to pass through the reference

thermistor; hence a "reverse" peek was obtained from it. However,
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Since the carrier flow passes directly through the detector thermistor

and only diffuses into the reference one from the main stream, this was

a very wide and low peak and did not interfere with measurement of the

sharper output peak from the detector.

Higher temperature tends to reduce the retention time of the column

For a particular gas, in general, since the gas 1s less strongly adsorbed.

For this reason higher temperature also tends to reduce the resolution

of one gas from another. Peak height tends to increase with increesing

temperature and peak width tends to decrease. Peak height and degree

of resolution are relatively insensitive to carrier gas flow rate. Peak

spread decreases with increasing flow rate, and retention time, of course,

Jecreases with increasing flow rate. In general, therefore, it is

preferable to use the highest possible carrier flow rate.

For helium and hydrogen analyses, oil-pumped nitrogen was used as

the carrier in order to maximize the thermal conductivity difference.

Since 1t was necessary to resolve the other component of air, oxygen,

from the helium or hydrogen, the temperature of operation was 30°C, a

relatively low temperature. A carrier flow of 50 ce/min was enmploved.

Since the amount of hydrogen or helium to be measured in a sample

ranged from about 0.05 cc (RTP) to 1.0 cc or more, three calibrational

gas holding vials with volumes in this range were prepared by blowing

three-arm stopcocks together so as to enclose the desired volume within

the joined arms. The two smallest volumes (0.08 cc and 0.16 cc) were



prepared from 2 mm capillary arm stopcocks, the larger (0.8 cc) was made

from 5 mm arm stopcocks. A vial would be filled with the gas at room

conditions, the arms and bores would be swept out with alr, and then

the known volume would be sucked into an evacuated 10 ce sample bulb

and injected from there into the column. This was done so that the

initial dispersion of the gas in the carrier gas would be the same as

that of the experimental samples.

Hydrogen and helium showed linear variations of peak height with

respect to quantity injected. This was to be expected, for both are

essentially nonadsorbed gases, and peak spread is therefore determined

by axial diffusion alone, a process independent of concentration.

Combining the peak height per unit amount of gas with the quantity of

a water solution taken into the separation apparatus (54 cc) the cali-

bration for normal injection of helium was 4.25 x 10-6 moles per liter

per millivolt of peak height, and for normal injection of hydrogen was

2.50 x 10-6 moles per liter per millivolt of peak height. The full scale

Jeflection of the Brown recorder is 10 millivolts. The peak height is

nlso controlled in a directly proportional menner by the voltage placed

across the thermistor bridge, which is readable on a voltmeter to 40.1

volt. In this instance the voltage supplied to the bridge was 4.0 volts

so a sensitivity of about 0.2 millivolts was attainable in the output

signal. Thus &amp; concentration in a water solution equal to 4% of



&gt; rr

saturation for helium and 1% of saturation for hydrogen could be determined

FO +! od

Dutput voltages greater than 10 mv. are read on the 10 mv scale

by a set of scaling resistors; therefore the percentage of error in

analysis tended to be essentially independent of concentration level.

[t 1s Interesting to notice, too, that the values obtained for

N.T.U. in the packed tower measurements and for ln ( &amp; Co) in the

LS Ce

Jiaphragm cell measurements are actually independent of the calibration,

350 long as it is linear. Thus the error influencing factors are only

the degree of linearity of the calibration and the amount of wandering

of the voltage across the bridge between the time of the rich sample

analvsis and that of the lean sample.

For propylene a carrier gas of helium was chosen, again for maximum

Jifference in thermal conductivities. The carrier flow rate was 50 ce/

min and the temperature was, in this case, 150°C, since there was no

nearby peak to interfere with the propylene peak. In the case of

propylene, a strongly adsorbed gas, the peak was nonsymmetrical because

of the nonlinearity of the adsorption isotherm. As a consequence, the

peak height was distinctly nonlinear with respect to the quantity of

propylene in the sample. It was found upon calibration, however, that

the area under a peak did tend to be linear (indicating thermal
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sonductivity directly proportional to concentration of propylene in the

carrier at these concentrations). Injection and flow conditions were

chosen to glve a peak as high as it was wide at the operating recorder

speed. For propylene the calibration was 2.5 x 10-4 moles per liter

per minute-millivolt. Areas were measured with a planimeter. Assuming

a possible error due to bridge voltage variation and background variation

on the order of 5% of an area, a propylene concentration equal to 2% of

saturation could be measured with +5% error. The sbove remarks concerning

independence of mass transfer results of calibration and concerning

~onstancy of relative error with respect to concentration level also

apply for propylene.

Typical peaks for hydrogen and helium and for propylene are shown

in Figures 15.3 and 15.4. The detector bridge circuit is so set up

that a negative deviation from carrier gas thermal conductivity gives

a, positive peak and vice versa. Hydrogen and helium, therefore, give

negative peaks with a nitrogen carrier; whereas propylene gives a

positive peak with a helium carrier.

15.5 Potassium Chloride

In the calibration runs for the diffusivity cells the chloride

concentrations were analyzed by the standard Mohr technique (106a, 1221).

This involves a titration against silver nitrate using potassium

chromate as an indicator. The chromate ion 1s adsorbed by the colloidal
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silver chloride precipitate, giving a light yellow color when chloride

lon is in excess over silver ion in solution, and a reddish-brown

solor when silver ion is in excess. At the concentrations used in this

study (0.1 N and 0.01 N chloride) the endpoint is determinate within

a drop or so (0.05 ce). An experimentally determined correction on

the order of 0.05 cc 1s necessary to account for the amount of silver

nitrate needed to initiate the color change.

Two samples were taken by draining solution into flasks from

the rich side of a cell, and one sample was taken from the lean side.

The quantity of sample taken was computed from the difference in

Flask weights before and after receiving the sample, determined on an

analytical balance. The weight thus found was corrected by standard

jensity data (109b) to obtain the sample volume taken.



CHAPTER 16

Method of Treatment of Data

16.1 Method of Calculatin~ Transfer Coefficients

For the purpose of obtaining coefficients of absorption plug flow

&gt;f gas and liquid through the packing was assumed, and the Ka coef-

ficient was taken to be independent of concentration and tower height.

The latter assumption is predictedbytwo-filmtheory and also by penetra-

tion theory if the tower height is large compared to the distance a

liquid surface falls during an exposure (see also Section 5.1.3). The

independence of concentration level effect on kia is a basic tenet of

mess transfer theory for dilute solutions in which the physical nature

&gt;f the solution is constant throughout the tower. As shown in Section

5.1.1, it is valid to assume that Kja is for all intents and purposes

equal to kya for the gases under study. For dilute solutions where L

and a 1 do not vary throughout the tower, then, the following equations

apply (see Section 2.1.4)

(N.T.U) gp.

——t = tyr.)
Pr (E.T.U.)g Ppp OL

-~

acy,
Cy - C,

(16.1.1)

(16.1.2)
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here Ka = Np (see Section 2.1.4) (length/time)
Cr, = Ce

Mass transfer rate ver unit area of interface

(moles/time area)
v.. Solute concentration in water (moles/volume)

Solute concentration in equilibrium with gas

Ps.
phase concentration at a point (moles /volume)

Liquid density (= water density) mass/volume)

Liquid flow rate (= water flow rate) (mass/time area)

Tower height (length)

(H.T.U.)or, =

(N.T.U. qr, =

&gt;§

Height of a liquid phase transfer unit based

on overall driving force (length)

Number of transfer units based on overall driving

force

Solute concentration in water entering at top of

column

v

Pup, Solute concentration in water leaving at bottom

of column

The evaluation of the integral representing N.T.U. may be performed

analytically if the driving force (oN - C.) at any point is a linear

function of the solute concen*ratlon in the water at that point. In

that case
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d. (cy, - Ce) =

d Cy,

(Cy, - Ce)p - (Cp, - Cody

i

3t every point. Equation (16.1.2) then becomes, upon integration

(N.T.U.)op = _____ Cr - Cg 1m (Cf - Cer

(Cp - Ce) - (Cr -Celp (Cr, - Celp

(16.1.3)

(16.1.4)

16.1.1 Helium, Hydrogen. and Propylene

For the desorption of helium, hydrogen, and propylene there is no

solute present in the incoming air stream entering the bottom of the

column. Also there is such a low rate of transfer (because of the low

solubilities and consequent very small amounts of solute in the incoming

water stream) that in no case does the gas phase concentration of solute

build up to such a degree that Ce becomes significant In comparison with

Cy, before the air stream leaves the top of the packing. Cg is always

less than 0.3% of Cy Hence C, may be taken as constant and equal to

zero in Equation (16.1.2). The driving force is then equal to Cy, at all

points, and is, obviously, linear in Cy. Equation (16.1.4) is then

applicable in the form

g.m Uv. = In Sr
=)

(16.1.5)

This, coupled with Equation (16.1.1), enabled calculation of (N.T.U.)qr,

(H.T.U.)qr, and Kya for helium, hydrogen, and propylene runs. Values
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Of Cp and Cp were obtained from solution analyses.

16.1.2 Oxygen

For oxygen runs the total rate of mass transfer 1s again so small

In all cases that there 1s no perceptible build-up of oxygen in the

alr stream sbove the concentration present in laboratory alr. Oxygen,

however, composes some 21% of air, and the concentration of oxygen in

the inlet water stream was never greater than that in equilibrium with

one atmosphere of oxygen gas phase partial pressure, and usually was a

Juantity in equilibrium with something like 0.5 atmosphere partial

pressure. The Ce term in the driving force was therefore quite

significant in comparison with Cy at every point of tower height.

If the value of Ce were the same at tower top and tower bottom,

and at all points of height in between, then Cr - Ce would again be

linear in Cy, and Equation (16.1.4), would reduce to

N.T.U.) = In (Cg, - Cody
(cq, = Cen

(16.1.6)

This was the relationship utilized by Holloway (61i) for calculation

&gt;f his results for oxygen desorption.

In actual operation, however, Co did not retain a constant value

throughout the tower. Cg, at any point is defined by



where

t
Fy Yo (P-p,)/H

Yoo = mole fraction of oxygen in dry air

total pressure (atm)

vapor pressure of water (atm)

(16.1.7)

)  &gt; 0¢

Henry's Law constant (atm/(moles/vol))

py; 1s used and is valid because the alr is saturated at every point.

Here it not, the partial pressure of water would be substituted for

the vapor pressure. Since there was no oxygen build-up, Yoo 1s a

&gt;onstant, equal to 0.210.

~

va varied throughout the column for two reasons:

1) The water temperature would change slightly from tower

top to tower bottom (gbout 0.5°C).

2) There was a pressure drop through the packing (a secondary

effect).

The pressure drop served to alter the size of P in Equation (16.1.7),

shereas the temperature change affected both H and py. Both are

temperature sensitive terms, H changing by 2% per °C, and py changing

so as to make (P - py) change by 0.2% per °C.

[t is important to notice that these effects serve to make Co &amp;

linear function of tower height, rather than of Cy. P, because of

pressure drop, 1s a linear function of height and if the temperature

change occurs through heat loss to the surrounding atmosphere alone



H and py are linear in height. If any of the temperature effect is due

to humidification or heat transfer to the air stream, it occurs at a

greater rate near the tower bottom than near the top, whereas Cp changes

nore rapidly with height near the tower top. Humidification and heat

transfer to alr stream temperature effects therefore serve to accentuate

the nonlinearity of Ce in Cy,.

The evaluation of the N.T.U. integral may now be discussed, with

reference to Figures 16.1 and 16.2. Figure 16.1 depicts the value of the

iriving force (Cr, - Ce) as a function of CL, and Figure 16.2 depicts the

2urve 1/cy, - Co as a function of Cy, the area under which would give the

value of the N.T.U. integral. Both figures are exaggerated to point out

the significant effects but apply to typical desorption runs at 1 ft.

packed height.

For the case in which C,p is less than Cp, the difference in equili-

orium concentrations, Cop - Cqp, may be denoted by &amp; . If C, were a

linear function of Cp, (rather than of tower height) the history of (Cy, - Co)

vould be given by curve A in Figure 16.1, and the N.T.U. integral would

be given by the area under curve A in Figure 16.2. Since (Cp, - Co) would

oe linear in Cy in this case, the value of this integral would be given

oy Equation (16.1.4) as

(N.T.U.)gr, = Cr - Cp 1n (C-Ce)prene To (16.1.8)
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A second helpful case to consider 1s the fictitional one in which

Ce retains a constant value equal to C.p throughout the column. C, at

the bottom then differs from C.p above by € , and (Cp, - Co)p case II

= (CL, - Ce)B Case I -~ &amp; . Curves corresponding to this second case

are denoted by B in Figures 16.1 and 16.2. Here again (Cp - Ce) is

linear in Cp, end the value of the integral is given by Equation (16.1.4)

1S

N.T.U.)op, = In (c = Ce)

(C - C.)n -E
(16.1.9)

where the two driving forces, (C - Ce)p and (C - Ce)p, are those actually

computed from the data, and (C - C.)x -€ = (Cy - Com) is the

fictitional driving force assumed to apply at the tower bottom in this

second case.

In the present runs the controlling heat effect was loss of heat

from the tower to the atmosphere surrounding it, since the entering air

was saturated with water vapor and a significant change in air temperature

after passage through the tower could not be detected. Therefore the water

temperature change and consequently C, may be taken linear in tower height.

The history of Cp - Co as a function of Cy when C, is linear in

height may be estimated by use of the following approximate equation

vhich applies to the case of £ = 0 (curve B):



ln (CL - Cdn 1p 1p (Cp - Celr

(cp - Cp Bb" (Cp -Clg
(16.1.10)

iy b=

which is an integration of Equation (16.1.2). h is the height of a level

above the bottom, and h' is the total height. From this equation, the

approximate tower level corresponding to a given value of Cy may be

jetermined, and then the value of Ce corresponding to that level and Cf,

can be computed from the assumed linearity in height. Curves C in

Figures 16.1 and 16.2 were computed in this manner for the case at hand.

The "true" Cj - Co curve follows curve B near the tower top, where Cj,

changes rapidly with height, and then approaches curve A near the tower

bottom, with ever decreasing slope, since Cj changes less and less

rapidly with height as the tower bottom is approached.

In this case, the area under curve C, the "true" curve, is nearly

that under curve A, being about 15% away in the direction of the area

under curve B. Although this calculation was for a desorption case at

l foot packed height, similar calculations and plots for absorption cases

and for desorption at 2 feet packed height show this behavior to apply

there, also.

For oxygen runs. the~&lt;fore, the true N.T.U. was taken as

N.T.U. - (N.2.U.), + 0.15 [(xr), - (¥.7.0.), | (16.1.11)



where (N.T.U.); was computed by Equation (16.1.8) and (N.T.U. )o was

zomputed by Equation (16.1.9).

An entirely analogous situation applies when Cep 18 greater than Cer

with Equation (16.1.11) again being the best to use for calculation.

The same relationship also applies to the case of a desorption run. To

use Equation (16.1.11) for these various cases » €&amp; must always be taken

as Ce - Cop (and will be a positive or negative number, depending on the

case at hand), and the driving forces must always be taken as Cr, - Ce.

They would therefore be negative numbers for an absorption case.

In most of the runs the N.T.U. calculated from Equation (16.1.8)

differs by no more than a per cent from that calculated by Equation

(16.1.9), so the problem of the "best" approximation to use becomes

a moot question. What is important though, is that the N.T.U. predicted

oy either of these integrals is in many cases several per cent different

from that calculated by Equation (16.1.6), which was the equation used

oy Holloway and is the one that would normally be employed when one

neglects pressure drop and temperature change effects.

The curves marked D in Figures 16.1 and 16.2 correspond to the

ase of Equation (16.1.6). In order to fit this equation to an analytical

integration of the form (16.1.4) for (CL - Ce) linear in Cp it is

necessary to integrate only from CL=Cg -&amp; toCq = Cp so that the



mltiplicative term before the logarithmic term in (16.1.4) becomes equal

to one. This requirement is the primary reason for the lesser area under

surve D and corresponding erroneous result predicted by Equation (16.1.6).

An error of three or four per cent in N.T.U., H.T.U., and Kia

sould not have a serious effect on the variation of Kya with liquid flow

rates found by Holloway in most cases (see Chapter 18). In the current

study, however, a small error in Kja and H.T.U. can have an appreciable

effect on the slope of the plots of H.T.U. and Kia versus diffusivity.

This is so because of the small range of diffusivities and transfer

coefficients (a factor of 4.5 in diffusivities), because the correction

would apply only to the oxygen point, and also especially because of

the great weight given to oxygen data in determining the slopes of log

H.T.U. versus log Dy (see Section 16.2).

Since the values of C, carry such weight there is also a problem

of which literature values of oxygen solubilities to use. Seidell (125)

gives several sets of oxygen solubility data. At room temperature

these various sets of data have a range of about 3%, which means that

the choice of data can definitely affect the N.T.U. computed from

packed tower runs, especially in instances where the rate or tower

height was great enough to bring the oxygen in the water close to

equilibrium with the air at the tower bottom. Seidell (125) gives



a

several sets of solubility data. Winkler's data cited therein lie be-

tween the two most recent literature values; also they were checked to

an extent by some preliminary experiments made by Holloway (61h). For

these somewhat arbitrary reasons the Winkler data were adopted for cal-

culations in the present work. A plot of the Winkler data is given in

Figure 19.2. A comparison of the absorption data for oxygen for Runs

53, 64, and 66 with the desorption data of Run 65 throws the exact

accuracy of the Winkler oxygen data into question (see Section 5.1.2).

16.1.3 Carbon Dioxide

Contrary to the situations for the other four solute gases there

was, ln the carbon dioxide runs, often a concentration of carbon dioxide

in the inlet water sufficient to give a significant build-up of solute

in the air stream, and a consequent increase in Co in the air as it passed

up through the tower. This was a result of the higher solubility of

carbon dioxide in water.

For the dilute streams encountered in this work the air and water

solution flow rates may still be treated as | constant throughout the

tower, and the carbon dioxide partial pressure in the air at any point

is given by the following simple material balance, which says that

the amount of carbon dioxide leaving the water between any point and

the tower bottom equals the amount entering the air stream between



the bottom and that point.

where

 L__(cp, -Cg) =
co. —Gre (p - pp)

|&amp;" air flow rate (mass/time area)

° = air density (mass/volume)

-

J = gas constant (atm. volume/mole degree)

D = solute partial pressure at any height (atm.)

(16.1.12)

pp = solute partial pressure at tower bottom (atm.),

and other terms have been introduced previously.

Combining this material balance with a Henry's law relationship

For carbon dioxide (p = Hey), there results

L RT
A1/8 “Pa - Cg) + pp
Cr

(16.1.13)

In this case, as in the oxygen case, H, F A’ and T may all vary somewhat

from tower top to tower bottom; however in all instances for carbon

dioxide runs the percentage variation in Cr, - Cg was such as to over-

shadow the effects of variations in H, T, and Pa For carbon dioxide

runs the first term in parentheses is much greater than the second (pg)

term; whereas for oxygen runs the second term is much greater than the

First (no significant solute build-up in the air stream). The result is



that for carbon dioxide Cg may be taken as a linear function of Cy, while

for oxygen C, has to be taken as a linear function of h, the tower height.

Because of the linearity of C,, and thus C; - C,, in C;, Equation

(16.1.4) (or its alternate form (16.1.8)) applies for the calculation

of N.T.U. for carbon dioxide.

N.T.U.) Cp - Cg 1m (CL = Celt
Ne. ole OL = —

Cm -Cp -&amp; (CL - Celp
(16.1.8)

ere Cop is calculated from Equation (16.1.13), and pp may be taken as

6 x 107% atm, a value found by Holloway in preliminary work (6lb) and

about twice the normal value cited for the average concentration of

carbon dioxide in air. The actual magnitude of this number hag practically

no effect on the N.T.U. calculated; the important effect is the build-up

of carbon dioxide in the air stream because of the relatively large rate

~&gt;f mass transfer.

The magnitude of Cg in carbon dioxide runs is never so great relative

to Cf, as in oxygen runs; therefore the relisbility of the solubility data

employed is by no means as important. Seidell (125) gives the data of

Bohr (1899), which are representative of other literature data, and

were measured at sufficiently high pressures (1 atmosphere) to suppress

the hydrolysis reaction which would occur in pure water (see Section

15.3 and Reference 61f for a discussion of the possible hydrolysis of



carbon dioxide in distilled water and Cambridge city water). The data

&gt;f Bohr were used for the present calculations.

16.1.4 Temperature Corrections

Sherwood and Holloway (131) found a variation of ka with o*0-023T

(T in degrees Centigrade or Kelvin); however the results discussed in

Section 5.2.2 indicate that a better relationship is for kira to vary as

2 10-020T This corresponds to a change of 2.0% per degree.in H.T.U. All

H.T.U. and Kia (= kya) values were corrected to 25°C in this manner,

using a plot shown as Figure 19.1. In no case, other than when the

effect of temperature was being studied, did this correction exceed

2.0%.

1662 Method of Averaging and Plotting Results

16.2.1 Plots of (H.T.U.)qy, versus Dy,

The methods of statistics applied to small numbers of observations

26 presented by Dean and Dixon (26) were used to obtain "best" values

of the H.T.U. at each flow condition for each solute. In essence the

procedure involves taking the median rather than the mean of the various

values measured for individual sets of samples in individual runs. The

median is more efficient for a number of observations less than eight,

primarily because it is less influenced by a gross error in a single



observation. In only three cases was the median not taken as the best

value. In these cases the data tended to cluster in groups of relatively

aqual size at either end of the range, and the mean was taken instead

as the best value.

fhe best measure of the population (true, for an infinity of

measurements) standard deviation for eight or less ob servations is given

Oy Sy, a factor obtained as the product of the range, w and a factor K._,

which is tabulated by Dean and Dixon and is a function only of the number

of observations. Similarly the best estimate of the population-varience

1S Sus ’

As is shown by Mickley, et al, (9la), the best estimation of the

rariance of the best value of a set of observations from the true value

is the sample estimate of the variance from the true mean, defined as

Swea2 =Sn (16.2.1)

¥If the usual statistics of large numbers of observations applied, the
best estimate of the population standard deviation would be the sample
estimate of the standard deviation, defined as

TTT_2
(x4 - X)

ns - 3
 re

where nj is the number of observations and xj - x is the difference
between an individual observation and the mean value.



a,

shere ni is the number of observations and By™ is the variance computed

from the sample. 5.2 is used here rather than = because of its greater

efficiency. A summary of the best values of the experimental data is

given in Table 13.2, along with the values of sp° and sy in each case.

Since there is a wide range of values of _ for the various sclute

gases at the various flow conditions, it is desirable to use a weighted

least squares technique to derive the best plot of log (H.T.U.) vs. log

Dy, for each flow condition.

The ordinary least squares method of fitting a straight line to a

plot of two variables is the linear regression of one variable y ¥, upon

the other, x. Such a technique involves minimizing the sum of the

squares of the differences between the reported values of y and the

values given by the straight line at the corresponding x. The procedure

nowever assumes that, if the straight line is a true functional relation-

ship, only the measurements of the y variable may be in error.

Such is not the case here, for both the H.T.U. values and Df, values

were measured experimentally, and en examination of the Sp values for

sach indicates that the error in one is certainly not negligible in

comparison to that in the other; in fact the relative errors in H.T.U.

and Dr are roughly equal for a given solute gas.

Davies (24) presents a method for Titting a straight line functional



relationship to data by least squares for a case in which both variables

nay be in error. Use of the method requires that o-2y (population

variance) be the same for all points and that or also have a certain

constant value, not necessarily equal to =&gt;Cy. The line is required to

70 through the mean - X, ¥ - of the observed data, and has a slope, b,

jetermined by

there K€

andnm

- Jn? 4x2

oy] 2x
Rg ny

[= (34-92-25 (mn -12]
J

di

S (x -%) (v1 - 7)

(16.2.2)

(16.2.3)

(16.2.4)

In the present instance some points (i.e., oxygen) have very small

variances (55°) with respect to both H.T.U. and Dy, and others (i.e.,

helium) have relatively larger variances. There is also not too marked

a tendency for the H.T.U. variances and the Dj, variances to bear the same

ratio one to another for all five solute gases at the same flow condition.

There is, however, a strong tendency for the solute gases to line up in

the same order for H.T.U. variances as for Dy variances.

Since by visual inspection there was only a choice of a few per cent

Lo be made in the establishment of the slope of a log H.T.U. vs. log D1,

plot, the absolute reliability and validity of the least squares technique



could be sacrificed to the simplicity of using an analytical method rather

than employing a more tedious trial and error method.

In applying the analytical method, a weighting factor, W;, was

applied to each point. W; was defined thus:

(E.T.U. )ar (dr.)°
(su”)g. pu. (su2)py

1/2

(16.2.5)

That the reciprocal variance is indeed the proper weighting factor use

is shown by Mickley, et al, (91a). The geometrical mean was employed

somewhat arbitrarily in order to retain an equal influence of both

values of Sp= on the resulting Wi values. Relative dimensionless

rariances (sp° + (measured velue)2) rather than the absolute, dimensional

_— values are employed because we are here dealing with log-log plots,

rather than simple rectilinear ones.

The weighting factors are introduced into Equation (16.2.4) so as

to "count" each point a number of times proportionate to the weighting

factor. Thus (16.2.4) becomes

Ww &gt; )

w) (v1 -W (x4 - XX
i .

&gt; ¥oy

(16.2.6)



or

where Yr and Xe are now weighted averages of the points.

Vor ~
s* Wivys
n§ Wy=

(16.2.7)

The line now must pass through y,, X,, and will have a slope, b, defined

oy Equation (16.2.2).

It remains to define a value of k° for use in Equations (16.2.2)

and (16.2.6). If we let log (H.T.U.)qp, correspond to y and let log Dy,

correspond to x, then x® equals an average value of

[ ea®n.0. (PL)%/ (su)py, (0.0.)% . The simplest obvious way of
joing this is to define k° thus:

ny a

antilog ( 2 Wi log ki”
&gt; LE

 JM (16.2.8)

sere ki° = [(eann. (0)? (852)pp 2.0.6)
i

The logarithmic averaging method is necessary so a i 2 of 0.5 will carry

the same weight as a x; 2 of 2.0. In one case (L = 2100, G = 1400) the

individual variances were such that k;Z for the three points measured

were much different from one another, and the weighted means required



the line to pass essentially through the oxygen point. In that case

&lt;© was taken as 1.0. The data were such in all cases that a change of

a factor of two in x2 would have an almost negligible effect on the

resulting slope.

Thus the analytical least squares technique that was employed

treated the points in the set for the five solute gases at a given flow

condition as if (sp)g. mu. / (H.T.U.) Zor vas in the same ratio to (s0°)py
2

/(Dg) at all points, and as if (sp2)q. 7.0. at one point bore the ratio

to (5,2). 7.0. at another point that (80°) H. 7.1. (s0°)py,
(H.T.U.)oL Dy,

2
bore between the points (and, of course, that (sy )py/(DL) bore between

the points). Such a technique, although certainly not rigidly valid,

represents in most cases a close approach to the true situation, and

certainly an accurate enough technique to give the desired 2% accuracy

in the resulting slope of the line.

For his case Davies (24) gives the vs "lance in the resultant slope

153

b)  x2 (12 + p22
ny; B3

5 Zz (x - x) +b S (x - x)(y - 5)

(16.2.9)

Applying the weighting factors as defined by Equation (16.2.5) to this,

there results



55 (b) = 0.18 (x° + b°)=
ny

3 SW (x-%)Epk Ss (x-X)6 - TY)
—

(16.2.10)

The best estimate of the standard deviation of the slope is then{s? (b).

The factor of 0.18 is equal to (1/2.303)%, end results from the fact that

the weighting factors were based on fractional variances defined as

sof (vest value) , whereas the absolute variance in the log, of the

juantity is [ log e] 2 or (1/2.303)%, times the fractional variance
in the quantity itself.

16.2.2 Plots of Log (H.T.U.)qp. vs. T.

The problems encountered in the fitting of a line in the log (H.T.U.)

vs log (Dy) plots do not enter in the case of plotting log (H.T.U.)

against temperature. This is so because the temperature values may be

zonsidered error free in measurement compared to the H.T.U. values.

With such being the case, a simple regression of log (H.T.U.)qp

upon T gives the best straight line fit of the data. No weighting is

necessary either, since all H.T.U.s presumably have the same precision.

The line must pass through log (H.T.U.) and T, and the slope is given

(24) by
nj

2 (x-%i-7)
fi So
S (x - x)

(16.2.11)



where y denotes log (H.T.U.)qr, and x denotes T. The variance of the

slope is given (24) by
nq 2
s (vi - 11)

ng _ x
(on - 2) s (x -x

(16.2.12)

where Yi is the value of y predicted by the line at Xs

16.3 Sample Calculations

16.3.1 Diffusivity: Carbon Dioxide (Run 2)

NaOH = 0.0314 M

HCL = 0.0420 M

ml. NaOH

Weight of Sample - g.

Lean Sample

16.48

50.35

42.75

9.37

Rich Samples

43.21

9.99

Vol. Sample

weight . m1.

@ Ho0
ml. HC1

mmoles. NaOH

(=0.0314 Xx ml.)
mmoles. HCL

(=0.0420 x ml.)

50.45

7.58

0.5175

0.3226

9.39

21.99

1.342

0.924

10.01

21.72

1.357

0.912



x $d

Lean Sample Rich Samples

ml

mmoles. CO2
(=1/2(mm.NaOH -

mm. HC1))

Conc. CO2

mmoles. COp
ml. sample

A ~
- ~ C12 - Cop

0.0975

Cor =

0.001932 M

3  ~~
aN 9 0.222

0.0223 M 0.0222 M

 pe = ave. = 0.02225 M

0.02225 - 0.00193 M

0.02032 M

For Cell 2: V io/Vl = 0.9766;

Vo/V1 Cop = (0.9766) (0.001932)

A = 0.019

0.001887 M

A/2 (Cig + Cop) ) 3 9 (0.02225 + 0.00193)

0.000230 M

AC, = Cir ob Vo/Vy Cop + A /2 (Cie + Cor) ( Eq. (14.5.29))
0.02225 + 0.001887 + 0.000230

0.02437 M



rd

0.02437&gt; 2) = log 5 552s)+810 (—
YD

‘al
ry Nol

logy, (L- A/6) = log (1 - 0.019)

=,

” 4248 minutes

8° ~

y = 0.9883

0.0349 em. =2

oy, = 2.303

V Bt te
1 " 6 Eq ® 14 e ® 28)

2.303 . 1 .

(0.9883)(0.0369)(80) tp (min.)
= cm?

log (1 - 2/6) | ee

log ( A Co)
ACe

=
sec. for Cell 2

£.1130 [10g (82) + log (1 - 2/6]
————"

te (min.)

1.1130 0.07898 - 0.00139 |
5

2.03 cm”
sec.

Run 63, Sample Set #1.



Fractometer Calibration: 0.00425 millimolar/millivolt

Peak Heights: Lean 3.12 x1 = 3.12 mv

Rich 4.79 x8 = 38.3 mv

0.0133

C
T)'N I.C)or = ln (=\ ° Equation (16.1.5)

= 1n (12.26)

2 81

Packed Height = 1.17 feet = h

(H.T.U.) gp, = h
(N.T.U. J oL

1.17
2.51

 -—- 0.467 ft.

Water Temperature: Top = 24.T°C

Bottom = 24.7°C

Average = 24.7°C

emperature correction to (H.T.U.)qp (see Figure 19.3)

D). 7%

(H.T.U. )op, at 25°C = (0.993)(0.467)

0.46 feet



16.3.3 Oxygen (H.T.U.)qr: Run 69, Sample Set #1

Room Pressure 762.0 rm. Hg

Room Temperature

Na pS203

n8.0°C

5.13% MN to O2

Bottom

13.25

Top

26.75ml. NapSp03

Corrected flask volume 252.9 ml. 243.1 ml.

. ml. 5203 x 0.134,&gt; ( flask volume 0.3214 MM = Cy 0.6750 MM = Cr

Nater Temperature ol 20 25.0°C

Vapor Pressure of Water (py) 22.6 mm Hg 23.8 mm Hg

Pressure at low tower tqp = 1.7 mm Hg gauge

Pressure at drop through packing = 2.0 mm Hg

Pressure at tower bottom 762.0 + 1.7 + 0.3 mm

764.0 mm Hg = “TT B

762.0 + 1.7 - 1.7 rm

762.0 nm Hg = TT ,

Pressure at tower top

Solubility of oxygen at 24.2°C = 1.279 millimoles/l.-atm

Solubility of oxygen at 25.0°C = 1.261 millimoles/l.-atm



~

vaR

Na 0.21 ( 7 - py)/H

0.21 (764.0 - 22.6) (1.279)
780.0

Equation (16.1.7)

0.2620 MM.

Similarly,
v

TUN 0.252

Cap - Cag = 0.2572 - 0.2620 = -0.00L48 MM.

Now

(N.T.U.)gra = Cr-% wm (C-Cr gy (16.1.8)
Cp - Cp - (C - CelB

0.6750 - 0.321% in 13-210 - 210.6750 - 0.3214 + 0.00 0.3214 - 0.2020

0.987 1n (7.03)

L. 92

(N.T.U.)grp = 1n (C - Celp
(C - Celn “&amp;

In (0.6750 - 0.2572{2 3210=0.26204+0.0048

Eq. (16.1.9)

(N.T.U.)qp = 1.92 - 0.15 (0.05)

1.91

iv ~ packed height = 2.13 feet

(H.T.U.)qr, h = 2.13 = 1.12 ft.
(N.T.U. ) OL 1.91



fod r

2k.6°C

Temperature correction (see Figure 19.3)= -0.9%

(H.T.U.)or,at25°C (0.991)(1.12)

l.11 feet

16.3.4 Carbon Dioxide (H.T.U.)qy: Run 40, Sample Set #1

NaOH = 16.50 MN to COo

HCL = 8.92 MN to COs

ml. NaOH Added

Sample Weight

Sample Volume

(= weight)
§ B20

ml. HCL

meq. NaOH

(= ml x Mh
103

meq. HCl =

(= ml x Ma103

meq. COo
{= NaOH-HCL)

20.00

51.9 g

52.0 ml.

2.59

0 330

N.024

0.306

Bottom

 II

20.00

16.8 g

 i.

16.8 ml.

26.03

0.530

0.232

0 298

40.00

29.6 g

29.7 ml.

18.14

0.660

0.162

9) L 28

Top

40.00

II

25.1 g

25.2 ml.

26.75

0.660

0.239

0.421



Conc. total

COs + HCOx
( eq. CO )

ml.sample

Conc. COp
(= Conc.total
-0.22 MM)

Accept Cn

~~

5.90 MM

5.53 MM

Bottom

16.60 MM

5.68 MM

11

5.83 MM

5.61 MM

16.82 MM

16.60 MM

Top

iI__

16.77 MM

16.55 MM

fo compute Cog and Com:

Peo, in inlet air (assumed) = 6 x 10 ata

solubility at 25°C 0.145 g/100 g Ho0 atm

LL x 10% = 33.0 MM.

a) ,

vel

 |
2IiMT

(33.0) (6 x 1074 = 0.02 MM

Cp = 16.60 - 5.68

|Coon

Amount of COo desorbed = (0.01092 g mol/1.)(2100 1b/hr.£tZ)(0.45% 1./1b)

10.4 g mol/hr.fte

 (28 pt) (1 £t3 {3 gAir flow rate (285 1b/hr.ft Go 15)(28.3/1¢ (55 =)



4290 g mol/hr.ft2

PCOs at top =

~

va

=
PO

(N.T.U.)q, =

10.4 + 6 x 1074
[390
D).0030 atm

(0.0030)(33.0) = 0.10 MM

Ce = Cep = 0.10 - 0.02 = 0.08 MM

I: 1n (€ - Celp

Cp - Cp - € (C - Celp

10.92 ln 16.60 a 0.10
10.92 - 0.0 5.60 - 0.02

Equation (16.1.8)

1,08

Packed height = 1.17 ft =

(H.T.U. ) qr, = h/(N.T.U.) qr,

dl

L.1l7
1.08

1.00 PL.

Average water T

Temperature correction

(H.T.U. Jor at 25 °c

25.4°C

QO.

(1.009) (1.09)
1.10 +.



16.3.5 Least Squares Fit of Log (H.T.U.) ve log Dy, plot:

L 2100, GCG = FW

5 2/(H.T.U. )2=
Median No.
1.7.U. Range Obs. Ref-(39) _ pn.

Solute (6) (ft) =o NW
cjg 1.85 0.12 C. ¥ 0.0490

20, 1.05 0.37 0.0458

D5 0.93 0.06 10 0.33 0.0258

0 0.66 0.07 5 0.43 0.0U456

de 0.62 0.13 7 0.37 0.0776

s 2/ (8.7.0. )°n

0.00060

0.00030

0.000062

0.000k2

0.00086

5 ( Ei = (H.T.1.)%(PL)2
see e

mp opy sp Dp, 2 7.0. 5D
(g.T.U.)s logDy, Dp
6.0 x 1074

Solute

C3Hg 1.079
Cop 1.021 3.0
2p 0.968 0.62

1p 0.820  h.2

He

log 10 x

(H.T.U. Jor

0.301

0.382

0.681 4.0

3.1

1.3

0.33

1.11

0.24

0.792 8.6 0.799 11.1 0.10

1.96 x 10+*



UIA
at

Solute

20,

do

15
Jeo

al

2
50H. T.U. (Dy)
—ETTSm“Dr, (H.T.U.)

k:2
——

1.20

0.97

0.48

1.05

0.TT

0.1 antilog

2)kyS\LY X X47)(10 Xglo

1.079

0.986

0.682

1.022

n.886

ny
= W; log (10 x iy?)

&gt;

W; log(10 x k;%)

0.194 x 10k

0.325

0.757

0.245

0.089
1.610 x 104

Equation (16.2.8)

J.1 antilog (1.610 x 10% )
1.96 X TO

5,66

{0.66

) L1

[etting y4 = log

Solute

Co,

Jo

Hy
1,

(10 x H.T.U.)qg, 4, and x; = log (Dp)y

Wiyy

0.19% x 10%

Wx;
0.028 x 10!

0.337 0.099

1.074 0.424

0.197 0.163

0.079 0.080

1.881 x 10° 0.794 x 10°



yy =

XK, -

nj

2 Wy
n-

c We
aan

n

-

 nm

- ia

1.881 x 10% = 0.960
1.96 x 10%

0.79%x10% = 0.405
1.96 x 104

Se

Solute Yi ~ ¥-
2 -— )2x; =x; Wily; - wy

C3Hg 0.119  -0.247

CO, 0.061  -0.10k

0.008  -0.023

0.140 0.276

0.168 0.394

25.4 109.8

12.3 35.7

0.7 5.9

47.0 182.8

28.2 155.2

489.4113.6

2k- Ww (yy, -v,2 Wily -vy
nj

S W(x, - x,)2
nj

2 ZS Wilyi - F)(xi - Xy)

113.6 - (0.66)(489.4

5 0:8)
111J

n T2458

Wy (x4 - x) (yy = Yur)

52.9

=20.9

-~ 2.0

-02.7

-86.2

254.7

Equation (16.2.4)

Equation (16.2.2)

0.411 + ~ 0.169 + 0.66

0.411 - 0.911 = (taking negative root for negative slope)

J.50



To compute s2(b):

Lb) = 0.18 (k° + 12)
ng Ly

eS Wx mx) eve TS Wx - By - Tp)

Eq.(16.2.10

(0.18) ((0.66)° + (0.50)%)2
(0.66)3/2 (489.14) + (=0.50)(0.81)(+264.7)

3 “LT

3b) = (0.000407)}/2

21

+s°(b) / b= 0.021 = 4%
0-50

16.3.€ Air flowrates

3 General formulae

From ref. 109, p. 40k.

Pm - C4)2 [a ( :45.5 KYD,,

where qi = air flow (ft3/br)

o(1 - 3 Hy-1/2—t

v
. = orifice coefficient of discharge



G « D,;/D;
Dy =

Dy =

orifice diameter (in.)

upstream pipe diameter (in.)

» og for butt-end orifice

density of manometer fluidPm

5
density of air, upstream

density of air in manometer leads

manometer reading (in.)

 yr expansion factor

To convert g; to G (based on empty tower cross-section):

AP 2s » Ar - G;

F IX

CI
Amp “=U

A
b =

-

density of air at room T and pressure/density of air

at 25°C and 1 atmosphere.

density of air at 25°C and 1 atmosphere (1b/ft3)

tower cross section (ft2) = 0.797 £t°

oir flow in tower (1b/hr.ft2)

3ince red gauge oll ( P= 0.826 gm/cc) was the manometer fluid:

-y
J =

2 1/2

45:5 Ppa CY Dy fa8 Ca Hn ) /
A © 25 /



fe

(45.5)(0.001186 x 62.h)of'cY D2 (0.826 - 9,001 5 | M2
0.797 0.0011 mn

2111.3 CY 7 D2 (Hn)

Since Hp is actually measured in cm: H,, = 2.54 BH

N
J = 11.3 CY o 2 Dog (Hog)2

. 1/2 2
29.9 CY oA! Dos (H,,)

Y, the expansion factor, is given by Figure 47, p. 403, in reference 109

as a function of the relative pressure drop across the orifice. In all

cases encountered in the present work it differed from 1.00 by less

than 1 per cent. Thus

3 1/2 p.2 (2)69.9 C ed 21 cm

De Calculation of Desired Air Manometer Pressure Drop for

a Specific Run: Run #2

In this case Doy

Pressure tap

2 inches

b 75 inches downstream

(16.3.1)

Stovepipe diameter = 4.08 inches

From Figure 51, page 403, ref. 109, since for any G above 210 1b/br. f°



the Reynolds number through the orifice will be greater than 30,000:

hh

uf wg

Hence

"4
J + 69.9 7? (0.635)(2)2(Hp) 2

178 Y 2 (Hop) 1/ 2

Since the air flowing through the tower is saturated with water vapor,

whereas that flowing through the orifice contains only the room content

of water vapor, another correction must be made to this expression to

account for the gain in water vapor content.

5
J 178 og Y2 (1 + hos - 0) (Een)?

where hpg = sbsolute humidity of saturated air at 25°C (1b.H50/1b.air)

absolute humidity of room air (1b.H-0/1b.air)

776.5 mm Hg

Room Dry Bulb T = 18.9°C

Room Pressure =

Room Wet Bulb T = 7.8°C

A

125 =

0.0022 1b.H20/1b.air

0.0209 1b.H,0/1b.air



4 re

 3}

~{ . 176.5 x _298
7 201.9

no

Desired G

~l
1/2 _

200 r

Hom

L.02

~

~

\ 3

z J

) 1b/br.ft2

(273)12.02) (1.0187) (8, ) 2

{ cm of red gauge oil.



Summarized Data and Calculated Results

Ieble 17.1 lists the original data and the values of H.T.U.

calculated therefron.

Table 17.2 presents the "best" value of H.T.U. for each solute

gas at each flow condition, together with the estimated variances and

range standard deviations of these values from the true value. "Best"

values are also given for runs at 2 ft. packed height and deaerated

water.

Table 17.3 summarizes the least squares slopes of the log H.T.U.

vs. log Dy and log H.T.U. vs T plots, and the estimated standard

jeviations in these slopes.

In Figure 17.1 are presented the original pressure drop vs.

air flow rate data.



TABLE 17.1

Summary of Packed Column Desorption Data &amp; Calculated Results

a Water  T

~ u atmos, P(A. BO) mr7 mop Bottom Cr Cp Cer Cg (C-Celp (C=C) (B.T.U.)g;, Taye (H.T.U.)z5
Fun Solute (1b/hr £2) (1b/br £2) (mM. Hg) Tb. air. (°C) (°C) (°c) (w/1) (aw) (w/1) (m1) (ma) (w/a) (NTU gp (Ft) (°c) (Ft)

ee—-Effective Packed Height = 2.04 Ft.eee-- =-—sem mmmamen 1 —-

Lx 02

a

2000 00 Preliminary

T76.5 0.00223 2000 00 2h.bh
2h. 6
24.6

Pl
ch

2)
-
i.

0.502
0.515
) 318

2.293
0.297
2 205

0.263
0.26k
3.260

0.266
0.264
y. 266

0.239
2 4b”

0.0340
0.0333
lo EVI §

1.91
2.01
~ J

L.07
1.01
0.59

24.6
24.8
ol,

1.06
1.00
0.99

Nr 2700 778. L 0.0030 25.1
25.2
25.0

Dt
2,

&gt;

0.624  D.310
0.610 0.305
n.63Fk 0.303

0.259
0.255
N.255

J. 263
0.260
NY. 260

» 2 .0b78
0.0426
5.043)A

 nN:. L.02
2.69
n. 7

25.
26.2
26.3

1.0L
1.02
1.00+i ug

On 2100, 900 754.2 0.0065 24.9 25.0 24.8 0.632 0.302 0.255
25.1 25.6 25.1 0.627 0.303 0.252
25.1 25.6 25.2 0.631 0.301 0.252
25.1 25.6 25.1 0.625 0.305 0.252

0.256 0.378 0.0468 2.08
0.255 0.376 0.0486 2.01
0.254 0.379 0.0469 2.06
0.255 0.373 0.0508 1.96

0.98 2h.9 0.98
1.02 25.4 1.02
0.99 25.4 1.00
1.04 25.3 1.05%

we Prt-3 PF? WE TT

3% On 2100 000 782.2 0.0035 2k.0 26.6 25.1 0.783 0.h21 0.257
23.9 25.h 2k. 7 0.790 0.434 0.262
24.0 25.9 24.8 0.803 0.433 0.261
oh.1 25.8 24,9 0.820 0.433 0.262

0.265 0.526 0.156 1.18 0.91 25.9 0.93
0.266 0.528 0.168 1.13 0.95 25.1 0.9
0.266 0.542 0.167 1.15 0.93 5.4 0.93
0.266 0.558 0.168 1.18 0.91 25.4 0.92

“= active Packed Height = 1.1”

|

2100)

&lt;02 2100

CcOn 2100

2%) 769. 5 0.0050

at 749.6 0.0025

900 768.0 0.0038

25.0
25.1
25.2
25.2

25.7
Dl23-3

23.0
25.0

2h. 3 25.0
24. L 26.1
ol.5 25.8

25.1
5
A

2h
25.1
oh.Q

0.769
0.778
0.765

0.407
0.409
2 Los
 Xe74

Fey

23.7 T.h6
23.9  T.48
25.5 7.96

0.257
0.258
C.254

ce

0.08
0.08
0.06

0.260
0.260
2.958

0.02
0.02
0.02

0.513
0.520

0.5117

0.147
0.149
0.146
0.141

1.23
1.24
1.23
1.27

1.05
0.96

1.05
1.19a il

23.6 7.44 1.16
23.8 7.46 1.16
22.4 7.93 1.0k

0.96
0.9%
0.97
0.95

1.13
1.01

1.01 oh. 7 1.00
1.01 25.6 1.02
1.13 25.4 1.13

* Pool height at bottom of air notches. (Pool height 3/4" lower in all other rums).



4

a 4 Atmos. P (1P- H20y air p
fun Solute (Ib/hr ££2) (Ib/hr ££°) (MM. Hg) Ib.alr. (°C)

y CoA 2100 900 57.7 0.00" 25.5
25.h

766.7 0.0049 2.3
24.2

- n= 1757.0 0.0068 4.6
25.0

25.4

24.3

24.7

24.5
24,5

2109

2100

2100

2100

00 758.0

760.5

752.4 0.0058

300

300

200

4

5 }

2100 TT: 0.0040 25.8
25.8

7 &amp; L 2100 TE rev 0.0058 24.6
ol,7

18 5100 T6( 0.0036 25.3
25.3

{ 2100) T4.6. 0.0050 25.2
25.3
25.3

—\ 's 2100 The.2 0.0045 255
25.9

7 1 0s 2700 T65.3 0.0046 25.5
ns.6

2 Oo 2100 n= 767.7 0.0045 24.8
25.3
25.3
25,3

He 2100 8 T71l.4 0.0055 23.4
ol,2

Water

Top
2s 0st

T
Bottom Cp Cp Cer Cen
(°c) (Mv/1)  (vM/1) (MM/1) (Mm/1)
al 2 2.3 T.M 0.06 0.02
© 24.2 7.55 0.08 0.02

2h ~ 0.216 0.0385
~ 0.262 0.0426

0.257 0.0388
0.245 0.0393

0.285 0.0412

0.465 0.0785

0.478 0.0752

0.471 0.0880
0.510 0.0931

1.23 0.465
1.34 0.457

1.29 0.488
1.28 0.495

0.247 0.0290
0.24 0.0274

0.714% 0.390
0.722 0.38
0.721 0.380

0.706 0.405
0.711 O.h2h

0.719 O.h1k
0.718 0.418

24.2
NE.

2%.9
Mv

25.4
26.1

2h.1

25.5

25.0

25.2
26.2

25.2
26.0

25.1
25 5

2,1
29.5

22.8
2
~
(

‘

Pr

r
c

)

2"
25
25.
2% 3

pl
24
25.1
25.5

2 0.726 0.420
0.737 0.417
0.735 0.413
N.731 0.405

0.262
0.259
0.255
 nN. O8D

0. 26k
0.262
0.259
) e255

ohh 23.9
05.6 24.8

0.263 0.0379
0.270 0.0364

{C-Cq)p (C=Ce)p
(MM/1) (MM/1)
21.2 7.73
2,1 .

0.216
9.5

(N.T.U. Jor
1.06
L..T

1.73
1.82

0.0385
0.042.

0.038”
0.05.

0.0412

0.0785

0.0752

0.0880
0.0931

0.465
0.b57

0.488
0.495

0.0290
0.0274

Sa
0.285

0.465

0.478

o.k7
0.510

1.89
1.83

1.94

1.78

1.85

1.68
1.70

1.23
1.34

1.29
1.28

0.247
0.244

0.98
1.07

0.98
0.96

2.14
2.18

0.452
0.465
0.467

0.4"
0.450

0.129
0.127
0.10%

0.15"
0.14

1.26
1.30
1.31

1.09
0.99

0.k-
0...

0.3)
Yo

1.12
1.0%

0.hAY
0.478
0.480
 Nn. 479

0.175
0.155
0.154
3.149

1.08
1.11
1.12
1.15

0.263
0.270

0.0379 1.9%
0.0364 2.01

(H. T.U. JoL Tave (H.T.U.) 25
JAF) (kc) __(Ft)

1.10 24.1 1.08
1.00 24.8 1.00

0.68 24.6 0.67
0.. 25.0 0.65

0.62
0.65

0.60

0.66

0.63

0.68
0.70

1.20
1.11

1.20
1.23

0.54
0.54

0.91
0.90
0.90

1.08
1.16

1.02
1.09

1.06
1.04
1.06
1.04

0.60 24.2 0.59
0.58 25.2 0.58



- d Atmos. P

am Solute (1b/br £t2) (ib/hr £t2) (MM. Hg)
24 He 2100 285 763.7

5 r-&lt; 2100 Te 763.5

- Water

a ms Ar T Top
1b. air (°c) (°c)

0.0032 25.3 23.9

24.6 2h7
25.6 25.

“100 TELL 25.4 25.2
25.3 26.7

25.2 25.52100

~~,

2
PE

&gt;F 23.3 26.1
25.4 26.2

24.5
25.0

24.525.6 226
25.6
25.6

24.6
25.8

2h.7
25.4

24.4Rr 23
25.4 24.9
25.4 25.7

2h. hb 25.4
24.9 26."

N -r 0.007%

3) ») -c
b. 0.00-%

1 Gg DD Tc 0.00%;

32 C3Hg TW) TT. 0.00!

$3 CaH4 5000 764.% 0.00L5

23000 757.7 0.0068

5000 64.9 0.0075

 GC 5000 761.4 0.0050

of O~ 3000 3 759.5 0.0085 2,2
24.6
Sh .0

25.4
2545
25.5

18 On 2100 IY, 764.6 0.0062 ol. 7 24.4
25.3 25.1
25.90 25.4

x
Bottom

(&lt;¢)

2

25

mt

 ~~ ox

Yo.

2

~» -r

&gt;,
a

nl,
-

2h

pl &amp;

3 ~

2
RS

&gt;
Tr oJ
4.8

23.8
24.3
oh.6

Cp Cp Cer Cen
(mv/1)  (MM/1) (m/1)  (MM/1)
~ Aka 0.0415

0.uh9
0.479

3 0.532
Log 0.523

0.153 0.030%

0.280 0.0445
0.098 0.0505

0.311 0.0640
0.25” 0.0708

0.227 0.0548
0.0543

0.968
0.954

1.08
1.10

1.14
1.12

2.0
3.10

PTE
2.7

0.131 0.0256
2.136 0.0226

0.131 0.0261
ND.130 0.0220

0.730 0.431
0.748 0.439

0.256
2.251

2.255
2.255
3.256

D.2%
D,455

2.761 O.uh2
0.TTh 0.453
2.780 0.457

0.786 0.416
0.781 o.h11
0.795 0.409

0.25°
0.257
N.258

0.262
0.258
0.257

0.264
0.262
0.261

(C-Co)q
(Mv/1)
0.240

1.28
1.16

1.38
1.57

0.153

0.280
0.298

0.311
0.28"

0.227
0.2L

2.15
2.22

2.68
3.16

2.75
2.76

0.131
0.136

0.12%
0.3.

0.L~
0. hor

3. 5
05?
 ol Ou

0.524
0.523
0.538

(c-Ce Jp
{Mv/1)
0.0l15

0.449
0.479

0.532
0.523

0.0304

0.0445
0.0505

0.0640
0.0708

0.0548
0.004

0.9%
0. yy

1.0¢
1.10

1.14
1.12

0.0256
0.025

0.02A,
J 020

C.1z
9. LE

0.1F"
0.196
2.199

0.152
0.149
0.148

(H.T.U.)op ‘ave  (H.T.U,)ps
(N.T.U. )gp, (Ft) (°c) (Ft)

1.75 0.67 ~3.8 0.65

1.03 ohh 1.10
: 35.6 1.31

1.2%
1.23

0.73

0.65
0.67

0.73
0.84

0.80
0.81

1.47
1.40

1.27
1.12

1.32
1.30

0.72
0.66

0.76
0.67

1.17
1.22

1.17
1.22
1.23

24.1 0.93
24.7 0.94
25.0 0.92



a

L a Atmos. P10: B20, mir 7
Run Solute (Ib/nr £12) (1b/hr £2) (wm. Bg) Ib.air’ (°C)
39 Op 2100 285 768.6 0.0088 24.6

24.5
25.3

Water

Top
(°c)
24.5
25.0
25.0

24.7 25.8
25.4 24.6

25.2 26.1
25.1 25.1

2h, 2h,2-3 2e2
25.1 24.4
25.3 24,9

24.5 24.4
24.8 25.5

25.5
25.6
24. €
Bo

26."

T
Bottom

(°c)
7

4.3

Cp Cy Cer Cen
(1) (w/a) (aya) (af)
0.798 0.438 0.262 0.26
0.796 0.430 0.260 0.263
2.792 O0.h27 0.257 0.261

16.6) 5.66
17 “2 &lt;a

17.65
18.24

16.84
18.44

12.38
13.86

0 CO 2100  oa."» 759.4 0.0075 50
#-~

ta

 co 2100
,~  bp

or

2 coo 5000 LE 162.4 0.0039 oh.i

)43 Cop 5000 767.3 0.0035 5.20
5.40

1.59 0.575
L.?7  0.56k

0.698 0.275
2.728 0.30k

0.580 0.318
0.580 0.242

0.46 0.181
0.455 0.202

25.4 0.509 0.214
25.9 0.514 0.231

24.9 25.5 25.0 0.711 0.429 0.258 0.260
25.0 25.4 24.9 0.728 0.437 0.258 0.261
25.1 25.9 25.3 0.751 0.L4ho 0.255 0.259

1,by CHE 5000 TE3.b 0.0039

a 03H NTH 76. 0.0080

46  C3Hg Be) 167 0.00€3

bee C3Hg tr “0 760.2 0.0074

LL:7 S000 764.6 0.0061

howe 0, 5000 900 769.1 0.0065

ow?

(B.T.U.) Tave (H.T.U.)(NTU)op (Ft) OL (°c) (Ft) 25
1.12 1.05 oh.1 1.03
1.16 1.01 24.7 1.02
1.15 1.01 25.2 1.01

1.08 25.4 1.10
1.08 24.7 1.07

1.05
1.05

1.21
1.27

1.31
1.22

1.13
1.32

1.26
1.36

1.92
1.3%

1.30
1.45

0.214 0.87 1.37
0.231 0.80 1.50

0.453 0.169 0.97 1.20 25.3 1.20
0.470 0.176 0.97 1.21 25.2 1.21
0.496 0.181 0.99 1.18 5.6 1.20

(c-Ce)
(a3,
0 «53 3%
oi

(C-Cqo)p
(4/1)
0.172
9.167
0.166

“anack Colum

50 Oo S000 NN 763.1 0.0059 24.5
25.0
25.3

25.7 25.0 0.592 0.378 0.254 0.258 0.338
25.8 25.2 0.597 0.380 0.254 0.257 0.343
25.7 25.3 0.596 0.379 0.254 0.257 0.342

0.120
0.123
0.123

1.01 1.16 25.h 1.17
1.01 1.16 25.5 1.17
1.01 1.16 25.5 1.17

Steam deaerated water’ (cooled with plastic films over tanks).



a Water T
- ¢ Atmos. P Ibe BO p00 gp Bottom

mm Solute (Ib/br £2) (fur 142) (we. Be) (Bram) (0) (CO (0)

51 02 10,000 900 70.3 0.0047 2.1
2.8

wn Wo Cc 768 = 0.0N37 25 . n
.
~~

eh. 2h - £

oF -

- 10 2M) En, 0.0110 25.1
2

2.9
2,9

25.
~~,

25.1

24.0
2h...

Pp 10.000 165. 0.0133 2h.F
Sea

“3 p 10,000 T  nN 764.0 0.0149 25.1
24.8

2h,9

25.4

25.2
25.0

25.”
25.5

25.5

25.3

25.72
24.6

24.8
24.9
2c.1

25.2

25.2
24.8

19.0
21.0

2h.bt
26.5
31.”
23.4

56  COp

5T CO

58 C3HG

10,000

10,000

10,000

TN

900

3A

762.7

T61.4

752.5

0.0104

0.0083

0.0102

0.0062

0.0050

59 qT. 2,100 ~o or 7s€ 20.2
21.3

19.}
21 oa

0 1 2,100 x 60 2h5
26.

25.0
ry

21 Ho 2,100 200 75¢ x 0.0037 2. h 32. %

52H, 2,100 L.400 168.7 0.0078 26.6
26.2

Ye, » J)

“Wr J

33 He 2,100 1.400 768.8 0.0105 or 2k,7
25:6 25.1

25.6 25.2 24.9
25.2 26.2 25.3

255
25.1

ab Vy

Cp Cy Cer Cop (CClp (CC)
(ev/1)  (w/1)  (MM/1) (M1) (a1) (afi)

0.497 0.259 0.268 0.603
0.502 0.260 0.263 0.609
0.510 0.261 0.263 0.617

0.097
9.082

0.28~
J.302

0.342
0.3% -

0.122
0.140

0.3k2
Oe;

0.090
0.101

0.090
7.101

0.0272
0.0%.

0.0255
0.03%

4.18

2.17

0.305
0.3

0.06"
0.0€

0.0450
0.0"

0.02
0.07

0.0272
0.0302

0.129 0.0255
0.142 0.0306

9.70 4,20

5.11 2.19

0.665 0.305
0.746 0.320

0.330 0.0605
0.33% 0.0633

0.296 0.0450
0 229 9.0455

0.294 0.0448
9 729 0.0333

0.289 0.03%
n.259 0.0376

0.163 0.0133
n.186 0.0162

0.129
0.1k2

9.62

5.05

0.665
0.746

0.330
0.334

0.294
0.329

n.08 0.02

0.06 0.02

0.204
0.279

0.280
0.293

0.163
0.186

0.0397
0.0376

0.0133
0.0162

0.1572 0.2403
0.1502 0.2395

0.2594 0.2621
0.2545 0.2602

0.1022 -0.0218
=0.1043 =0.0207

(2.T.U.)q. Jave (H.T.U.)

1.25 24.8 1.24
1.27 24,9 1.27
1.09 24.8 1.28

22.9 1.08
25.2 0.90
25.3 0.88
25.4 0.96
2h.k 0.77
25.0 0.76
25.1 0.72
25.1 0.76

25.4 1.41

25.3 1.39

25.2 1.51
24.8 1.38

19.2
21.1

24.7
27.0

L.3b

1.50
1.53

1.62
1.54

0.84

0.85

0.78
0.85
1.70
1.66

1.88
1.98
1.8
2.7

32.2
3.7

1.99 25.8 0.60
LCs 26.1 0.62

2.51 = 0.46
2.44 25.4 0.48

1.60 0.73 25.1 0.73
1.76 0.67 25.8 0.68

*%¥Absorption



i

Run Solute (1b/hr £2) (Ib/hr £12) (ne fe) i (°c)
 0p 2100 1400 766.5 0.0137

Water P
Bottom7 Cp Cp Cer Cen

(Me/1) (a1)  (mv/1) (e/a)
0.6324 0.3367 2.2595 0.2608
0.6237 0.3331 0.2565 0.2604
0.6259 0.3349 0.2581 0.2604
0.6218 0.3320 9.2560 0.2599

(C-Ce)p
(Mv/1)

25.2
25.0
25.0
25.1

oh ae) 0.3729
0.3672
0 .3678
0.3658

23
LF

55 2 PB 767.6 0.0087 25.6
26.3

yr r.
ec ae

- 0.346 0.0365
0.332 0.0405

0.1595 0.2391
0.1562 0.2379

0.333 0.0405
0.335 0.0349

0.1568 0.2409
20,1571 0.2434

ect
 . 2

2
"

J
has

0.346
0.332

-0.0946
-0.0084

b-3i=2- 25.8
26.7

”
” 0.2541 0.2598

n.2546 0.2598

6 NCH 767.1 0.0087 ol.7
24,9

DE ZK
ol

0.333
0.53%

Vu GC 24.8
 5 0

25.5
25.0

25.0
ohht

0.2583
N.2569

0.2610
1.2640

0.1015
00,0998

7 On O00 762.14 0.0110 27.2 27.1 26.8 0.6761 0.3960 0.24Th
29.3 29.4 29.0 0.6611 0.3799 0.2377
31.2 32.3 31.3 0.7473 0.3886 0.2268
21.3 20.7 21.3 0.8017 0.4781 0.2804

0.2492 0.4287
0.23% 0.4234
0.2306 0.5205
0.2804 0.5213

(C-Ce)p
(M4/1)

(8. T.U. Jor Tave (B.T.U,) 5

1.58 0.74 25.0 0.74
1.53 0.Th 25.4 0.75
1.58 0.7h 25.2 0.75
1.58 O.7h 25.5 0.75

25.4 0.52
25.4 0.56

25.8 0.71
25.7 0.73

25.3 0.56
2h. 7 0.45

0.70
0.67

0.0759
0.0727
0.07L45
0.0721

0.0365
0.0405

=0.0207
-0.0210

0.00
2.03

0.0201
0.0206

2.1468 1.06 1.10 27.0 -
0.1404 1.10 1.07 29.2 -
0.1580 1.17 1.00 31.8 -
0.2005 0.96 1.22 21.0

madden TY Lt aa Prt

59

0

58 On

Oo

Ho

SNC(

2100

2100

ah

00

NL

766.6 0.0125

762.0 0.0141

T70.5 0.0094

24.9
25.0
ng.2

2k.9
2h.L
oh.bh

25.5
nsbt

Td
zt
2 &gt;o)

oko

&amp;
26
of

oh
2h
De,

24.9 25.2
25.1 25.1

0.8410 0.3711
0.8380 0.3640
9.8477 0.3658

0.6750 0.3214
0.6641 0.3150
0.6729 0.3169

0.551 0.0318
0.570 0.0334

0.2611
0.2586
nN 95600

0.2572
0.2520
Ne 2520

0.2639
).2619
1.2612

2.2620
0.2593
0.2575

0.5799
0.579%
2.5877

0.4178
0.4121
 Nn .L200

0.551
N.570

0.1072
0.1021
4.1046

1.67
1.71
L.72

1.01
1.9%
1.92

0.0318 2.85
0.0334 2,84

1.26
1.24
1.24

1.12 24.6 1.11
1.10 25.4 1.11
1.11 25.5 1.12

0.75 25.1 0.75
0.75 25.1 0.75

¥¥%% Absorption



TABLE 17.2

"Best" Values Of Data

(H.T.U. or
(1b/hr £12) (1b/hr £12) Solute [Ft)(at 25°C)

2.04 Ft. Height - High Pool.

Oo 1.02 3%

(s,,/H.7.U.)

&gt;T Ft. Height - High Pr-7

0.93 od2.100 o00 Or
+
i Ft. Height - Low Po

2,100
2,100
2,100
2,100
2,100
2,100
2,100
2,100
2,100
2,100
5,000
5,000
5,000
5,000
5,000
5 ,000%
5, 000%

900 0s
000 Coo
200 He
200 Ho
200 C3Hg
285 05
285 He

&gt; 5 Ho2 CO;BR,
300 05
200 Ho
5CO fe
200 COs
200 C3Hg
200 C 3Hg
0 Os

0.93
1.05
0.62
0.66
1.20
1.06
0.59
0.67
1.06
1.24
1.20
0.80
0.70
1.25
1.30
1.h1
1.20

 + C

ro ioyTow». “7 Ft. Height - low Po

5,000 900
10,000 900
10,000 900
10,000 900
10,000 9005” 100 1.Loo

02
Oo
Ho
He

Cop
Hn

1.17
1.27
0.93
0.76
1.40
0.56

(s,2/H.7.0.2)
(x 10 H

0.62
3.0
8.6
4,2
6.0
0.85
6.2

16.5
1.17.3
0.92

11.6
12.3
2.8

1.15
28.0
2.6
0.81

24.0

XDeaerated water



ru.

3
5

(1b/hr £t3) (Ib/hr £t°)
2,100 1,400
2,100 1,400
2,100 1,L00

Solute

(H.T.U.)qy,
(Ft) (at 25°C)

He 0.7
Oo 0.75
Ook 0.70

(8y/8.1.U.)
(S,°/H.17.U.2)

(x 10%)

1%1

39,

T.2
0.11

 13 ™t. Height - Yow Poo?

5,000
2,100
5.100

900
300
200

Oo
Oo
Ho

1.2h
1.11
0.75

1%
14

Absorption

TABLE 17.3

least Squares Slopes of Plots

A. Log (H.T.U.)qp, vs. log (Dp)

17 Ft. Packed Height, Low Poo.

i. 3

2,100 900 -0.50
2,100 285 -0.53
5,000 900 -0.5k4

10,000 900 -0.53
2,100 1.k00 0.148

s2(b)

0.02
0.02
0.03
0.03
0.03

s2(b)/b

ha,
5%
6%
5%
2

Vw

.960

.999
1.049
1.087

,863

Xy

 L405
393
A423
Lh
108

B. Log (H.T.U.)qr VS T

1.17 Ft. Packed Height, Low Poc

L G Solute

5,000% 900 02
2,100% Q00 Ho

TT » ——

-0.0083°¢c"1
-0.0072°¢-1

2.3

-0.019°c"1
-0.016°c-1

s2(b) 52(b) fo
0.0008°c-1 10%
0.0021°c-1 294,

#Repacked Column
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CHAPTER 18

RE-EXAMINATIONOFTHEOXYGENDATAOFHOLLOWAY

The accuracy of Holloway's calculated oxygen transfer rates (61) has

been thrown open to question for two reasons:

1) An equation (16.1.6) which was derived for the case of no change

in interfacial equilibrium solute concentration was applied to

cases where there was a significant change.

2) In instances when, either because of a small H.T.U. or because

of a large packed height, the concentration driving force at the

bottom of the tower becomes very small, there is a question of

the reliability of the Winkler oxygen solubility data, upon

which the calculated H.T.U.'s are based.

Holloway's liquid phase results are divided into two parts. In the

first a single dump was studied (containing an equivalent six inches of

and effect in eight inches of packed height) with primary attention being

paid to the effects of temperature and different solute gases. In the

second part many different packings were studied, with oxygen as the

solute and the temperature being maintained constant at essentially 25°C.

The Part I results are of interest for comparison with the present

data for the effects of temperature and of solute diffusivity.

All of Holloway's data were originally calculated using



(Cy, - Ce)
(N.T.U.)gr, = 1n °L ~ "eT

(Cy, - Clg
(16.1.6)

whereas the discussion of Section 16.1.2 shows that the correct value

°F (N.T.U.) or lies between the two bracketing values of

(NTU) = Cp - Cp 1n (Cp, = Clq
Cp -Cg - € (CL - Cel

(16.1.8)

and

(N.1.U.)gp = In (Cp - Cp
(Cp, - Ce) -€

(16.1.9)

where E = Com - Cop

In the case of Holloway's data, € , when it has a significant value,

usually does so primarily because of heat transfer to the air stream from

the water and because of humidification (see Section 16.1.2). In the case

of the present data most of the change in Ce through the tower comes

from heat loss through the tower walls, an effect essentially linear in

tower height and not linear in Cy. Heat transfer to the alr stream and

humidification occur primarily at the bottom of the tower and serve to

accentuate the nonlinearity of Cg in Cy. This serves to make the correct

value of (N.T.U.) qr, calculated from the raw data lie further away from

Equation (16.1.8) in the direction of Equation (16.1.9). The magnitude



of this effect is derived in the following calculation for Holloway's Run

47, Part I:

Data for the run were as Iullows:

Top = 22 mm

Bottom = Q mm

kp = 1.48 x 107° 1b 05/1b H,0

fg = 0.830 x 1072 1b 0,/1b HO

Water Temperature: Top = 36.8°C

Bottom = 30.6°C

Xen = 0.70 x 107 1b Oy/1b HO

%op = 0.776 x 107° 1b 0p/1b HO

£ = -0.076 x 107° 1b 0p/1b HyO

L = Loo 1b/hr f£t°

3 = 230 1b/hr ft°

Here € is definitely significant, being of the same magnitude as the

bottom driving force. The N.T.U. calculated by Holloway's equation

(16.1.6) is 2.66; whereas those calculated by the bracketing equations,

(16.1.8) and (16.1.9) are 2.38 and 1.79. Thus the 2.66 value is in error

by at least 11%, an amount which can be important in the determination of

the effect of temperature on the (H.T.U.)qr.

The total heat loss by the water may readily be calculated as

Total heat loss (400 1b/br ££2)(1 Btu )(6.2 x 1.8°F)
16 °F

+500 Btu/hr £t°



The amount of this due to vaporization of water is also readily

ralculated.

2
Jap. Loss = (230 lb/hr ft )(1 1b-mol)(22.9 m.£.)(18 1b )(1042 Btu)

29 1b (60 Tb mol 1b

; Btu/hr £t°

The amount of heat transfer occurring from the water stream may

be estimated as follows: From the results of McAdams, Pohlenz, and

St. John (89) the value of hsa for 1 inch carbon rings at these flow

conditions is 150 Btu/hr ££3°F. The value of hra is 1200 in the same

anits, so hga controls. Assuming that the effect of packing dimension

on hea is small (see e.g., (133f) by analogy to kga), a combination

rate expression and heat balance may be set up.

3
‘150 Btu/hr ft °F)(1 ft height) &amp; To. toms

prose

(230 1b/nr ££7)(0.24 Btu/1b °F)(T, - T,)

One foot is taken as the effective packed height, since Holloway found

a lesser end effect on the same dump for gas phase transfer behavior than

for liquid phase behavior. Since this run was apparently made in the

sinter, Tp may be taken as 18°C. Water temperature, for purposes of

approximation, may be taken constant at 33°C. Then

m33-T 150 = 2.7
33 - Tp (530) (0.25)



33 -18 = 15
33 - Tp

and Tp = 32°C, corresponding to close equilibrium of air and water

temperatures at the too.

I'ne heat loss through transfer to the air stream is then

Heat Transfer = (230 1b/hr £t )(0.24% Btu/1b °F)(14 x 1.8°F)

1400 Btu/hr £t°

I'he heat loss from the column to the surrounding atmosphere

vas then, by difference

Heat loss to atmosphere = L500 - (2500 + 1400)

500 Btu/hr ft

Most (87%) of the heat effect on C, therefore occurred through heat

transfer to the air stream and vaporization, effects concentrated at

the bottom rather than linear in height.

The true history of the Cy; - C, curve through the column may now

be approximated, assuming C_, linear in water temperature, in a manner

analogous to that used in Section 16.1.2 for temperature linear in

height.



The temperature effects due to vaporization and heat transfer are

represented approximately in Figure 18.1 as functions of tower height

as "decay" functions, characterized by the (H.T.U.) of either process.

Thus, since to a first approximation, the water temperature drop due to

heat transfer follows:

Per cent of total water temperature drop due to heat transfer ~~

» of total heat transfer accomplished ~ increase in air temperature,

the water temperature change due to heat transfer is denoted by a straight

line semi-logarithmic plot of a pseudo-water temperature against tower

height, with such a slope that QATg .. / 4 Trop = 15, since

(Pr. -mT)
air WB _ 15 (see previous page,

(T -T)air wT

Similarly, from Holloway's water vaporlzation results, the water

A T due to vaporization is characterized by a semi-~logarithmic plot

vs. height such that A Tpoiion/ ATpep = 3 (since (H.T.U.)g = 1.0 ft

and eh/H.T.U. = 3). These two curves are shown in Figure 18.1.

If the small heat loss to the atmosphere is neglected, these two

zurves may be compounded in the proportion of the heat effect due to each

to give an approximation of the temperature (and Cc.) profile in the water

stream. This profile and also the one for a linear variation of Ce in

neight are plotted in Figure 18.1.
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In the exact same manner that was employed in Section 16.1.2, this

Se profile in height may be used to obtain plots of Cp, - C, and

1/(Cg, - Cg) vs. Cp. Figures 18.2 and 18.3 show this for Holloway's Run LT.

fhereas a heat effect linear in height in this case gives an (N.T.U.) op,

only about 15% between the two brackets, the effect of vaporization and

neat transfer serves to make the (N.T.U.)y; lie about 25% of the distance,

area-wise. between Equation (16.1.8) and Equation (16.1.9).

The 25% figure applies in general to Holloway's Part I data, as

nay be verified in this same manner for other runs. Table 18.1 presents

Holloway'sPart I temperature variation data recalculated by this

sriterion.

For the Holloway's Part II data, a correction of this sort rarely

axceeds 1 or 2%, with some few exceptions, because the water temperature

was held essentially constant and hence C_, did not vary so markedly as in

Part I. Also, these corrections would affect all data more or less

equally, with the slope of the log (H.T.U.) vs. log L plots for the

various packings being unaffected. With a probable 10% variation of

d.T7.U. between various packed columns, such a correction in the

absolute values of Holloway's H.T.U.'s would have little meaning.
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TABLE 18.1

Re-calculation of Holloway's Part I Oxygen Data

(Values only Relative because of End Effect).

230 in all runs

Run
i
6

-~

0
hl
43
hy
45

x

M3

Ave. T°C
hho
400
hoo
400

2,200
2,000
2,000
2,000
2,000
2,000

10,000
10,000
10,000
10,000

10.0
13.0
34.0
25.5
6.1

37.0
25.5
32.5
14.0
19.3
8.8

37.4
30.0
17.0

Corrected to L = LOO
Corrected to L = 2000

(H.T.U. Holloway
ft. (8.1.0 -) corr. % corr

0.ho*
O.4h.
0.28
0.34
0.80%%*
0.43.
0.53
0.46
0.32
0.57
1.10
0.64
0.76
0.94

As was mentioned at the beginning of this chapter, another source

of inaccuracy in Holloway's calculated results is the possible 1% error

in the Winkler oxygen solubility data (see Section 5.1.2), which was used

for calculations by Holloway and in the present study. To the extent that

the (cq, - Ca) driving force at the bottom of the tower is small in com-

parison with the absolute value of C., a small error in the solubility

lata can have a large effect on the resultant (N.T.U.) and (H.T.U.). In

Holloway'sworksuch a condition was approached in cases of comparatively



low values of H.T.U, and in instances of high packed heights. The

percentage error in (H.T.U.) resulting from a 1% error in C. may

be estimated using Equation (5.1.2)

A(H.T.U)o, o ANTU)o, = - (Cp -Cpl(Ce) Ac

(H.T.U.)gp, (N.T.U.)op (Cp, - CodplCp, = Ce)p(N.T.U)gr, Co

(5.1.2)

Since the error in C, is expected to be about -1% (Section 5.1.2), the

error in an H.T.U. for desorption calculated with a Winkler C, is such

as to give too high a value of H.T.U. For absorption an opposite effect

WCCUrs.

Table 18.2 summarizes the possible corrections in some of Holloway's

typical H.T.U. values. The main variables affecting the correction are

the magnitudes of the (H.T.U.) orp, and of packed height.

TABLE 18.2

Possible Corrections Of Holloway's Oxygen Data
for -1.0% Error Present in Winkler Data

PartI (Six inches of end effect)

Run
47
46
43
32

Packed Height
Inches

wd
7

x

r

_L
400
400

10,000
2,000

Packing
in. R.R.

1-1/2
1-1/2
1-1/2
1-1/2

Cale. (H.T.U.)qr,

0.28
0.4k
0.64
0.43

% PossibleCorrectior
6
~1
-1
Be



TABLE 18.2

Part II

Packed Height
Run Inches L
106 19.0 Loo
112 19.0 8,000
13k 6.5 500
80 49.0 4,000
83 49.0 32,000
90 17.0 4,000
38 6.5 4,000

Packing
in. R.R

1-12
1-1,2
vn

Calc.(H.T.U. Dor,
a—

0.64
1.22
0.55
0.96
3.h
0.96
c.°5

% Possible Correction

J
-2.5
-2
-9
-1
-2

In the Part I data the effect of the solubility error is small in

all cases except for the lowest flow rate (L = 400) at high temperatures.

Even in this case the effect on the best slope of the log Ho.T.U. vs.

T curve (see Figure 5.6) would be for all intents and purposes insig=ificant.

In his Part II studies Holloway measured rates for two different

packed heights of 1-1/2 inch Raschig rings: 19 inches and 6.5 inches.

As may be seen in Table 15.2, there is no great effect of solubility

arror on either the slope of H.T.U. vs. L at a particular height or on

the relative values at the two heights in comparison with one another.

In the case of 1 ineh Raschig rings, Holloway studied packed heights

of 49 inches, 17 inches, and 6.5 inches, finding close agreement between

the H.T.U.'s at the two larger heights, and 10 - 20% lower H.T.U.'s at

the 6.5 inch height. As may be seen in Table 18.2 the principal effect

of the solubility error would be to lower the H.T.U.'s for the larger

height (49 inches) to values intermediate between those for the 17

Inch and the 6.5 inch height. This 9% correction in the results for



49 inches of 1 inch Raschig rings is the largest correction emanating

from a 1% solubility error applicable to Holloway's Part II results

for various packings.

In summary, then, the main effect of taking C, variation through the

tower into account is to alter the variation of (H.T.U.)qyr, with

temperature as shown in Table 18.1 and Figure 5.6, and the major effect

of a -1% error in oxygen solubility is to place the values for a 49

inch height of 1 inch Raschig rings intermediate between those for a

17 inch height and a 6.5 inch height at lower water flow rates.
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MISCELLANEOUS PLOTS
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CHAPTER 20

NOMENCLATURE

= Total interfacial area between gas and liquid (area)

= Effective interfacial area = fa (area)

= Total surface area of packing (area)

= Reacting solute (see Chapter 10)

= Cross sectional area of empty tower (area)

Slope of line (see Chapter 16)

Concentration of solute (moles/volume)

Orifice discharge coefficient (Section 16.3.6)

Concentration in rich side of diaphragm cell (Chapter 1k)

(moles/volume)
 N
I~ Concentration in lean side of diaphragm cell (Chapter ny

(moles/volume)

oF

4

oP en.

Concentration of physically dissolved reacting solute

(Chapter 10) (moles/volume)

Solute concentration in liquid phase at tower bottom

(moles/volume)
4
2 Concentration of solute in liquid in equilibrium with

solute partial pressure in bulk gas (moles/volume)

“G

“Gi
&gt;
i

#L

“m

= Concentration of solute in bulk gas (moles/volume)

Concentration of solute in gas at interface (moles/volume)

Concentration of solute in liquid at interface (moles/volume)

Concentration of solute in bulk liquid (moles/volume)

= Concentration at distance m( a y) from interface (moles/

volume)



pl = Concemtration at distance (m+l)(&amp; y) from interface (moles/

volume)

".
n

~
“

n+l

~
R

4

very

A 1
LW

= Concentration at time n( at) (moles/volume)

= Concentration at time (n+l)( at) (moles/volume)

= Concentration of reactant in bulk liquid (moles/volume)

= Solute concentration in liquid phase at tower top (moles/

volume)

= Concentration dir“~rence in diaphragm cell at conclusion of

run (moles/volume)

23 Con = Logarithmic mean concentration difference (moles/volume)

A C = Concentration difference in diaphragm cell at initiation of

run (moles/volume)

= Differential

= Arbitrary length dimension (length)

= Nominal packing dimension (length)

= Tube diameter (length)

Diffusiviyy of physically dissolved reacting solute (area/

time)

2
Dr int = Integral liquid phase diffusivity (see Section 14.5.2)

(area/time)
J Diameter of sphere of same surface areas as packing piece

(length )

J
R

D
v

J
Pi

= Diffusivity of reactant in solution (area/time)

Diffusivity of solute in gaseous phase (area/time)

= Diameter of orifice (length)



= Base of natural logarithms

Fi -x2
2rf (x) = Error function = [ {7% e ax

erfc (x) = Complement of the error function = 1 - erf (x)

axp (x) = e&amp;

7
m

2
InJ

Solute escape rate (see Chapter 12) (moles/time)

= Fraction of more active surface (see Chapter 8)

Fraction bulk water is saturated with desorbing solute——
a

(see Chapter 12)

= Function of x

= Acceleration due to gravity (length/time?)

= Bulk gas flow rate through tower (mass/time* empty tower

cross sectional doen)

Bulk gas flow rate through tower (moles/time+ empty tower

cross sectional area

= Tower height (length)

= Absolute humidity (1b. water/lb. bone dry air)

= Effective free fall height (length)

loc = Absolute humidity of saturated air at 25°C. (1b. water/

1b. bone dry air)

'
Ar,
1

0

1.

A

]
&gt;

a

= Gas phase coefficient for heat transfer (flux/degree)

= Liquid phase coefficient for heat transfer (flux/degree)

= Operating hold-up (volume/volume)

= Total hold-up (volume/volume)

= Henry's Law constant (atm. volume/moles)

= Level difference of manometer fluid (length)



(H.T.U.) c = Height of individual gas phase transfer unit (length)

(H.T.U. )1, = Height of individual liquid phase transfer unit (length)

(H.T.U.) oc = Height of overall gas phase transfer unit (length)

(H.T.U.) oa &gt; Height of overall liquid phase transfer unit (length)

= An individual value in a sequence

bry = Cas phase mass transfer factor (defined in Section 8.2.2)

= Defined by Equation 16.2.3

= Individual gas phase mass transfer coefficient (moles/area

time atm.)

£ 1
G

kX

= Local value of k, (i.e., at a point)

= k ~ measured in the absence or suppression of liquid phase

resistance

Km
K8n

tKX Local value of ka measured in the absence or suppression

of liquid phase resistance

= Mean value of kao over contact interval

= koa computed from K.a by two film additivity

Individual liquid phase mass transfer cc~-"“icient (1ength/

time)

L!
L

¥

= Local value of kp (i.e., at a point)

kp measured in the absence or sunnrecssion of gas phase

resistance

= Local value of ko Measured in the absence or suppression

of gas phase resistance

fr
£8

= Transfer coefficient for surface resistance (length/time)

k a for infinite tower height

= Overall gas phase mass transfer cc-"Jicient (moles/area time

cm



{!
G

-

= Local value of K, (i.e., at a point)

= Overall liquid phase mass transfer coefficient (length/

time)

&lt;
K

Te

= Local value of Ko (i.e., at a point)

= Value of Ko predicted by two film additivity

= Range deviation factor

= Effective length of frit pores

= Any particular length (length)

= Liquid flow rate through tower (mass/ time* empty tower

cross sectional area)

Liquid flow rate through tower (moles/ time. empty tower

cross sectional area)

Solubility of gas in liquid (moles/volume atm.)

= Quantity defined by Equation 16.2.4

= Molecular.weight (mass/moles)

= Dusinberre modulus = ( ay)8/o, At

= Absorption rate per unit tower volume (moles/ time volume)

- Biot modulus = Hk , ay/p;

Vy = Absorption rate per unit area (moles/time area)
t -—

4 = Local value of N,

(N.T.U,) a ° Number of transfer units based on individual gas phase

driving force

(N.T.U, ); = Number of transfer units based on individual liquid phase

driving force

(N.T,U.) oa = Number of transfer units based on overall gas phase driving

Poros



(N.T.0.) = Number of transfer units based on overall liquid phase

wl

-

Pp

Pp
Pru
Ps

Ps

oO.

driving force

= Nusselt number

= Partial pressure (atm.)

= Partial pressure of reacting solute in gas phase (atm.)

= Partial pressure of solute at bottom of tower (atm.)

= Mean pressure of inert gas throughout boundary layer (atm.)

= Partial pressure of solute in bulk gas (atm.)

= Partial pressure of solute in gas at interface (atm.)

= Partial pressure of solute in equilibrium with bulk liquid

solute concentration (atm.)

AJ

‘r

A F

aon
np

om
1

Vapor pressure of water (atm.)

Total pressure (atm.)

Pressure drop (atm.)

Volumetric flow rate through orifice (volume/time)

) Volumetric flow rate (volume/time)

= Radius (length)

Gas constent (atm. volume/moles degrees)

. Ratio of phase resistances measured separately = Hk a¥/k a¥

= Reynolds Number

- Danckwerts renewal rate constant (see Section 2.1.2)

. Effective cross sectional area of frit pores (Chapter 11)

(area)

= Sample estimate of standard deviation

= Sample estimate of variance

= Sample estimate of variance from the true mean



= Range estimate of population variance

3 = Schmidt Number

Time

= Liquid surface age (time)

= Elapsed time during run (Chepter 14)

\

T
B

r
T™

)

= Time increment (time)

= Temperature (degrees)

= Temperature of water at bottom of tower (degrees)

= Temperature of water at top of tower (degrees)

= Temperature of water (degrees)

. Linear velocity in direction of flow (length/time)

= Volume

= Volume of rich cell side

fps
J _

= Volume of lean cell side

= Bubble volume

= Flask volume (see Chapter 15)/

= Solution sample volume (see Chapter 15)

= Range of data

x

{

2;

= Weighting factor (see Chapter 16)

- Distance in direction of flow (length)

= Gas "film" thickness (length)

= Liquid "£i1m" thickness (length)

Solute concentration (mass of solute/mass of solution)

Distence normal to interfacial surface (length)

Increment in distence normal to interface (length)

Mole fraction in gas phase

em
a Expansion factor (Chapter 16)



= Height of cylinder (length)

Greek

wt _ Constant in Equation 9.19 (£t-1/2)

-
— Density of air at room temperature &amp; pressure/ density

of air at 25°C. and 1 atm.

Cell constant = 2s/ A V

3(1- A/6)
Surface tension (force/length)

= Liquid flow rate per unit wetted perimeter (mass/length

time)

= K [Ko

=i

AN

A

# An increment

= Deviation factor (see Chapter 9)

= Fraction voidage in packing

= Cap = Cen

= Liquid surface lifetime (time)

= Lifetime of the more active surface (time)

= Lifetime of the less active surface (time)

= Lifetime corresponding to a particular point of surface

(time)

= Thermal diffusivity (area/time)

= 8 Av (see Chapter 14)

1/2= (6, /6 4) /

= Viscosity (mass/time length)

= Kinematic viscosity (area/time)

(1/2) (vo/Vv1 + 1) (see Equation 14.5.10)



~~
| -

°,
Cu
Cas
o

2,

L

3.14159...

= Density (mass/volume)

Density of air (mass/volume)

Liquid phase density (mass/volume)

Density of manometer fluid (mass/volume

= Density of air at 25°C.

Standard deviation (population)

Variance (population)

~
oe: =1m

- Residence time of surface elements in tower (time)

= kp* for chemical reaction/ k * for physical absorption

= ka* for desorbing solute/ k a* for air (see Chapter 12)

- Dissociation factor in Equation 1k.1.1

= Fraction of surface reaching lifetime between 6; and © + 4d;

= Frequency of surface temperature disturbance in ddaphragm cell

(time™1)
/2 _sngth™1)
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