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ABSTRACT 
Infuence campaigns pose a threat to fact-based reasoning, erode 
trust in institutions, and tear at the fabric of our society. In the 
21st century, infuence campaigns have rapidly evolved, taking 
on new online identities. Many of these propaganda campaigns 
are persistent and well-resourced, making their identifcation and 
removal both hard and expensive. Social media companies have 
predominantly aimed to counter the threat of online propaganda 
by prioritizing the moderation of "coordinated inauthentic behav-
ior". This strategy focuses on identifying orchestrated campaigns 
explicitly intended to deceive, rather than individual social media 
accounts or posts. In this paper, we study the Twitter footprint 
of a multi-year infuence campaign linked to the Russian govern-
ment. Drawing from the infuence model, a generative model that 
describes the interactions between networked Markov chains, we 
demonstrate how temporal correlations in the sequential decision 
processes of individual social media accounts can reveal coordi-
nated inauthentic activity. 

CCS CONCEPTS 
• Networks → Network dynamics; Topology analysis and gener-
ation; Network dynamics; Topology analysis and generation; 
• Applied computing → Sociology; Sociology. 
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1 INTRODUCTION 
Social media platforms have become a place where people connect 
with one another, engage in conversation, and consume news. They 
are now also being used as a tool for bad actors to amplify the 
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reach of propaganda. Propaganda aims to shape public opinion 
and infuence how people perceive events. Though typically de-
ceptive in nature, propaganda does not always contain explicitly 
false information. It can be more subtle – presenting images out 
of context, agenda-setting, or fooding the information environ-
ment with irrelevant content to confuse and distract [10, 19]. Given 
the multitude of ways that propaganda can manifest, it follows 
that examining content alone may be insufcient for identifying 
problematic content and combating its spread. 

In this paper, we instead study the dynamics of a state-backed 
infuence campaign, showing how temporal correlations in the post-
ing activity of networked accounts can provide insight into which 
accounts are involved in the coordinated campaign. We show that 
these coordinating accounts would not be easily detectable through 
examining each account’s posting activity in isolation (i.e. they 
do not all exhibit simple bot-like behavior), and demonstrate the 
value of quantifying their causal relationships. Further, we compare 
the implicit, behavior-driven connections between the coordinated 
accounts to their explicit, user-mention network, illustrating why 
implicit relationships are key to understanding the campaign. 

The remainder of this paper is organized as follows. Section 
2 briefy summarizes related work on detecting and describing 
information operations and online propaganda. Sections 3 and 4 
describe the Twitter dataset that we leverage and the methodology 
we employ to examine temporal correlations in the network. Section 
5 presents our results, and we conclude with a discussion on the 
implications of this work, limitations, and future directions. 

2 RELATED WORK 
Prior work on detecting and countering infuence campaigns can 
be broadly categorized as descriptive or detection-focused. Descrip-
tive studies may focus on understanding the goals of individual 
campaigns and the strategies their coordinators employ. For exam-
ple, [6] investigated infuence campaigns linked to Iran. The authors 
found that the campaigns primarily targeted the Arab world, pro-
moting third-party websites aligned with Iran’s foreign policy ob-
jectives. Other studies use insights gleaned from accounts that have 
been previously identifed as engaging in state-linked information 
operations to fnd additional, complicit accounts. For example, [14] 
compared the social networks and interactions of Twitter accounts 
linked to Turkey’s ruling party that were taken down by Twitter’s 
moderation team to the social networks and behaviors of still-active 
accounts collected over the same time period. A number of accounts 
that the researchers fagged as suspicious based on their social inter-
actions were later suspended by Twitter. Still others aim to describe 
campaigns across social media platforms [9, 20]. 

1214

https://orcid.org/0000-0002-1341-5569
https://orcid.org/0009-0009-9181-650X
https://doi.org/10.1145/3543873.3587672
https://doi.org/10.1145/3543873.3587672
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1145/3543873.3587672
mailto:keeley@mit.edu


WWW ’23 Companion, April 30–May 04, 2023, Austin, TX, USA 

The detection-focused papers generally propose some new method 
for 1) identifying false rumors, low-credibility content, or propa-
gandistic rhetoric in individual posts, 2) classifying social media 
accounts as authentic or inauthentic based on their profle infor-
mation and/or behaviors, or 3) fagging coordinated activity. Most 
focus on either content [1, 13, 16, 18], network structure [15, 17], or 
temporal activity [3, 7, 12]. A number of studies have tried to detect 
disinformation campaigns in online social networks (OSNs) by cre-
ating user similarity networks and running community detection 
algorithms to identify clusters of similar users. In [12], the authors 
built a user similarity network by computing the Jaccard similarity 
between the hashtags posted by each user and the accounts that 
they follow and/or retweet. They then weighted users’ similarity 
and ran a community detection algorithm to select the most co-
ordinated sub-networks. [17] similarly used clustering to uncover 
coordinating groups of accounts. The authors constructed coor-
dination networks based on behavioral traces common between 
accounts such as shared images, hashtag sequences, and retweets. 

Temporal approaches range from constructing multi-view coordi-
nation networks based on tweet behaviors (hashtags and URLs) [12], 
to iteratively building clusters of similar users and performing of-
fine analysis to distinguish between organic and inorganic commu-
nity development [3], to studying the infuence between coordinat-
ing accounts using temporal correlations [7]. Our study builds on 
the work of [7] in three ways. First, by demonstrating the applicabil-
ity of the approach to a novel dataset, showing that it successfully 
discriminates coordinated accounts associated with infuence cam-
paigns originating from two diferent countries (Russia and China). 
Second, by comparing the results to those obtained when consid-
ering the explicit user-mention network, which we demonstrate 
is insufcient for revealing coordination. Third, by accounting for 
a broader set of tweet behaviors than previously considered – the 
sharing of similar images, in addition to sharing common hashtags 
or URLs, or mentioning the same users. 

3 DATA 
We study a state-backed infuence campaign linked to Russia, orig-
inally identifed and removed by Twitter, and subsequently pub-
lished as part of their transparency reports.1 In particular, we use the 
accompanying dataset released by Guo and Vosoughi that provides 
background data (negative samples) to accompany the state-linked 
accounts (positive samples) fagged by Twitter [8]. The negative 
samples were collected from the Twitter Stream Grab of Inter-
net Archive 2, which draws from Twitter’s 1% sample stream of 
real-time tweets. Guo and Vosoughi then fltered the positive and 
negative samples to ensure that tweets from both classes were fo-
cused on the same topics, measured by the use of shared hashtags. 
More details on the data collection and fltering methodology are 
available in their paper. We further fltered out accounts that posted 
less than ten times in the dataset to reduce the likelihood of seeing 
coordination based on random chance alone, which resulted in 
122,815 tweets from 269 accounts – 174 in the positive class and 
95 in the negative class. Summary information on the dataset is 
shown in Table 1. 

1https://transparency.twitter.com/
2https://archive.org/details/twitterstream 
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4 METHODS 
We hypothesize that infuence, a measure of causality, is a strong 
indicator of coordination given the behaviors of coordinating ac-
counts could be expected to be predictive of one another. To uncover 
these hidden dynamics, we leverage the infuence model. The infu-
ence model describes the relationships between networked Markov 
chains, and defnes a set of evolution equations for how each chain 
evolves according to its status and the status of its neighbors. We 
choose the model because it can surface temporal correlations that 
may not be discernible from a simple time series analysis, revealing 
hidden coordination between accounts participating in an orches-
trated campaign. We use the Python implementation of the infu-
ence model presented in [7], and available on PyPI 3. The infuence 
model was frst proposed in [2] and extended in [4], [5], and [11]. 

For the state-linked campaign, we have a system of � Twitter 
accounts. We represent all accounts as nodes in a network graph 
and their labels (positive or negative) are hidden. Each account � can 
be in one of two possible states at time � , denoted by �[�] ∈ {0, 1}. 
An account’s state is dictated by whether the account engaged 
in a particular tweet behavior � at time � . We defne four tweet 
behaviors: a tweeted hashtag, a tweeted URL, a tweeted image, or 
a user mention. As an example, if account � tweets a given hashtag 
at time � , then �� [�] = 1, otherwise 0. 

The infuence model is a generative model and its parameters 
can be learned from observations. For each account, we generate 
an observation vector representing all one hour time blocks from 
the campaign’s start in March 2015 to its end in December 2019. 
The value at index � is a binary indicator representing the account’s 
state at that time. We are primarily interested in reconstructing 
the state-transition matrices, which describe how an account’s 
activity in the next time step is infuenced by the current activity 
of the other accounts in the network. We do this using a maximum-
likelihood estimate, similar to the approach in [4]. To speed up 
the learning process, we learn the parameters for each behavior of 
interest (hashtag, URL, image hash, or user mention) individually. 

We can then obtain a scalar infuence measure for each pair of 
accounts by computing the Frobenius inner product of the pair’s 
state-transition matrix and the identity matrix, where zero rep-
resents maximum positive coordination (copycat behavior). This 
infuence measure represents the degree to which each account is 
infuenced by each other account in the network. We hypothesize 
that accounts that are highly infuential on each other’s online 
behavior are coordinating ofine. 

5 RESULTS 
We fnd that across the tweet behaviors studied, the state-linked 
accounts exhibit more coordination than background accounts. 

5.1 Coordination network 
To create a coordination network, we represent the Twitter accounts 
from the positive and negative classes as nodes, where a directed 
edge exists from User A to User B if User A infuences User B 
(defned as an infuence score below 0.5). Each edge is weighted by 
the number of behaviors that show infuence. Figure 1 presents a 
graph visualization of this coordination network. Node sizes are 

3https://pypi.org/ project/infuence-model 
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Table 1: Tweet characteristics in the Russia (May 2020) dataset 

Class Includes a Hashtag Includes a URL Mentions a User Includes an Image 

Positive 1.0 .88 .12 .23 
Negative 1.0 .77 .02 .06 

scaled according to their outdegree, i.e. the number of other nodes 
that they infuence. For clarity, only nodes that exert infuence or 
are themselves infuenced are shown. Two insights emerge – the 
vast majority of accounts in the infuence network are from the 
positive class, and there appear to be two distinct communities of 
state-linked accounts. Figure 2 shows the adjacency matrix with all 
accounts from the positive and negative classes. The block structure 
of the state-linked accounts (positive class) is apparent. 

5.2 User-mention network 
We can compare the coordination network to the static user-mention 
network in which a directed edge exists from User A to User B if 
User A mentions User B. However, as shown in Table 1, users in the 
dataset rarely mention other users and the users they do mention 
are outside the network. Figure 3 shows the user-mention network. 
Similar to the coordination network, it reveals more state-linked 
accounts than background accounts. However, Figure 4 emphasizes 
that the network is very sparse, providing limited insight. 

6 DISCUSSION 
This work demonstrates how an intuitive Markov model can shed 
light on the hidden dynamics of online activity associated with a 
state-backed information operation. We show how an approach 
based on the infuence model reveals a higher degree of coordina-
tion between state-linked accounts compared to background data 
using temporal tweet behaviors alone. This fnding is particularly 
interesting given that the two classes were chosen to have a high 
degree of similarity in their behaviors. All tweets contain at least 
one hashtag, and the tweets that make up each class were selected 
based on containing a common set of hashtags. Moreover, as shown 
in Table 1, the ratio of tweets with a URL is similar between the 
two classes and though more state-linked tweets mention a user or 
contain an image, the percentage is relatively low for both classes. 

We do note a limitation of this approach. The infuence model 
uses a fxed time window, so the results are dependent on the time 
window selected – in our case, one hour. If User A always shares 
the same image as User B fve minutes after User B frst posts the 
image, we only capture the infuence if it takes place in the fnal 
5 minutes of the fxed time window. It further follows that under 
a uniform distribution of behaviors, the infuence model will only 
fnd 50% of connections between accounts. Despite this limitation, 
it appears that even the subset of infuence detected is sufcient to 
highlight coordinating accounts. 

We conclude by highlighting two advantages of this approach. 
First, it requires no contextual understanding of the post content or 
associated entities. We did not aim to identify which hashtags were 
associated with state-linked tweets, nor which URLs were being 
promoted by state-linked accounts. Instead, our approach only uses 
hashtags, URLs, user mentions, and image hashes as fngerprints 
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Figure 1: A graph view of coordinating accounts in the Russia 
(May 2020) dataset. Nodes are scaled by their outdegree and 
displayed using the Fruchterman-Reingold layout, which places 
adjacent nodes spatially close to one another. 

Figure 2: An adjacency matrix � representing state-linked 
and background accounts from the Russia (May 2020) 
dataset. ��, � is colored if account �� exerted infuence on 
account � � for one or more tweet behaviors. 
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Figure 3: A graph view of the user-mention network in the 
Russia (May 2020) dataset. Nodes are scaled by their outdegree 
and displayed using the Fruchterman-Reingold layout, which 
places adjacent nodes spatially close to one another. 

Figure 4: An adjacency matrix � representing state-linked 
and background accounts from the Russia (May 2020) 
dataset. ��, � is colored if account �� mentions account � � . 

to identify the behavior an account is engaging in. Second, the 
approach works in the absence of an explicit network structure. In 
this case, we did not have access to the follower network or retweet 
information. Further, as shown in Figure 4, the user-mention net-
work is too sparse to provide useful insight into the coordinating 
accounts. Despite these data limitations, we were able to construct 
a dynamic, implicit network based on behaviors. This network 
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quantifes the causal relationships between users’ behaviors, re-
vealing hidden infuence in the network and showing promise as a 
technique to use for identifying infuence campaigns in OSNs. 
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