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Figure 1: The Project Mihr Keyboard : Left: Our touch-sensitive keyboard prototype using a graphene-based fabric; Right: the
capturing and recognition of gestural interactions on keyboards with a smart textile is useful for everyday laptop applications,
e.g. web browsing.

ABSTRACT
The physical keyboard has long been the de facto input mechanism
for computers, despite advances in other input forms and modali-
ties. Even with these advances, the augmentations of physical key-
boards have still been limited to keystroke-based entry. We leverage
the inevitable physical touch and motions over a keyboard during
keystroke-based input to present Project Mihr, a physical keyboard
that has been augmented to be touch-sensitive. We leveraged pas-
sive capacitive sensing with a graphene-based textile to detect and
classify rich and expressive gestural interactions over a keyboard.
We conclude this work by describing our characterization on the
sensing performance and presenting several different application
scenarios that are enabled by our technique over keyboards.

CCS CONCEPTS
• Human-centered computing→ Keyboards; Interaction de-
vices; Keyboards.
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1 INTRODUCTION
Physical keyboards for text entry have long remained an important
part of the user input interface for laptops, desktops and other
devices. In addition to text entry through single keystrokes, the
capabilities and expressiveness of physical keyboards have been en-
hanced by keyboard shortcuts. While keyboard shortcuts are widely
used and efficient for issuing commands, they are sometimes dif-
ficult to learn, memorize, and execute. Recently, user interactions
over physical keyboards have been further enriched with the inte-
gration of diverse sensing modalities, e.g. touch and vision. Despite
the effectiveness, integrating sensing modalities into physical key-
board remains challenging because of two critical challenges. First,
sensor integration with physical keyboards should be seamless and
maintain the designed form factor of a physical keyboard. Secondly,
the integrated sensors should be unobtrusive to traditional text
input, thus allowing users to input text through the integrated sens-
ing modalities or with regular keystrokes and shortcuts without
manually transitioning from one modality to another.

With these challenges in mind, we integrated a graphene-based
fabric into a commercially available keyboard, enabling sensing and
gesture recognition to complement traditional text input. We chose
a fabric based approach for sensing, because intelligent fabrics have
already been used for a variety of sensing techniques [5, 10, 13, 24,
37]. Several commercially available input and output devices already
use fabric (e.g. [1, 2, 4]), but primarily for aesthetic purposes. In
this work, we explored a fabric-based sensing approach for gestural
input on keyboards, to overcome the challenges of seamless and
unobtrusive integration.

https://doi.org/10.1145/3544549.3585873
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We differ from previous work, because our passive sensing
modality is non-obtrusive and complementary to existing keyboard
input modalities; it is enabled through the integration of semi-
conductive graphene fabric in the spacing between keys. Such an im-
plementation allows simultaneous input from traditional keystrokes
and keyboard shortcuts, as well as gestural interactions over the
keyboard, thus enriching expressiveness of a keyboard. Compared
with trackpads, sensing over keyboards not only offers a larger
space for gestural interactions but also enables more intuitive and
convenient interactions during typing. To demonstrate the poten-
tial of interactions over keyboard, we prototyped a keyboard with
gesture recognition and performed preliminary gesture recognition
coupling with a random forest classifier. We then used this model
to highlight different usage scenarios of gestural interactions over
a keyboard.

2 RELATEDWORK
We briefly discuss the literature on the different interaction tech-
niques for physical keyboards and touch sensing using intelligent
textiles.

2.1 Physical keyboard interaction
Leveraging the existing input functionalities of physical keyboard,
hotkeys and keyboard shortcuts have been widely used to promote
efficiency as well as to extend users’ interactions over keyboard.
Wobbrock et al. [35] presented a gesture-based text entry method by
using four keys tomimic thewriting of Roman letters. Gestkeyboard
[38] allowed users to issue commands by performing a specific
sequential keystrokes. Interactions over a keyboard can also be
augmented by combining on-body sensing systems. Buschek et al.
[7] proposed extending keyboard shortcuts with arm and wrist
rotation gestures performed during keystrokes, leveraging data
captured by an on-body smartwatch.

To further promote interaction resolution, reduced latency, and
throughput, physical keyboards have also been augmented through
the integration of additional diverse sensing modalities. Thanks to
advances in computer vision and visual sensing systems, webcams
have also been widely explored for on-keyboard and over-keyboard
gestures input localization [26, 34] and identification [8, 40]. Other
than visual systems, Taylor et al. [29] interspersed infrared (IR)
proximity sensors within keycap spacing to sense and recognize the
interaction over a mechanical keyboard. Furthermore, FlickBoard
[30] integrated a capacitive sensing grid into a soft keyboard cover
and combined a trackpad and keyboard into the same interaction
area. Similarly, Gestakey [28] equipped capacitive sensing matrix to
each keycap, which allowed the capturing of users’ subtle gestures
over each key. More recently, physical keyboards using capacitive
sensing have also been presented for AR and VR text entry[20].

Physical keyboards have also been augmented and modified
with smart textiles, which offer users comfort soft and comfortable
feeling [18]. Wicaksono and Paradiso [33] presented a deformable
keyboard interface based on a multi-modal fabric sensing surface.
Wang et al. [32] touch-sensitive keyboards by implementing func-
tional fabric and conductive electrodes above the keys as capacitive
touch sensors. Jeon et al. [12] further demonstrated triboelectric

nanogenerator-based wearable keyboard fabricated with commer-
cial functional fabrics.

Inspired by previous works on fabric-based touch-sensitive aug-
mented physical keyboard, we explored passive touch sensing and
gesture recognition on the keyboard area by integrating graphene-
based fabric with a physical keyboard. Different from previouswork,
our sensing capability is integrated in an unobtrusive and seamless
manner; graphene-based fabric not only offers comfort and aesthet-
ics but also enables touch-based interactions complementary to the
conventional keystroke-based input.

2.2 Sensing Touch with Intelligent Textiles
Widely used textile-based touch sensors can be categorized into
resistive and capacitive by their sensing mechanisms.

A typical resistive textile-based touch sensor converts pressure
stimuli into electrical signals through the change of resistance.
Diverse, soft textile-based interactive interfaces were enabled by
integrating commercial conductive yarns in customized knitted
fabric, where the resistance change was due to conductive yarn
loops interactions [16, 17, 21]. Furthermore, matrix-like textile-
based sensing arrays were presented by the integration of coaxial
piezoresistive yarn in regular textiles [15, 23, 41], and the integra-
tion of conductive electrodes in customized piezoresistive textiles
[6, 11] through digital textile manufacturing tools, e.g. machine
knitting and embroidery. Such textile-based sensing arrays were
widely used for wearable interactive interface [27] and everyday
health monitoring [14, 22] because textiles are soft, conformal, and
offer comfort during daily activities.

Similar to resistive sensing, capacitive sensing converts phys-
ical pressure stimuli into electrical signal through the change of
capacitance. Capacitive sensing has shown enormous potential in
human-computer interaction research because it is purely electrical,
low power, and can be prototyped quickly using diverse materials
for a wide variety of using scenarios [9]. Orth et al. [19] integrated
capacitive touch sensing keypads into jackets through embroidery.
Poupyrev et al. [25] presented touch sensing interface in garments
by interlacing customized coaxial capacitive sensing yarn through
weaving. Wu et al. [36] developed interactive textiles for object
recognition by constructing a capacitive sensing matrix over tex-
tile substrate. Villar et al. [31] localized and identified tangible
objects, as well as a users’ touch and gestures by a capacitive-based
touch-sensitive soft mat. Electrick [39] enables touch input on a
wide variety of objects and surfaces by augmenting objects with
conductive medium and transmitting and receiving electrodes.

In this work, we leveraged passive capacitive sensing by inte-
grating a semi-conductive graphene-based textile.

3 IMPLEMENTATION
Based on the design implications described in the previous sections,
we integrated a semi-conductive graphene-based fabric into a com-
modity keyboard (a Microsoft Surface Pro type cover) for gesture
recognition over keyboard. In this section, we discuss our proposed
sensing principle, characterization result, and implementation de-
tails.
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Figure 2: Project Mihr Sensing Principle and Characterization: Left: Characterization set-up with a 3mm x 3mm conductive
nylon tape adhered to a 5cm x 5cm graphene fabric; Middle left: The signal to noise ratio (SNR) induced by a single touch
increases with the increase of graphene composition of the sensing fabric and the decrease of sensing fabric resistance. Middle
right: Signal-to-noise ratio from a touch on graphene-based fabric strip with different widths at different distances to the
electrode and Right: on the graphene-based fabric strip mounted with and without elevated styrene spacing.

3.1 Sensing Principle
Our sensing is enabled by a custom semi-conductive graphene-
based fabric.We used a commercially available fabric (Alcantara [3])
that is similar to soft, suede-like materials, which was impregnated
with different concentrations of graphene (15%, 20% and 25%), each
of which have different levels of resistance and capacitance. We
measured the resistance of 15%, 20% and 25% concentrations of
graphene in the fabric using a digital multimeter (Keysight 34450),
and found resistances of > 1000 MΩ, 543 ± 143.4 MΩ and 7.3 ± 1
MΩ respectively.

Given the high resistance of the graphene-based fabric, we lever-
aged passive capacitive touch sensing. The human body obtains
negligible electrical potential induced from biopotentials and the
exposure to ambient electromagnetic wave. When the human body
is in touch with the semi-conductive graphene fabric, voltage into
a receiving electrode increases due to the potential leaking from
the human body. Adhering a 5 mm x 5 mm conductive nylon fabric
tape to a 5 cm x 5 cm graphene fabric, we validated the sensing prin-
ciple by measuring the voltage at the electrode (Fig. 2 left) through
a digital oscilloscope (Rigol DS1104). When there was no touch
on the fabric, the signal to noise ratio (SNR) stayed at 1; however,
when a human touch occurred on the fabric, the voltage increased
dramatically and therefore the SNR increased. We characterized the
sensing performance of fabric with different graphene composition.
As demonstrated in Fig. 2 middle left, a larger SNR can be retrieved
from a touch when tested with fabric with a higher graphene com-
position, which obtains lower resistance. Furthermore, we investi-
gated the performance of the graphene-based fabric with different
sensing areas. We measured the SNR from a single touch on a thin
graphene fabric strip (30 cm in length) with conductive nylon taped
on one side as a electrode. In general, the larger SNR was obtained
with a wider strip because a larger contact area was obtained be-
tween the human body and the sensing fabric (Fig. 2 middle right).
The SNR also dropped as the single touch moved away from the
conductive nylon electrode. This agrees with our observation that
a higher SNR can be extracted from sensing fabric with lower resis-
tance and that the resistance increases with an increase in distance
from the electrode on the side.

3.2 Keyboard Integration
To demonstrate the concept of a gesture based keyboard with fabric,
we integrated the semi-conductive graphene-based fabric into a
Microsoft Surface Pro Type Cover keyboard for gesture sensing
and recognition.

As our approach used the space in between key caps, we ob-
served a slight height difference between the surface of key caps
and the in between spacing area, which blocked the direct contact
between users’ finger and the graphene fabric, therefore resulting
in an unstable signal. To address this issue, and before being inte-
grated into the keyboard, the graphene fabric was attached onto an
additional styrene spacing layer (0.25 mm) to compensate the height
difference between the spacing and the key caps. We compared the
SNR from a single touch on the graphene-based fabric integrated
directly to the key caps spacing area and on the graphene-based
fabric mounted on a 0.25 mm styrene layer. As demonstrated in
Fig. 2 right, with a strong press on the keyboard area (i.e. a key
or keys are pressed), a reliable response can be extracted from the
graphene-based fabric with or without the elevated styrene layer;
however, for a normal touch on the keyboard area, which most
users preferred (i.e. keys not pressed), a reliable response can only
be extracted from the graphene-based fabric on top of the elevated
styrene layer.

Our prototype has 14 separate sensing areas (7 on the left and 7
on the right), each of which is constructed with one horizontally
aligned thin graphene-based fabric strip and one electrode at the
outer edge. A strip runs from the left of the keyboard across to
the end of the keyboard. The graphene-based fabric along with the
connecting electrodes can be integrated within a Microsoft Surface
Pro Type Cover keyboard with low-cost commercial materials, as
shown in Fig. 3. First, we reshaped the 0.25 mm spacing styrene
layer by laser-cutting and align it to the Type Cover keyboard
area. We then cut the graphene-based fabric into the size of key
caps spacing by hand and by using a CNC cutting machine. It is
worth noting that we didn’t lasercut the graphene-based fabric
because it may change the conductivity and functionality of the
fabric. We then attached a 5mm x 5mm conductive nylon tape to
the end of each graphene-based fabric piece as sensing electrode.
All graphene-based fabric pieces with electrodes were aligned and
affixed on top of the styrene spacing among key caps using an
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and (e) conductive nylon tape; Right: the general prototype implementation workflow. The side-view of the stack-up sensing
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adhesive. All electrodes were further connected to a read-out circuit
through routing cables. The signal from each of the 14 electrodes
were multiplexed, optionally amplified, and serialized to a Surface
tablet through an Arduino Uno at more than 200 Hz.

Front Back
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nylon tape

Cable holder

Connecting cable

Graphene fabric

Figure 4: Integrating Sensing onto a Keyboard Left: The
graphene fabric strips along with conductive nylon conduc-
tive tape on the side were integrated in the spacing between
key caps; Right: The connecting cables were routed and ar-
ranged on the back and connected to the read out circuit.

4 GESTURE RECOGNITION
4.1 Data collection
The graphene-based fabric-integrated Surface Type Cover keyboard
is shown in Fig. 4. As demonstrated in Figure 5, different response
patterns can be retrieved from the 14 sensing areas when a user
performs one of the elicited gestures over the keyboard area, such
as taps, swipes, drawings, as well as two hand gestures. The sensing
response characteristics depend on different temporal factors, e.g.
the duration of a users’ touch and the order of a users’ touch at
different sensing area, and spatial factors, e.g. touch distance from
each electrode.

Signals extracted from each sensing strip contain information on
the existence of a touch and the position of a touch. For example, as
a user taps at a different location on the keyboard (Fig. 5 first row),
the signal from the corresponding sensing strip can be extracted.
Furthermore, based on the sequences and amplitude of signals
extracted from each individual sensing strip, swiping directions (Fig.
5 second row) and different drawing patterns over the keyboard, e.g.
cross and checkmark can be recognized (Fig. 5 third row). Since our

prototype consists of 7 individual sensing areas on the left and right
half of the keyboard respectively, different gestural interactions
over the left and right keyboard can be extracted simultaneously.
For example, in Fig. 5 (last row), the combination of holding on the
left and tapping or swiping on the right are demonstrated. This
type of design enriches the sensing capability of our prototype, thus
allowing the of combinations of different gestural interactions.

4.2 Modeling
We demonstrated a preliminary gesture recognition by coupling
our prototype with a Random Forest machine learning technique,
which is robust, efficient in computation, and suitable for real-time
applications with low-power consumption. We captured data on
one user performing 12 of the elicited gestures, including swipe
right, swipe left, swipe up, swipe down, tap single, tap double,
draw check, draw cross, draw spiral, hold, pinch in and pinch out.
Each gestures was performed 30 times. Each individual gesture
was captured in 4 seconds with 900 data points. We deployed a
random forest classifier from Scikit-Learn module and used 80% of
the captured data from training and the rest for testing. The model
used 500 trees and the criterion of ’entropy’. Across these 12 classes,
our system achieved an overall accuracy of 91.7%. The confusion
matrix for the model is shown in Fig. 6 (left). We further projected
the high dimensional data into 2D space using t-SNE. The 12 classes
form separate clusters, which indicate the discrimination of the
signal.

4.3 Usage Scenarios
As shown in Fig. 7, we demonstrated a number of different usage
scenarios of our fabric-based gesture sensing keyboard. Inspired
and grounded by our elicitation study, we use gestural interactions
over keyboard as a complementary input technique with traditional
text input. For example, when a user is performing text editing in
Word, our prototype senses and recognizes different gestures, such
as pinch out, drawing, and swiping along different directions, to
trigger specified text editing commands, such as enlarge font size,
accept changes, subscript, superscript, and delete. Our prototype
also allows users to call supportive commands in a more efficient
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Figure 5: Example sensor responses from the 14 sensing areas on the prototyped gesture sensing keyboard: The existence of
touch, the position, the duration, as well as the pattern of a gestural interactions can be captured by the multiplexed signal
from our prototype with graphene-based fabric sensing strips placed in between key caps on a keyboard.

manner on different platforms, e.g. using a swipe gesture to auto-
complete an email and use a hold hand gesture to hand raise for at-
tention in a video conferencing application (e.g. Zoom or Microsoft
Teams). Following participants’ feedback from the elicitation study,
we also made use of gestures that are already well-established on
other electronic devices. For example, users can tap or double tap
on the keyboard area for the next video or next song, similar to
the gestures used on headsets; users can also pinch in or pinch out
on the keyboard to zoom out or zoom in on a web page, similar to
the gestures used on trackpads. A real-time demonstration can be
found in our supplementary video.

5 LIMITATIONS AND FUTUREWORK
In this section, we discuss the limitations of our work and propose
several potential directions for future research.

Passive sensing. Our sensing scheme is passive, which relies on
ambient electric field and human body potentials. While it operates
with minimal power consumption and a straightforward read-out
circuit, it tends to be less precise and more susceptible to changes
in the environment. Also, the SNR needs to be further improved for
stable and reliable performance in real-life applications. Investiga-
tions into active capacitive sensing for future work, may overcome
these changes and prove to be more acceptable for a fully integrated
graphene-based fabric keyboard.
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Figure 7: Usage Scenarios of Gestural Interaction over a Key-
board: From left to right: Increasing font size during text
editing, accepting changes in a text document, raising a hand
during a video conference all, and auto-completing an email.

Ambiguity on multi touch. Each sensing area currently is com-
posed of only one electrode at the outer edge. Multi touch on one
individual sensing area (the individual graphene fabric stripe) cre-
ates ambiguous signalS. This problem can be addressed by adding
more electrodes or adding more separated graphene-based fabric
sensing areas.

Sensing area extension. The sensing graphene-based fabric is
only integrated in between the keys in the current prototype. Going
forward, the sensing graphene-based fabric can be fully integrated
over the entirety of the keyboard in a seamless manner, which will
extend the sensing area to the side and bottom of the type cover,
and potentially provide a more enriched user experience.

Gesture classification. Currently, our preliminary gesture recog-
nition model is based on data of one single user and a relatively sim-
ple modeling method. Going forward, we will expand our dataset
on diverse users and apply more advanced machine learning tech-
nique, e.g. convolutional neural network (CNN), for generalized
recognition.

6 CONCLUSION
In this work, we presented Project Mihr, a passive capacitive sens-
ing physical keyboard using a graphene-based fabric for gestural
interaction over keyboard recognition. We implemented a proto-
type touch-sensitive physical keyboard for gesture recognition. We
characterize the sensing performance of our design and demon-
strate over-keyboard gestural interaction recognition coupled with
machine learning algorithm for a number of different usage scenar-
ios.
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