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ABSTRACT

In holographic duality an eternal AdS black hole is described by two copies of the boundary
CFT in the thermal field double state. In this thesis we provide explicit constructions in
the boundary theory of infalling time evolutions which can take bulk observers behind the
horizon. The constructions also help to illuminate the boundary emergence of the black hole
horizons, the interiors, and the associated causal structure. A key element is the emergence,
in the large N limit of the boundary theory, of a type III1 von Neumann algebraic structure
from the type I boundary operator algebra and the half-sided modular translation structure
associated with it. A by-product is a concept called causal connectability, which is a criterion
for any two quantum systems (which do not need to have a known gravity dual) to have an
emergent sharp horizon structure.
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FIG. 1. The Penrose diagram of an eternal black hole. The dashed lines are event horizons and the

wavy lines are the singularities. Observers from the L and R regions may interact in the F region

of the bulk geometry.

I. INTRODUCTION

Time is a baffling concept in quantum gravity. While it plays an absolute role in the

formulation of quantum mechanics, in gravity it can be arbitrarily reparameterized by gauge

diffeomorphisms and hence lacks a definite meaning. In an asymptotic anti-de Sitter (AdS)

spacetime, a sensible notion of boundary time can be established in the asymptotic region as

gauge transformations generating time reparameterizations are required to vanish at spatial

infinities. For static spacetimes with a global timelike Killing vector, the asymptotic time can

be extended to the interior with the help of the symmetry. But for spacetimes without such

a symmetry, whether it is possible to describe time flows in the interior in a diffeomorphism

invariant way is a subtle question whose understanding is important in many contexts.

For this purpose an eternal black hole in AdS, which is dual to two copies of the boundary

CFT in the thermal field double state [1] (see Fig. 1), offers perhaps a simplest nontrivial

example. The black hole spacetime possesses a time-like Killing vector in the exterior R

and L regions. The associated time t, which can be considered as the extension of the

boundary time, however, ends at the event horizon, with no timelike Killing vector inside

the horizon. A natural question is whether the boundary theory can describe an “infalling”

time evolution, which we define as any evolution which can take the Cauchy slice at t = 0
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to Cauchy slices which go inside the horizon. Such a time, if it exists, must be emergent, as

the evolutions of the usual boundary times do not probe the interior, see Fig. 2.

FIG. 2. Left: Evolution of t = 0 bulk slice under HR −HL, where HR,L denote the Hamiltonians

of the boundary theories. Center: Evolution of t = 0 slice under HR +HL. Right: A Kruskal-like

evolution. If such an evolution can be described in a diffeomorphism invariant way, it must be

emergent in the boundary theory.

There have been many different ways that boundary observables can probe regions behind

the horizon see e.g. [2–13], but in these discussions neither an infalling time evolution nor

the casual structure of the horizon was visible from the boundary, except in systems with

symmetries [14, 15]. Similarly, ER=EPR type arguments [16, 17] are largely concerned with

a single time slice. While it is possible to express bulk operators in the black hole interior

regions in terms of boundary operators [18–22], such “bulk reconstructions” require either

evolving bulk equations of motion or analytic continuation around the horizon, and thus are

not intrinsically boundary constructions. See also [23, 24] for an interesting recent discussion

of keeping track of the proper time of an in-falling observer using modular flows and [25–29]

for a description of the black hole interior from the perspective of coarse-graining.

In this thesis we provide an explicit construction of infalling time evolutions from the

boundary theory.1 It should be emphasized that our goal is not to describe in-falling geodesic

motion of some localized bulk observers, which in general cannot be formulated in a diffeo-

morphism invariant way. The goal is to construct “global” evolutions of a Cauchy slice as

in Fig 2(c). Understanding such emergent evolutions also helps to illuminate the emergence

in the boundary theory of the bulk horizon and the associated causal structure.

1 These results have previously appeared in the literature in [30, 31].

8



We first introduce a formulation of in-falling observers, which naturally leads to the

concept of casual connectability: a boundary criterion for an emergent sharp horizon in the

dual gravity system. We then provide an explicit boundary construction of a one-parameter

family of unitary operators, U(s), that play the role of evolution operators between bulk

Cauchy slices as in Fig 2(c). The key to our discussion is the emergence, in the large N limit

of the boundary theory, of a type III1 von Neumann algebraic structure2 from the type I

boundary operator algebra and the half-sided modular translation structure associated with

it. A distinctive property of the “evolution operators” U(s) = e−iGs, s ∈ R, resulting from

this construction is that the Hermitian generator G has a spectrum that is bounded from

below,

G ≥ 0 . (1.1)

The spectrum property is natural from the following perspectives: (i) It distinguishes G, as

a generator of “time” flow, from an operator generating other unitary transformations, e.g.

spacelike displacements or internal symmetries, whose spectrum is not bounded from below.

(ii) If we interpret the eigenvalues of G as energies associated with the “global” infalling time

s, they should be bounded from below to ensure stability. The existence of the singularity

means that such evolution may only have a finite “lifetime,” but there should nevertheless

exist a well-defined quantum mechanical description before hitting the singularity. Also by

construction G involves degrees of freedom from both CFTR and CFTL.3

Our discussion will be restricted to leading order in the 1/N expansion, but we expect the

structure uncovered should be present to any finite order in the expansion. New structure

from incorporating 1/N corrections to all orders is discussed in [35].

The plan for this thesis is as follows. In section II we discuss the necessity of large N

in the boundary theory for the emergence of a sharp horizon structure in the bulk. In

section III we discuss the emergence of a type III1 vN algebra in the boundary theory at

finite temperature. In section IV we discuss the emergence of a new type III1 structure for

local boundary algebras in the large N limit. In section V we suggest several physical im-

2 For reviews on the classification of von Neumann algebras see chapter III.2 of [32] or section 6 of [33].
3 The necessity of left/right couplings has previously been discussed. For example, see [34].
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plications of these emergent type III1 algebras. In section VI we review half-sided modular

inclusion/translation. In section VII we show that half-sided translations can be uniquely

extended to all values of the parameter and that the description of these evolution oper-

ators is completely fixed, up to a phase, for algebras generated by generalized free fields.

In section VIII we illustrate our construction of evolution operators in the simple case of

generalized free fields on Rindler spacetime. In section IX we review bulk reconstruction in

the AdS-Rindler and BTZ spacetimes and then provide new results on the boundary support

of such bulk reconstructions. In section X we show how to cross the AdS-Rindler horizon

and reconstruct the bulk Poincaré time from Rindler patches of the boundary theory. In

section XI we discuss boundary descriptions of Kruskal-like time evolution in the BTZ ge-

ometry and sharp signatures of the black hole horizons and causal structure in the boundary

theory. In section XII we show that the emergent bulk evolution becomes a point-wise trans-

formation in the limit with the bulk field having a very large mass. We then conclude in

section XIII with a discussion of our results and we point out many future directions to be

explored.

Conventions and notations:

In this thesis we use N2 ∼ 1
GN

to denote the number of degrees of freedom of the boundary

theory, where GN is the bulk Newton constant. For two-dimensional CFTs, N2 should be

understood as the central charge c. The 1/N perturbative expansion of the CFT is dual to

the perturbative GN expansion around the corresponding classical geometry. In this regime,

the bulk gravity theory can be described by a weakly coupled quantum field theory in a

curved spacetime.

All operator algebras discussed in this thesis should be understood as those of bounded

operators.4

We will consider the boundary theory to be on R × Sd−1 or R1,d−1 and the discussion

generalizes straightforwardly to other boundary spatial manifolds such as hyperbolic space.

A boundary point is denoted by x = (t, ~x) with ~x denoting points on either Rd−1 or Sd−1.

4 This is for mathematical convenience, but this constraint does not sacrifice physical significance as essen-

tially all observables can be made to be bounded by putting restrictions on their spectra.
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The corresponding Fourier space will be denoted as k = (ω, q) with q collectively denoting

momentum on Rd−1 or spherical harmonic labels on Sd−1. A bulk point is denoted by

X = (r, x) with r the bulk radial direction (later in the thesis we use w as the radial

variable).

A′ denotes the commutant of an algebra A, i.e. the algebra of operators commuting with

the algebra A. By type III1 algebras we mean a von Neumann (vN) algebra which contains

type III1 factor(s).

We use t to denote the boundary time whose translation is generated by the Hamiltonian

H, η to denote the boundary time in units where the inverse temperature is β = 2π, i.e.

η = 2π
β

t, and t to denote the modular time.

II. CAUSAL CONNECTABILITY: A BOUNDARY FORMULATION OF BULK

HORIZON STRUCTURE

In this section we introduce a boundary formulation of a class of bulk in-falling observers

and discuss the signature of a sharp horizon as viewed by these observers.

A. A boundary formulation of in-falling observers

In [36] a puzzle regarding the duality between the TFD state and the bulk eternal black

hole geometry was raised. Consider an initial state of the form

|Ψ0〉 = eiAL|Ψβ〉 (2.1)

where AL is a Hermitian operator in CFTL and we assume that its insertion only changes

the energy of the system by an O(1) amount such that its backreaction on the geometry can

be neglected. Since operators from the R and L sides commute, any measurement operator
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M of the R observer should commute with eiAL , i.e.

〈Ψ0|M |Ψ0〉 = 〈Ψβ|M |Ψβ〉 (2.2)

so the presence of eiAL cannot have any consequence on the measurement. But this appears

to be in contradiction with the ability of the insertion of eiAL to influence a right observer

who has fallen into the F region of the eternal black hole geometry, see Fig. 1.

The above argument by itself does not directly pose a contradiction, as it assumes that

the evolution of an in-falling observer from the R region remains in CFTR. It highlights,

however, a seemingly counterintuitive requirement: for the identification of Fig. 1 to be

correct, the description of an in-falling observer originally from the R region must involve

both the R and L systems. Indeed, from the causal structure of the black hole geometry,

any operator in the F region should involve degrees of freedom from both CFTR and CFTL.

Thus whatever measurement operator, M , the observer uses in the F region must involve

degrees of freedom in CFTL, and we cannot assume that M commutes with eiAL .

In this thesis we will show that the evolution of a family of in-falling observers on the

gravity side can be described by a boundary “evolution operator” U(s) = e−iGs, s ∈ R that

satisfies the following properties:

1. G involves degrees of freedom from both CFTR and CFTL.

2. The Hermitian generator G has a spectrum that is bounded from below,

G ≥ 0 . (2.3)

The first property is needed for the in-falling evolution Φ(X; s) ≡ U(−s)φ(X)U(s) of a

bulk operator φ(X) with X ∈ R to have support in the F region. The second property is

natural from the following perspectives: (i) if we interpret the eigenvalues of G as energies for

a family of bulk observers, they should be bounded from below to ensure stability,5 (ii) the

5 Note that G should be understood as the “energy” associated with a full Cauchy slice in the black hole
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spectrum condition distinguishes G, as a generator of “time” flow, from operators generating

spacelike displacements (such as momentum operators).

B. Sharp horizon structure only at infinite N

We will now show that the property (2.3) has important general implications regardless

of the specific form of U(s): a sharp event horizon can only emerge in the large N limit of

the boundary theory.

For this purpose, consider again the state (2.1), and the probability p(s) for an in-falling

observer originally from the R region to observe the existence of eiAL along their “trajectory”

parameterized by s. To reproduce the causal structure of the black hole spacetime, p(s)

should have the form

p(s) =

0 s < s0

6= 0 s > s0

, (2.4)

with s0 > 0, as it is only possible to detect the influence of eiAL after the horizon has been

crossed. The existence of such an s0 and the non-smooth behavior of p(s) at s0 reflect the

sharp causal structure from a sharp horizon.

There is a simple quantum mechanical argument [37] that the behavior (2.4) is in fact

not possible. Denote the projection operator that can detect the possible existence of eiAL

as PR. The subscript R emphasizes that this is an operator in CFTR. The probability p(s)

can then be written as

p(s) =
〈
Ψ0|U †(s)PRU(s)|Ψ0

〉
= 〈φ(s)|φ(s)〉, |φ(s)〉 = PRe

−iGs|Ψ0〉 . (2.5)

From (2.3), we can analytically continue U(s) to the lower half complex-s plane. Accordingly,

|φ(s)〉 is a vector-valued analytic function of s in the lower half complex s-plane, and is

continuous along the real s-axis. Equation (2.4) means that |φ(s)〉 vanishes for a finite

geometry rather than some local region. While some of the in-falling observers may only have a finite

“lifetime” due to the presence of the singularity, they should nevertheless have a well-defined quantum

mechanical description before hitting the singularity.
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segment, s ∈ (0, s0), of the real s-axis. Cauchy’s theorem then says if |φ(s)〉 is zero for any

finite segment of s, it has to be identically zero for all s, incompatible with (2.4). Thus p(s)

can be zero only at isolated values of s or identically zero, but cannot obey (2.4).

This argument is very general, independent of details of specific states or quantum sys-

tems. For example, the two CFTs can interact and have a bulk geometry described by a

traversable wormhole [38].

L R

F

P

FIG. 3. Rindler regions of Minkowski spacetime.

Since the bulk gravity theory does have a sharp light cone, the above no-go argument must

somehow be avoided in the duality relation. To understand a possible resolution, consider

a closely related case: Rindler patches for a quantum field theory in Minkowski spacetime.

See Fig. 3. If we discretize the theory by putting it on a lattice, the Minkowski vacuum

|Ω〉 can be expressed as a TFD state for the R and L Rindler patches. In the discrete case

there are no sharp light-cones. Any evolution on a lattice system has a small tail which

gives rise to a nonzero commutator between two space-like separated operators. Indeed, in

the discrete case, the above no-go argument applies: observers from the R and L Rindler

systems are either always connected (for p(s) having only isolated zeros) or can never be

connected (for p(s) identically zero). However, in the continuum limit, they are separated

by sharp light-cones, and can meet in the F region only after evolution by some nonzero

14



s0. This difference in the sharpness of the light-cone structure between the discrete case

and the continuum limit can be attributed to a fundamental difference in the structure of

their operator algebras. In the discrete case, the full Hilbert space factorizes into a tensor

product of those of the R and L systems, and the operator algebras associated with the R

and L systems are type I von Neumann algebras. In the continuum limit, there is no local

Hilbert space associated with the R or L patch, and the local operator algebra associated

to a Rindler region is a type III1 von Neumann algebra. In the continuum case, the no-go

argument does not apply, since for a type III1 von Neumann algebra, there does not exist

any projector PR that can be used to detect the influence of an L observer.6

The above Rindler story suggests a way to go around the no-go argument regarding (2.4).

The argument implicitly used that the full operator algebra of bounded operators of a CFT

is type I (with the existence of a finite rank projector PR), which is the case for the theory

at finite N . But the duality with the classical black hole geometry and the associated sharp

causal structure needs to hold only in the large N limit. We will argue that in the N →∞

limit there is a pair of emergent type III1 algebras, MR,L, in the boundary theory.7 The

event horizons, black hole interior, and singularities are all consequences of this emergence.

Given that the conditions (2.4)–(2.5) for a sharp horizon structure cannot be defined for

a type III1 algebra, we need a generalization. We consider the function [39, 40]

F (s) = sup
{∣∣〈Ψ0|U †(s)ORU(s)|Ψ0

〉
−
〈
TFD|U †(s)ORU(s)|TFD

〉∣∣ , OR ∈MR, ||OR|| ≤ 1
}
.

(2.6)

Existence of a sharp bulk horizon structure implies the existence of an s0 > 0 and the

behavior

F (s) =

0 s < s0

6= 0 s > s0

. (2.7)

For infinitesimal AL, the above equation is the same as the existence of an s0 > 0 and OR
6 Any projector in a type III von Neumann algebra is infinite, and it is not possible to use such a projector

to measure local excitations [39, 40]. Heuristically, due to the lack of a local Hilbert space associated with

a Rindler region, there is no way to form finite projectors.
7 Note that operator algebra associated with a local region in a QFT is type III1. But here the emergent

type III1 algebras refer to those associated with the full boundary spacetime.
15



such that

[AL, U
†(s)ORU(s)] 6= 0 , s > s0 . (2.8)

The condition (2.7) can be used to describe an emergent sharp horizon for any two quan-

tum systems and general states, even those without a known gravity dual. We will refer to

two systems in a state which satisfies (2.7) as being causally connectable.

III. EMERGENT TYPE III1 ALGEBRAS AT FINITE TEMPERATURE

In this section we consider two copies of the boundary CFT in the thermal field double

state, which is dual to an eternal black hole in AdS. We argue that there are emergent type

III1 vN algebras in the large N limit. We start with a quick review of the bulk theory to set

up the notations.

A. Small excitations around the eternal black hole geometry

Consider an eternal black hole in AdSd+1, whose metric can be written in a form

ds2 = −fdt2 +
1

f
dr2 + r2dΣ2

d−1 (3.1)

where dΣ2
d−1 is the metric for the boundary spatial manifold Σ which we will take to be the

unit sphere Sd−1 or Rd−1, and f is a function with a first order zero at event horizon r = r0.

A bulk point is denoted by X = (t, r, ~x) where ~x denotes a point on Σ. The Schwarzschild

coordinates (t, r) can be used to cover any of the four regions of the fully extended black

hole geometry of Fig. 4, while the Kruskal coordinates U, V cover all the regions.

Small perturbations around the black hole geometry can be described using the standard

formalism of quantum field theory in a curved spacetime. Their quantization results in a

Fock space H(Fock)
BH . We will use a real scalar field φ of mass m as an illustration. The

restriction φR of φ to the R region of the black hole geometry can be expanded in terms of

16
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FIG. 4. Kruskal diagram for an eternal black hole. The dashed lines are event horizons, the solid

red lines are the singularities, and the solid black lines are the boundaries.

a complete set of properly normalized modes v
(R)
ωq (X) in the R region as

φR(X) =
∑
q

∫ ∞
0

dω

2π

(
v(R)
ωq (X)a(R)

ωq + (v(R)
ωq (X))∗(a(R)

ωq )†
)
, (3.2)

where q collectively denotes quantum numbers associated with Σ,8 and

[a(R)
ωq , (a

(R)
ω′q′)

†] = 2πδ(ω − ω′)δqq′ . (3.3)

Below for notational simplicity we will write (3.2) as

φR(X) =
∑
k

v
(R)
k (X)a

(R)
k , k = (ω, q), v

(R)
−k = (v

(R)
k )∗, a

(R)
−k = (a

(R)
k )† . (3.4)

There is a similar expansion for the restriction of φ to the L region,

φL =
∑
k

v
(L)
k a

(L)
k , k = (ω, q), v

(L)
−k = (v

(L)
k )∗, a

(L)
−k = (a

(L)
k )† . (3.5)

In the case of a Schwarzschild black hole, the R and L regions are related by spacetime

8 The sum over q and δqq′ should be understood as integrals and Dirac delta functions if there are continuous

quantum numbers.
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reflection symmetry (U, V, ~x) to (−U,−V,−~x). It is convenient to choose v
(L)
k to be

v
(L)
k (t, r, ~x) = v

(R)∗
k (t, r, ~x) = v

(R)
−k (t, r, ~x) (3.6)

and the anti-unitary spacetime reflection operator J then acts as

JφR(t, r, ~x)J = φL(t, r, ~x), Ja
(R)
k J = a

(L)
k . (3.7)

Altogether

(a
(α)
k )† = a

(α)
−k , [a

(α)
k , a

(β)
k′ ] = ε(ω)δk+k′,0δαβ, α, β = R,L . (3.8)

The behavior of φ in the F and P regions can be determined from that in the R and L

regions by causal evolution or analytic continuation.

The Hartle-Hawking vacuum can be defined using the standard Unruh procedure by first

introducing modes wk which are analytic in the lower U and V planes for ω > 0,

w
(α)
k = b+v

(α)
k + b−v

(ᾱ)
−k , L̄ = R, R̄ = L (3.9)

b± =
e±

β|ω|
4√

2 sinh β|ω|
2

, b2
+ − b2

− = 1 . (3.10)

Denoting the oscillators corresponding to the modes w
(α)
k as c

(α)
k we then have on a Cauchy

slice

φ =
∑
α,k

v
(α)
k a

(α)
k =

∑
α,k

w
(α)
k c

(α)
k , (3.11)

which implies the oscillators c
(α)
k and a

(α)
k are related by

c
(α)
k = b+a

(α)
k − b−a

(ᾱ)
−k , a

(α)
k = b+c

(α)
k + b−c

(ᾱ)
−k , (3.12)

[c
(α)
k , c

(β)
k′ ] = ε(ω)δk+k′,0δαβ, Jc

(α)
k J = c

(ᾱ)
k . (3.13)
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The Hartle-Hawking vacuum |HH〉 is defined to satisfy

c
(α)
k |HH〉 = 0 for ω > 0 . (3.14)

The Fock space H(Fock)
BH is built by acting c

(α)
k with ω < 0 on |HH〉. Note that

a
(R)
k |HH〉 = e−

βω
2 a

(L)
−k |HH〉, 〈HH|a(R)

k = e
βω
2 〈HH|a(L)

−k . (3.15)

We will denote the operator algebra generated by φ and other matter fields (including

metric perturbations) in the R region as ỸR and similarly those generated by fields in the L

region as ỸL. ỸR and ỸL are commutants of each other, and are expected to be type III1 von

Neumann algebras [41–43]. Reflections of the type III1 structure include the non-existence

of the Schwarzschild vacuum state |0〉R ⊗ |0〉L (which is defined to be annihilated by a
(α)
k

with ω > 0) in H(Fock)
BH and the entanglement entropy between R and L regions being not

well defined in the continuum limit.

B. Small excitations around thermal field double state on the boundary

We consider the boundary CFT at large but finite N. We denote the Hilbert space of the

boundary CFT as H, its Hamiltonian as H, the algebra of bounded operators as B, and

the algebra generated by single-trace operators under multiplications and sums as A (which

is only defined perturbatively in the 1/N expansion). We use O to denote the single-trace

operator dual to the bulk field φ. Now consider two copies of the boundary theory, to which

we refer respectively as CFTR and CFTL. Operators or states with subscripts R,L refer

to those in the respective systems. The doubled system has Hilbert space Ĥ = HR ⊗ HL,

operator algebra B̂ = BR ⊗ BL, and single-trace operator algebra Â = AR ⊗ AL. Generic

operators in Â will be denoted as a, b, · · · , those in B̂ as u, v, · · · , those in AR as AR, BR, · · · .
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The thermal field double state is defined as

|Ψβ〉 =
1√
Zβ

∑
n

e−
1
2
βEn|ñ〉L|n〉R, (3.16)

|ñ〉 = θ|n〉, 〈m̃|ñ〉 = 〈n|m〉 = δmn, Zβ =
∑
n

e−βEn (3.17)

where |n〉 denotes the full set of energy eigenstates of the CFT, with eigenvalues En. m,n

here collectively denote all quantum numbers including spatial momenta for the boundary

theory on R1,d−1 or angular quantum numbers for the theory on R×Sd−1. θ is an anti-unitary

operator and will be taken to be the CPT operator of the CFT. When tracing over degrees

of freedom of one of the CFTs, we get the thermal density operator at inverse temperature

β = 1
T

for the remaining one

ρβ =
1

Zβ
e−βH . (3.18)

Perturbatively in the 1/N expansion, excitations around |Ψβ〉 can be obtained by acting

single-trace boundary operators on it.9 In fact, the collection of small excitations obtained

this way has the structure of a Hilbert space, which can be made precise mathematically

using the Gelfand-Naimark-Segal (GNS) construction. More explicitly, for each operator

a ∈ Â we associate a state |a〉 and define the inner product among them as

〈a|b〉 =
〈
Ψβ|a†b|Ψβ

〉
, a, b ∈ Â . (3.19)

In particular, for AR, BR ∈ AR, we have

〈AR|BR〉 =
〈

Ψβ|A†RBR|Ψβ

〉
= Tr(ρβA

†B) . (3.20)

Equation (3.19) does not yet define a Hilbert space as there can be operators y ∈ Â

satisfying
〈
Ψβ|y†y|Ψβ

〉
= 0 and the corresponding |y〉 should be set to zero. Denote the set

of such operators as J . The GNS Hilbert space is the completion of the set of equivalence

9 See also [44] for a review of the definition of the thermal field double state in the infinite volume and large

N limits.
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classes [a] which are defined by the equivalence relations

a ∼ a+ y, a ∈ Â, y ∈ J . (3.21)

The set J is non-empty, as from (3.16), for a Hermitian operator W ∈ B

WR(t, ~x)|Ψβ〉 = WL

(
t− iβ

2
, ~x

)
|Ψβ〉, WL(t, ~x)|Ψβ〉 = WR

(
t + i

β

2
, ~x

)
|Ψβ〉, (3.22)

where for simplicity we have assumed that θ†W (0)θ = W (0) and we have chosen the space

and time orientations of CFTL to be the opposite of those of CFTR.10 From (3.22) it can

be shown that AR or AL alone can be used to generate the full GNS Hilbert space, which

we will denote as H(GNS)
TFD . See Appendix A for details. In other words, any state in H(GNS)

TFD

can be written as |AR〉 with AR ∈ AR or as a limit of such states. The state in H(GNS)
TFD

corresponding to the identity operator is denoted as |Ω0〉, which we sometimes refer to as

the GNS vacuum.

H(GNS)
Ψβ

also provides a representation space for Â. The representation π(a) of an operator

a ∈ Â acting on H(GNS)
Ψβ

can be defined as

π(a)[b] = [ab], a, b ∈ Â (3.23)

and as a result the inner product (3.19) can also be written as

〈a|b〉 =
〈
Ω0|(π(a))†π(b)|Ω0

〉
. (3.24)

We denote the representations ofAR andAL inH(GNS)
TFD respectively as YR and YL. Given that

H(GNS)
TFD can be generated by AR or AL alone, the GNS vacuum |Ω0〉 is cyclic and separating

under both YR and YL, and we have Y ′R = YL. We denote the operator algebra on H(GNS)
TFD

as Y .

10 That is, WR(t, ~x) = 1L ⊗W (t, ~x) while WL(t, ~x) = W (−t,−~x)⊗ 1R. We take that single-trace operators

W (t, ~x) are analytically continued to Im t ∈ [0, β2 ]. Thus WR(t, ~x) are defined for Im t ∈ [0, β2 ] while

WL(t, ~x) for Im t ∈ [−β2 , 0].
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It can also be shown that H(GNS)
TFD is isomorphic to H(GNS)

ρβ , the GNS Hilbert space corre-

sponding to the thermal density operator ρβ over the single-trace operator algebra A.11

To leading order in the 1/N expansion, the inner products (3.19) and thus (3.24) can be

written as sums of products of two-point functions of single-trace operators. We can thus

represent single-trace operators by generalized free fields acting on H(GNS)
TFD and the algebras

YR,YL are generated by generalized free fields. More explicitly, for a single trace scalar

operator O, we can expand its representations in terms of a complete set of functions on the

boundary manifold

π(OR(x)) =
∑
k

u
(R)
k (x)a

(R)
k , π(OL(x)) =

∑
k

u
(L)
k (x)a

(L)
k , (3.25)

u
(R)
k (x) = Nke

−iωthq(~x), u
(L)
k (x) = u

(R)
−k (x) = (u

(R)
k (x))∗, x = (t, ~x) (3.26)

where Nk is some function of k = (ω, q), and hq(~x) denotes the complete set of functions on

the boundary spatial manifold Σ, and a
(R,L)
k are operators acting on H(GNS)

TFD , normalized as12

(a
(α)
k )† = a

(α)
−k , [a

(α)
k , a

(β)
k′ ] = ε(ω)δk+k′,0δαβ, α, β = R,L . (3.27)

Using (3.20) and (3.24), Nk can be deduced from the condition

Tr(ρβO(x1)O(x2)) = 〈Ω0|(π(OR(x1))π(OR(x2))|Ω0〉 . (3.28)

Furthermore, applying (3.22) to π(OR) and π(OL) we have

a
(R)
k |Ω0〉 = e−

βω
2 a

(L)
−k |Ω0〉, 〈Ω0|a(R)

k = e
βω
2 〈Ω0|a(L)

−k . (3.29)

We can introduce an anti-unitary “swap” operator J which acts as

J |Ω0〉 = |Ω0〉, Ja
(α)
k J = a

(ᾱ)
k , Jπ(Oα(x))J = π(Oᾱ(x)), J2 = 1 . (3.30)

11 For the construction of latter see Sec. V.1.4 of [32] and [45].
12 Note that this is purely a boundary discussion. Even though we use the same notation, a

(α)
k as in (3.4),

at this stage these operators do not have anything to do with each other.
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Equations (3.29) motivate the introduction of (b± were introduced in (3.10))

c
(α)
k = b+a

(α)
k − b−a

(ᾱ)
−k , a

(α)
k = b+c

(α)
k + b−c

(ᾱ)
−k , L̄ = R (3.31)

which satisfy

c
(α)
k |Ω0〉 = 0 for ω > 0,

(
c

(α)
k

)†
= c

(α)
−k , [c

(α)
k , c

(β)
k′ ] = ε(ω)δk+k′,0δαβ . (3.32)

To conclude this subsection, we make some further general remarks:

1. The algebras AR,AL are only defined in the 1/N expansion. As operators acting on

Ĥ = HR ⊗ HL they do not form algebras. They are not von Neumann algebras as

they are not equal to their double commutants. They are C∗ algebras. The algebras

YR,YL act on H(GNS)
TFD , and are von Neumann algebras.

2. π(O) is not the same asO. The former is defined only onH(GNS)
TFD and is state-dependent

(i.e. it depends on the state we use to build the GNS representation), while O acts

on the full CFT Hilbert space and is state-independent. The algebras YR,YL are thus

also state-dependent. For example, they depend on β.

3. The operator algebras BR,BL are type I von Neumann algebras, and |Ψβ〉 is cyclic and

separating with respect to them. The corresponding modular operator ∆ is given by

− log ∆ = β(HR − HL). Note that the modular time t defined by modular flow with

∆−it is related to the usual CFT time t by13

t =
t

β
. (3.33)

4. Since |Ω0〉 is cyclic and separating for YR, there exists a modular operator ∆0 which

leaves |Ω0〉 invariant and generates automorphisms of YR,YL. The modular flows

13 Recall that we take the time of CFTL to run in the opposite direction to that CFTR.
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generated by ∆0 again coincide with the time evolution of the respective boundaries.

More explicitly, combining with the previous item, we have

π(AR(t = βt)) = π
(
∆−itAR∆it

)
= ∆−it0 π(AR)∆it

0 , AR ∈ AR . (3.34)

C. Complete spectrum and emergent type III1 structure

For the boundary theory on R × Sd−1, we conjecture that the algebras YR,YL are type

I below the Hawking-Page temperature THP , but become type III1 above THP . Recall that

THP is the temperature at which the boundary system exhibits a first-order phase transition

in the large N limit, with logZβ ∼ O(N0) for T < THP but logZβ ∼ O(N2) for T > THP .

Below THP thermal averages are dominated by contributions from states with energies of

O(N0) while above THP they are dominated by states with energies of O(N2). This change of

dominance leads to dramatically different behavior for thermal correlation functions. Since

the inner products (3.19)–(3.20) of H(GNS)
TFD are determined by thermal two-point functions of

single-trace operators, the representations of elements of AR,AL, and thus the structure of

the algebras YR,YL are sensitive to the behavior of these two-point functions.

Consider thermal Wightman functions of a Hermitian scalar operator O of dimension ∆

G+(x1 − x2) = Tr(ρβO(x1)O(x2)) = 〈Ψβ|OR(x1)OR(x2)|Ψβ〉 . (3.35)

Its Fourier transform has the Lehmann representation

G+(ω, q) =
∑
m,n

(2π)δ(ω − Enm)e−βEmρmn ≡
1

1− e−βω
ρ(ω, q), (3.36)

Enm = En − Em, ρmn = |〈m|O(0)|n〉|2, (3.37)

where ρ(ω, q) is the (finite temperature) spectral function. In the large N limit and at strong

coupling, G+ and ρ can be computed using the standard procedure from gravity. Below

THP , the finite temperature Euclidean correlation function, GE, of O is determined by the
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Euclidean function GE0 at zero temperature via summation over images in the Euclidean

time

GE(τ, ~x) =
∑
n

GE0(τ + nβ, ~x) . (3.38)

When analytically continued back to the Lorentzian signature, this implies that

ρ(ω, q) = θ(ω)ρ0(ω, q)− θ(−ω)ρ0(−ω, q) (3.39)

where ρ0(ω, q) is the spectral function at zero temperature14 and has the following form

ρ0(ω, q) =
∞∑
l=0

clδ(ω −∆− 2l) , (3.40)

In this case, ρ is supported only at discrete points on the real ω-axis.

In contrast, for T > THP , ρ(ω, q) is smooth and supported on the full real ω-axis. For

d = 2, i.e. CFT on a circle, from the BTZ black hole [46] it can be found that15

ρ(ω, q) = C sinhπωΓ(q+)Γ(q̄+)Γ(q−)Γ(q̄−) . (3.41)

We will refer to such a ρ, a smooth function supported on the full real ω-axis for any q,

as having a complete spectrum. For general d, the explicit analytic expressions of ρ(ω, q) at

strong coupling are not known, but ρ can be shown to always have a complete spectrum due

to the presence of the horizon in the black hole geometry (see e.g. [4]).

Conjecture: the algebras YR,YL are type III1 if and only if the corresponding ρ has a

complete spectrum.

We now outline some motivational ideas for the conjecture, but will not attempt a rigorous

mathematical proof here. For any choice of a cyclic and separating vector |φ〉 ∈ H(GNS)
Ψβ

for

YR we have the corresponding modular operator ∆φ. The spectrum σ(∆φ) of ∆φ is |φ〉-
14 This can be defined by taking β →∞ in (3.36) and can be found from the zero temperature momentum

space Wightman function as G0+(ω, q) = ρ0(ω, q).
15 Now q is the momentum on the circle and q± = 1

2 (∆+i(ω±q)), q̄± = 1
2 (∆−i(ω±q)). C is a normalization

constant. In (3.41) we have chosen units such that β = 2π.
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dependent and consider the spectral invariant

S(YR) = ∩φσ(∆φ) . (3.42)

YR is type III1 if S(YR) = R+ [47, 48] (see also Sec. 5.2.4 of [32]). This implies that for all

states |φ〉 the spectrum of log ∆φ should cover the full real axis. In our construction of the

GNS Hilbert space using generalized free fields, ω can be interpreted as the eigenvalues of

− log ∆0 (see (3.34)) for the GNS vacuum |Ω0〉. Furthermore, all states in the GNS Hilbert

space can be obtained by acting a
(R)
k on |Ω0〉 (or a limit of such states). If there is a gap

in the spectrum of ρ(ω, q) on the real ω-axis, then we should be able to construct a state,

whose corresponding modular operator does not have a spectrum covering the full R+. Also

note that when there is a complete spectrum, the “vacuum” |0〉L ⊗ |0〉R for a
(α)
k , which is

defined to be annihilated by a
(α)
k with ω > 0, does not exist in H(GNS)

Ψβ
and thus H(GNS)

Ψβ

cannot be tensor factorized16. In Sec. VII we show that when there is a complete spectrum

it is possible to define a half-sided modular translation structure (which is only possible for

type III1 algebras).

We will discuss in the next subsection that the type III1 structure of YR,YL is also required

by the duality of YR,YL with the bulk algebras ỸR, ỸL.

We emphasize that the complete spectrum is possible only in the large N limit. CFT on

Sd−1 has a discrete energy spectrum, i.e. the sums m,n in (3.36) are literally discrete. As a

result, at finite N , the spectral function ρ is supported on only discrete values of ω = Emn. In

the large N limit (for T > THP ), the dominant contributions to the sums in (3.36) come from

states with energies of O(N2), where the density of states is eO(N2). If O has nonzero matrix

elements between generic states with energy differences Emn ∼ O(N0), a complete spectrum

results in the large N limit. In contrast, for T < THP , the dominant contributions to the

sums in (3.36) come from states with energies of O(N0), where the density of states is O(N0),

which leads to a discrete spectrum for ρ. From the bulk perspective, the complete spectrum

can be attributed to the existence of an event horizon which results in a continuum of modes

16 From (3.31), the normalization of |0〉R ⊗ |0〉L is proportional to
∏
ω(1− e−2πω), which is not well defined.
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for both signs of ω. The emergent complete spectrum in the large N limit for T > THP

was emphasized before in [4] as a possible reason for the emergence of a bulk horizon and

singularity in holography.

The complete spectrum of finite temperature spectral functions and thus the emergent

type III1 structure may not be restricted to strong coupling. In [49] it was argued that a

complete spectrum may arise generically for a matrix-type theory in the large N limit even

at weak coupling (see also [50, 51]). A complete spectrum should also arise in the SYK

model.

The boundary theory on R1,d−1 is always in the high temperature phase for any nonzero

temperature and thus the corresponding YR,YL should be type III1 at any nonzero temper-

ature.17

Theories defined on an uncompact space such as Rd−1, the spectral functions of a single-

trace operator have a continuous spectrum at both zero and finite temperature. Such a

continuous spectrum alone is not enough for the corresponding algebra to be type III1. For

example, at T = 0, the spectral function for a scalar operator O with dimension ∆ has the

form (C is a constant)

ρ0(k) = Cθ(ω)θ(−k2)(−k2)ν , ν = ∆− d

2
, k2 = −ω2 + ~q2 . (3.43)

This has a continuous spectrum, but is not supported on the full real ω-axis for a given

spatial momentum ~q. In this case the representation of the algebra generated by single-trace

operators in the GNS Hilbert space built from acting them on the vacuum should be type

I. For a free Yang-Mills theory at a finite temperature, the spectral function for a typical

gauge invariant operator is supported for ω2 ≥ ~q2 on the real ω-axis for a given ~q (see [52] for

an example), and thus also does not have a complete spectrum. The representation of the

algebra generated by this gauge invariant operator on the GNS Hilbert space will therefore

not be of type III1.

17 In general we expect that the large volume limit to get the theory on R1,d−1 from R×Sd−1 (or on a torus)

is smooth. Under this assumption, the type III1 structure of YR is also only possible in the large N limit

for the theory on R1,d−1.
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Our discussion of the emergent type III1 structure is at the generalized free field theory

level, which applies at leading order in the large N limit. See [35] for a discussion on the

deformation of this algebra when including 1/N corrections.

D. Duality between the bulk and boundary from the algebraic perspective

Given that single-trace operators are dual to fundamental fields on the gravity side, we

can identify the Hilbert spaces of small excitations on both sides and the corresponding

operator algebras, i.e.

H(GNS)
Ψβ

= H(Fock)
BH , |Ω0〉 = |HH〉, YR = ỸR, YL = ỸL . (3.44)

More explicitly, for a bulk scalar field φ dual to a boundary single-trace operator O, the

last two equations of (3.44) imply that we should identify oscillators, a
(α)
k , constructed from

the generalized free field description of the boundary theory operators (3.25) with those in

the bulk mode expansions (3.4)–(3.5), which is the reason we have been using the same

notation for them. This identification is also reflected in the standard extrapolate dictionary

for the bulk and boundary operators (C is a normalization constant)

π(OR(x)) = C lim
r→∞

r−∆φR(r, x), π(OL(x)) = C lim
r→∞

r−∆φL(r, x), (3.45)

u
(R)
k (x) = C lim

r→∞
r−∆v

(R)
k (r, x), u

(L)
k (x) = C lim

r→∞
r−∆v

(L)
k (r, x) . (3.46)

We emphasize that it is the representations π(OR), π(OL) of OR,OL in the GNS Hilbert

space that appear in the extrapolation formulas (3.45). This makes sense as the mode

expansions of φR, φL depend on the bulk geometry, which is reflected in the state-dependence

of π(OR), π(OL). The identification of |Ω0〉 with |HH〉 then follows from (3.15) and (3.29).

With the identifications of a
(α)
k in the boundary and bulk mode expansions, φR, φL of

equations (3.4)–(3.5) can now be directly interpreted as boundary operators, which is the

statement of bulk reconstruction for the R and L regions of the black hole [18–20]. We
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emphasize that the reconstruction formula is in terms of operators in the GNS Hilbert space.

Since the algebras ỸR, ỸL of bulk fields restricted to the R and L regions of the black hole

are believed to be type III1 von Neumann algebras, the duality can only hold if YR,YL are

also type III1. The identifications (3.44) should hold perturbatively in the 1/N expansion (or

bulk GN expansion).

For the boundary theory on R× Sd−1, the above discussion applies to T = 1
β
> THP . For

T < THP , the bulk dual for (3.16) is given by two disconnected copies of global AdS whose

small excitations are in the thermal field double state, see Fig. 5. In this case YR and YL are

each dual respectively to the algebra of bulk fields in the global AdS geometry and should

be type I.

FIG. 5. Below THP the bulk theory is two separate global AdS spacetimes whose small excitations

are entangled in the thermal field double state.

IV. EMERGENT TYPE III1 ALGEBRAS IN BOUNDARY LOCAL REGIONS

The emergent type III1 structure discussed in the previous section concerned the algebras

generated by single-trace operators over the entire boundary spacetime. We now would like

to argue this phenomenon is more general, applying to spacetime subregions, although in a

more subtle way. The operator algebra of a boundary CFT restricted to a subregion should

be type III1 [41–43]. We argue that there is a further emergent type III1 structure in the

large N limit, and discuss its manifestation in the bulk gravity dual.

Our discussion in this section will be for a single copy of the boundary CFT at zero
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temperature. For definiteness, we will take the boundary spacetime to be R1,d−1. Recall that

the Hilbert space of the boundary CFT is H, with its full operator algebra B, and the algebra

generated by single-trace operators is A. While B can be defined on a single time slice, A

is defined on the whole spacetime as single-trace operators do not obey any equations of

motion among themselves, see Fig. 6. B is a type I von Neumann algebra. A is C∗ algebra,

but not a von Neumann algebra as the double commutant of A is not itself.

1

2

FIG. 6. The single-trace algebras A1 and A2 associated with the two different Cauchy slices shown

are inequivalent, even though they share a causal diamond, since single-trace operators do not

obey any equation of motion among themselves (standard Heisenberg evolution takes a single-trace

operator outside of the algebra). The same statements apply to algebras generated by generalized

free fields (e.g. subalgebras of Y) which do not obey any equations of motion.

A. GNS Hilbert space and bulk reconstruction

For our discussion of the emergent type III1 structure for local boundary subregions, it

is again important to introduce the GNS Hilbert space of small excitations, now around the

vacuum state of the CFT. The procedure is similar to our discussion of the GNS Hilbert

space around the thermal field double state in Sec. III B, so we will not go into details.

Consider the GNS Hilbert space H(GNS)
0 built from the CFT vacuum state |0〉 over the

single-trace operator algebra A. H(GNS)
0 offers a representation π0(A) for an operator A ∈ A
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and we denote the algebra π0(A) as Y . As the entire operator algebra on H(GNS)
0 , Y is a type

I vN algebra. We will denote the vector corresponding to the identity operator in H(GNS)
0 as

|Ω0〉GNS. The definition of Y is again only sensible perturbatively in the 1/N expansion.

To leading order in the 1/N expansion, the algebra Y is again generated by generalized

free fields, with a mode expansion determined by vacuum two-point functions of single-trace

operators.

The boundary theory in the vacuum state |0〉 is dual to the bulk gravity theory in the

empty AdS geometry (in our case the Poincaré patch as we consider the boundary theory

on R1,d−1). We can use the standard procedure to build a Hilbert space of small excitations

around the Poincare vacuum |0〉bulk, which we will denote as H(Fock)
0 . The algebra of bulk

fields is denoted as Ỹ . In terms of the algebraic language we are using, the usual holographic

dictionary can be written as

H(Fock)
0 = H(GNS)

0 , |0〉bulk = |Ω0〉GNS, Ỹ = Y . (4.1)

In particular, the last equation in (4.1) identifies the bulk and boundary creation/annihilation

operators, and is equivalent to the statement of global reconstruction.18

B. Boundary theory in a Rindler region and AdS Rindler duality

Now consider the boundary spacetime separated into Rindler regions, as on the left of

Fig. 7. We denote the algebra of operators restricted to the Rindler R-region (or L-region)

as BR (or BL). These are type III1 vN algebras. The single-trace operator algebras restricted

to the R and L regions are denoted by AR and AL. They are not von Neumann algebras

as they are not their own double commutants. The restrictions of Y to the R and L regions

are denoted by YR and YL. They are von Neumann algebras and we have Y ′R = YL.

Our proposal is that YR and YL are type III1. This new type III1 structure is only possible

in the large N limit, and is mathematically and physically distinct from the type III1 nature

18 The HKLL global reconstruction [53] is a coordinate space version of the statement.
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FIG. 7. Left: Rindler regions of Minkowski spacetime. Right: AdS Rindler regions of the bulk

spacetime. The vertical lines denote the boundary and the dashed lines are Rindler horizons. Each

AdS Rindler region has the corresponding Minkowski Rindler region as its boundary.

of BR and BL. The support for our proposal again comes from the complete spectrum of the

spectral function of single-trace operators restricted to a Rindler region and the half-sided

modular translation structure which we will study in detail in Sec. VII and Sec. VIII. It is

also required by the duality with bulk gravity, which we now elaborate.

The Poincaré patch of AdS can also be separated into four AdS Rindler regions as on the

right of Fig. 7. The standard procedures of the holographic correspondence can be applied

to an AdS Rindler region, leading to a duality between the bulk gravity theory in the AdS

Rindler R (L) region and the CFT in the boundary R (L) region [53–55]. Denoting the

algebras of bulk fields in the AdS R and L regions as ỸR and ỸL, we have the identification

YR = ỸR, YL = ỸL . (4.2)

As local operator algebras of the bulk low energy effective theory restricted to a spacetime

subregion, ỸR and ỸL are type III1 vN algebras, thus so are YR,YL due to the identifica-

tions (4.2).
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The CFT vacuum |0〉 is cyclic and separating for BR and the corresponding modular

Hamiltonian is − log ∆ = K, where K is the boost operator. Similarly, |Ω0〉GNS is cyclic

and separating for YR, and the flows generated by the corresponding modular operator ∆0

should again coincide with boosts. We thus have

π0(AR(η = 2πt)) = π0

(
∆−itAR∆it

)
= ∆−it0 π0(AR)∆it

0 , AR ∈ AR (4.3)

where η is the (dimensionless) Rindler time.

With BR and YR being type III1, neither ∆ nor ∆0 can be factorized into a product of

operators from the R and L regions, but their non-factorizations are reflected very differently

in the bulk. The non-factorization of ∆ implies that the entanglement entropy SR between

the R and L regions in the full CFT can only be defined with a short-distance cutoff εb in the

boundary, which corresponds to a bulk IR cutoff near the intersection of the corresponding

RT surface with the asymptotic boundary. The non-factorization of ∆0 is reflected in the

non-factorization of the bulk field theory across the AdS Rindler horizon, which implies that

a bulk UV cutoff εUV must be introduced in order to define the bulk entanglement entropy

SR between the AdS Rindler R and L regions. See Fig. 7.

The above discussion of a boundary Rindler region can be straightforwardly generalized

to ball-shaped regions in the boundary which also have geometric modular flow.

C. General boundary regions

We now generalize the above discussion of emergent type III1 algebras for Rindler regions

to general local boundary subregions. The story is similar, so we will only emphasize those

elements which are different.

We now use R to denote a general spatial subregion in the boundary. Its causal completion

is denoted by R̂. The restriction of B to R, BR, is the same as BR̂, and is a type III1 vN

algebra. Now consider the restriction of Y to R, YR, in the GNS Hilbert space H(GNS)
0 . Note

that YR 6= YR̂ as Y is generated by generalized free fields, which do not obey any equations
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of motion (see Fig. 6). We now introduce

ŶR = (YR̂)′′ . (4.4)

From the definition, we have ŶR ⊇ YR̂. For a half-space (Rindler) or a ball-shaped region,

YR̂ = ŶR, as the modular flows are geometric, but for general R it may be that YR̂ is a

proper subset of ŶR. We propose that ŶR is type III1.

Subregion duality and bulk reconstruction associated with R can be stated as

ỸER = ŶR , (4.5)

where ER is the entanglement wedge of R and ỸER is the bulk field algebra restricted to

ER. The containment of the causal wedge in the entanglement wedge can be interpreted as

a bulk reflection of YR̂ ⊂ ŶR.19

We denote the modular operator of BR with respect to the CFT vacuum state |0〉 as ∆

and the modular operator of ŶR with respect to |Ω0〉GNS as ∆0. The identification of bulk

and boundary modular flows argued for in [56, 57] can be expressed in our language as

π0

(
∆−isA∆is

)
= ∆−is0 π0(A)∆is

0 , A ∈ AR . (4.6)

A highly nontrivial assumption behind the above relation is that ∆−isA∆is ∈ A, i.e. modular

flows of a single-trace operators are still elements of A. Unlike those in (3.34) and (4.3), the

modular flow parameter s in (4.6) does not have any geometric interpretation.

The type III1 nature of BR and ŶR is again reflected differently in the bulk, with the

IR divergence of the area of the Ryu-Takayanagi (RT) surface [58] reflecting the type III1

nature of BR, while the divergence in the bulk entanglement entropy SER for ER reflects the

type III1 nature of ŶR, see Fig. 8.

19 Denoting the causal wedge for R as CR and the corresponding bulk algebra as ỸCR
, we expect ỸCR

⊆ YR̂.

Note that since ỸCR
is the algebra associated with a causally complete bulk region, it should be a von

Neumann algebra, but, in general, YR̂ does not have to be a von Neumann algebra.
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γR

RER

FIG. 8. RT surface, γR, for a boundary spatial region R. ER denotes the entanglement wedge.

Here we only draw a spatial section of the bulk. The bulk IR divergence of the area of γR comes

from the part near the boundary (circled red regions) and reflects the type III1 nature of boundary

algebra BR. The type III1 nature of ŶR is reflected in the UV divergences of SER , which comes

from UV degrees of freedom near γR in the bulk (highlighted by orange wavy lines).

V. PHYSICAL IMPLICATIONS

The emergent type III1 algebras potentially have many physical implications. One such

implication, which will be extensively explored in the rest of the thesis, is the emergent half-

sided modular inclusion and translation structure, which can be used to generate emergent

in-falling flows in the bulk. Here we discuss some other possible implications. Our discussion

is somewhat vague, but hopefully offers some pointers for future explorations.

A. Role of the bifurcating horizon and RT surfaces

Consider first the case of the system in the thermal field double state. The doubled system

has a tensor product structure with Ĥ = HR ⊗HL, B̂ = BR ⊗ BL, and Â = AR ⊗AL. The

emergent type III1 nature of YR,YL implies that the GNS Hilbert space H(GNS)
Ψβ

does not

have a tensor product structure, i.e. it cannot be factorized into Hilbert spaces associated

with the R and L theories, and its operator algebra Y also lacks a tensor product structure

in terms of YR,YL. This can have important implications for describing the dynamics of
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low energy excitations around the thermal field double state, including non-factorization of

certain objects on the gravity side. An immediate bulk example of such non-factorization

comes from operators inserted at the bifurcating horizon (suitably smeared), see the left of

Fig. 9. The existence of conserved charges such as energy implies that YR and YL have a

nontrivial center at the leading order in the 1/N expansion [35], i.e. they are not factors.

The presence of diffeomorphisms and other possible gauge symmetries on the gravity side

could also lead to a nontrivial center [59–61] for ỸR, ỸL and thus for YR,YL.

Ψ ψL ψR

FIG. 9. Left: operators inserted at the bifurcating horizon do not appear to be factorizable. Right:

a Wilson line in the eternal black hole geometry and its factorization into left and right operators

via the bifurcation surface.

The system can be factorized once we go beyond the GNS Hilbert to the full theory. From

the bulk perspective this requires going beyond the low energy approximation. Interestingly,

there are objects, which naively may be factorized only in the full theory but turn out to be

factorizable within the low energy description, with the “help” of the bifurcating horizon.

Here we will briefly comment on two simple examples:

1. YR is type III1, so its modular operator ∆0 with respect to the GNS vacuum |Ω0〉 cannot

be factorized, which translates to the bulk as the lack of a well-defined entanglement

entropy SR between the R and L regions in the continuum limit. Going beyond the

GNS Hilbert space, the full theory can be factorized, and there exists a well defined

36



entanglement entropy SR between the R and L systems. It is a familiar fact that SR

can nevertheless be found using the low energy description on the gravity side by the

generalized entropy

SR =
Ahor

4GN(εUV)
+ SR(εUV) (5.1)

where Ahor is the horizon area and GN(εUV) is the (bare) Newton constant at some

bulk short-distance cutoff εUV. The left-hand side is well defined mathematically but

SR(εUV) cannot be defined in the εUV → 0 limit, and thus the two terms on the right

hand side cannot be individually defined in the continuum limit.

This emergent type III1 structure also provides a new perspective on the bulk UV

divergences and renormalization of the Newton constant GN . Recall that in the usual

AdS/CFT dictionary, the bulk UV divergence is understood from the boundary the-

ory as coming from a truncation of operators dual to stringy modes in the bulk. In

particular, it is generally expected that the string theory description of a physical

quantity should be devoid of UV divergences at each genus order. Here, however, the

bulk UV divergences may be understood from the boundary theory as arising from

non-factorization of algebra Y . For this reason, even in string theory we expect that

the two terms in (5.1) which should come respectively from genus zero (the area term)

and from higher genera contributions cannot be individually finite.

2. Another example was discussed by [62], as indicated in the right of Fig. 9, which is

a Wilson line W of a bulk gauge field going from the left to the right boundary. To

factorize the Wilson line into a product of left and right operators requires breaking it

up somewhere in the middle of the black hole geometry, which cannot be done without

introducing additional structure. But there is an additional structure in the bulk: the

bifurcating horizon. We can break up the Wilson line in the low energy theory by

taking advantage of it, as indicated in Fig. 9, with

W = ψR − ψL, ψL,R =

∫ r0

∞
A(L,R)
r dr (5.2)
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where r0 is the location of the horizon. From discussions in [63–65], ψR, ψL can be

identified respectively as effective fields describing diffusion in the right and left the-

ories at a finite temperature. These are collective dynamical variables and cannot be

expressed simply in terms of fundamental degrees of freedom of the boundary theory.

The bifurcating horizon can be described in a diffeomorphism invariant way and thus

ψR and ψL are also diffeomorphism invariant and the factorization is well defined.

For both examples above, we see that the horizon plays the role of restoring the factor-

ization in the low energy description.

The above discussion can be generalized to the algebra ŶR associated with a local bound-

ary regionR. We expect that ŶR and (ŶR)′ should share a center whose “size” is characterized

by the area of the RT surface. Similarly, the RT surface can be used to restore factorization

in the low energy description. More explicitly, the entanglement entropy SR of a region R

in the full boundary theory can be obtained from the bulk by [66]

SR =
AγR

4GN(εUV)
+ SR(εUV) (5.3)

where AγR is the area of the Ryu-Takayanagi (RT) surface γR. Recall that in this case

SR is only defined with a UV cutoff in the boundary which translates to a bulk IR cutoff.

As remarked earlier, due to the type III1 nature of ŶR, SR(εUV) cannot be defined in the

continuum limit, and thus the two terms on the right hand side cannot be defined separately

in the limit εUV → 0 as was the case in (5.1).

The parallel with (5.1) and the thermal field double case can be made even closer if we

assume that the boundary theory has the split property, which is believed to be satisfied by

general quantum field theories [67–69]. Consider the situation in Fig. 10, where we separate

the two regions R and L by an infinitesimal distance εb. The split property says that there

exists a tensor product decomposition of the global Hilbert space H = HN ⊗HN̄ , giving rise

to a type-I factor N corresponding to operators acting on HN , which satisfies

BR ⊆ N ⊆ B′L . (5.4)
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The entanglement entropy associated with HN is well defined and in the limit εb → 0 it can

be used as a regularization of SR.20 Under this regularization, the type III1 algebra ŶR can

now be viewed as arising from the type I factor N . In other words, in equation (4.6) we

can treat the modular operator ∆ in the full theory as being factorizable. Similar to the

role played by the event horizon in (5.1), in (5.3) the RT surface restores the factorization

structure of H = HN ⊗HN̄ in the low energy description.

ϵb

RL

FIG. 10. Slightly separated Rindler regions on a spatial slice. The split property implies that there

is a tensor factorization of the Hilbert space with respect to an operator algebra N contained in

the union of the green and red regions above, even though no such tensor factorization exists for

the red and blue regions alone when εb = 0

These discussions also imply that the bifurcating horizon of an eternal black hole can be

viewed as a special example of an RT surface from an algebraic perspective. For a more

general entangled state |Ψ〉 between the CFTR and CFTL, the RT surface which provides

a signal of the factorization of the full system in the low energy theory no longer coincides

with the horizon.

The role of the area terms in (5.1) and (5.3) in restoring the tensor product of Ĥ and

H also provides a new perspective on their physical origin and their universality. There are

other ways to understand the appearance of the area terms from the perspective of quantum

20 Such a regularization was discussed earlier, for example, in [70].
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error correction [71, 72] and superselection sectors [73]. We believe that all these perspectives

can be understood in a unified way, which will be discussed elsewhere.

B. More general entanglement wedges

The entanglement wedge of a boundary subregion R can be defined to be the maximal

bulk subregion ER whose operator algebra can be reconstructed from that of R. In the static

situation and with a spatial region R which we are considering, the entanglement wedge ER

for R has been formulated using the RT surface. It is the bulk causal completion of the

region between the RT surface γR and R. This definition assumes that the relevant operator

algebra in the boundary for R is BR which is equivalent to BR̂.

Our discussion in the previous sections suggests that entanglement wedges and subregion

duality can be formulated more generally, with the definition associated to RT surfaces as

a special case. Firstly, as we emphasized, the bulk reconstruction should be more precisely

formulated in terms of operators in the GNS Hilbert space, which are built from single-

trace CFT operators. For single-trace operators or their representations in the GNS Hilbert

space, the algebras associated with different Cauchy slices are inequivalent. Secondly, RT

surfaces appear in the situations when the algebras of single-trace operators can be embedded

in a type I factor with the identification of modular flows (4.6), and they play a role in

restoring the factorization. There are algebras in the GNS Hilbert space associated to a

boundary spacetime region R, which cannot be embedded into a type I factor for which (4.6)

holds. For such an algebra, one cannot associate a well-defined entropy, and thus there is no

corresponding RT surface. We will discuss such examples in Sec. XI.

C. Emergent symmetries

There can be emergent symmetries associated with the emergent type III1 structure. In

the example of two copies of CFT in the thermal field double state, it can be shown that

there are emergent null translation symmetries along the past and future event horizons of
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the eternal black hole, which will be discussed in detail in Sec. XI B.

There are likely many other examples where symmetries in the low energy effective theory

of gravity can be understood as being associated with emergent type III1 algebras. Here we

mention some possible candidates:

1. In [74] it has been argued that the compactification to (1 + 1)-dimensional Rindler

spacetime cannot exist in a quantum gravity, due to incompatibility of an exact

SL(2, R) symmetry with a finite number of states. It may be possible to understand

the Rindler spacetime and associated uncompact symmetries from an emergent type

III1 algebra in the GN → 0 limit.

2. An SL(2, R) algebra in Jackiw-Teitelboim gravity was discussed in [14, 15] (see

also [75]), which implements AdS2 isometries on the matter fields. These symme-

tries may be understood from emergent type III1 algebras in the SYK model.

3. In [76] local Poincare symmetry about a RT surface was discussed, including its rel-

evance for the modular properties of the boundary theory. As with the near-horizon

symmetries discussed in item 1 for a black hole, these symmetries should be a conse-

quence of the emergent type III1 structure discussed in Sec. IV C.

VI. REVIEW OF HALF-SIDED MODULAR TRANSLATIONS

In this section we discuss how to generate new times in the boundary theory. Our main

tool is half-sided modular inclusion/translation [77, 78], and an extension of it. This structure

has played a role in proofs of the CPT theorem [77] and the construction of the Poincaré

group from wedge algebras [79]. There have also been important applications of the half-

sided modular inclusion structure to understanding modular Hamiltonians of regions with

boundaries on a null plane for a quantum field theory in the vacuum, including average null

energy conditions [80, 81]. See also [82] for a discussion concerning black hole interiors.
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A. Review of half-sided modular translations

Suppose M is a von Neumann algebra and the vector |Ω0〉 is cyclic and separating for

M. The associated modular and conjugate operators are ∆M and JM. The commutant of

M is denoted asM′. ∆M leaves |Ω0〉 invariant and can be used to generate flows withinM

or M′,

∆−itM A∆it
M = eiKMtAe−iKMt ∈M, A ∈M, KM = − log ∆M , (6.1)

while the anti-unitary operator JM takes M to M′ and vice versa

M′ = JMMJM, J2
M = 1 . (6.2)

∆M acts on both M and M′, and in general cannot be factorized into operators which act

only on M or M′.

Now suppose there exists a von Neumann subalgebra N ofM with the half-sided modular

inclusion properties:

1. |Ω0〉 is cyclic for N (it is automatically separating for N as N ⊂M).

2. The half-sided modular flow of N under ∆M lies within N , i.e.

∆−itM N∆it
M ⊂ N , t ≤ 0 . (6.3)

We will denote the modular operator of N with respect to |Ω0〉 as ∆N with KN = − log ∆N .

With these assumptions there are the following theorems [77, 78, 83, 84].

Theorem 1: There exists a unitary group U(s), s ∈ R with the following properties:

1. U(s) has a positive generator, i.e.

U(s) = e−iGs, G ≥ 0 (6.4)
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2. It leaves |Ω0〉 invariant

U(s)|Ω0〉 = |Ω0〉, ∀s ∈ R (6.5)

3. Half-sided inclusion

U †(s)MU(s) ⊆M, ∀s ≤ 0 . (6.6)

4. N can be obtained from M with an action of U

N = U †(−1)MU(−1) . (6.7)

Theorem 2: Suppose U(s) = e−iGs is a continuous unitary group satisfying (6.6), then

any of the two conditions below imply the third:

1. G ≥ 0 . (6.8)

2. U(s)|Ω0〉 = |Ω0〉, s ∈ R . (6.9)

3. ∆−itM U(s)∆it
M = U(e−2πts), and JMU(s)JM = U(−s) . (6.10)

Theorem 3: Introducing

Nt ≡ ∆−itM N∆it
M (6.11)

we then have

1. The family of algebras Nt with t ∈ R is nested, i.e. Nt1 ⊂ Nt2 for t1 < t2, with

N∞ =M and N0 = N .

2. The half-sided modular flow of any member of this family gives another algebra in the

family. In particular,

∆−isN Nt∆
is
N = Nf0(s,t), f0(s, t) = − 1

2π
log
(
1 + e−2πs(e−2πt − 1)

)
(6.12)

valid for all s, t such that the argument of the logarithm is positive. Note:

43



(a) For t < 0, which means Nt ⊂ N , we always have f0 < 0 for any s and f0 < t for

s < 0. f0 increases as s increases and f0 → 0 as s→∞.

(b) For t > 0, which means that N ⊂ Nt, the logarithm is defined only for s ≥ st ≡
1

2π
log(1 − e−2πt) < 0, and f0 < t for s > 0. As s → st, f0 → +∞, while as

s → +∞, f0 → 0. This can be intuitively understood as that the part of Nt
which is outside N is pushed further away from (closer to) N for s < 0 (s > 0).

3. The action of U(s) on Nt has the structure

eiGsNte−iGs = Nf1(s,t), f1(s, t) = − 1

2π
log(e−2πt − s) (6.13)

valid for all s, t such that the argument of the logarithm is positive. Note that f1 → −∞

as s→ −∞ and f1 → +∞ as s→ e−2πt.

4. Modular operators of M and N satisfy the algebra

[KM, KN ] = −2πi(KM −KN ) . (6.14)

5. U(s) can also be expressed in terms of modular flow operators of M and N as

∆−itM ∆it
N = U(λ(t)), λ(t) = e−2πt − 1 . (6.15)

Expanding both sides to linear order in t we have

KM −KN = 2πG (6.16)

which gives the explicit form of G in terms of modular Hamiltonians of M and N .21

Theorem 4 [85]: Suppose we have (i) nested von Neumann algebras Na, a ∈ R, Na ⊂ Nb,

for a < b with common cyclic and separating vector |Ω0〉; (ii) a one-parameter unitary group

21 Note that the positivity of G is manifest in this expression since KM −KN = log ∆N − log ∆M ≥ 0
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T (a) with a positive generator and T (a)|Ω0〉 = |Ω0〉; (iii) T (a) translates the algebras

Na = T (a)N0T (−a) . (6.17)

Then T (a) is unique. Theorem 4 then says that given M,N and |Ω0〉, U(s) is unique.

The above structure is called half-sided modular translation and exists only if M is a

type III1 von Neumann algebra [84].

Similarly, we can define half-sided modular inclusion (6.3) for t ≥ 0 with the corresponding

half-sided modular translation for s ≥ 0. All the statements are parallel except with the

following sign changes for equations (6.10), (6.12), (6.13), (6.15)

∆−itM U(s)∆it
M = U(e2πts), (6.18)

f0(s, t) =
1

2π
log
(
1 + e2πs(e2πt − 1)

)
, (6.19)

f1(s, t) =
1

2π
log(e2πt + s), (6.20)

λ(t) = e2πt − 1 . (6.21)

B. Example I: null translations in Rindler spacetime

Consider a quantum field theory in (1 + 1)-dimensional Minkowski spacetime R1.1 with

coordinates xµ = (x0, x1) and momentum operators P µ = (P 0, P ). Suppose the system is in

the vacuum state |0〉 with respect to the Minkowski time x0.

Consider the half space A given by

A = {xµ ∈ R1,1|x0 = 0, x1 > 0} (6.22)

whose domain of dependence is the Rindler R-region (see Fig. 7 Left). We takeM to be the

operator algebra in the R-region, so |0〉 is cyclic and separating underM. The corresponding
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modular Hamiltonian KM in this case is proportional to the boost operator K

KM = − log ∆M = 2πK , ∆−itM = eiKMt (6.23)

and JM is the CPT operator.

It is convenient to use light-cone coordinates

x± = x0 ± x1, P± =
1

2
(H ± P ) = −P∓, H = P 0 , (6.24)

where the translation operator by a vector aµ is given by

e−iPµ·a
µ

= eiHa
0−iPa1

= eiP
−a++iP+a− . (6.25)

Note that

[K,P±] = ±iP±, eiKMsP±e−iKMs = e∓2πsP±, (6.26)

eiKMsφ(xµ)e−iKMs = φ(x′µ(s)), x′±(s) = e±2πsx± (6.27)

where φ(xµ) is a scalar operator.

M is the operator algebra in the region x+ > 0, x− < 0. Below for simplicity we will

simply use the spacetime region to denote the operator algebra in that region. We take N

to be the region {x+ > 0, x− < −1} (see Fig 11 Left), and then

Nt ≡ eiKMtN e−iKMt = {x+ > 0, x− < −e−2πt} (6.28)

with Nt ⊂ N for t < 0. We thus have the half-sided modular inclusion structure (6.3). In

this case the modular operator of N can be found explicitly and existence of the positive

generatorG can be directly verified. More explicitly, flows generated by the modular operator

of N correspond to boosts which which leave the point aµ = (a+, a−) = (0,−1) invariant.
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Thus KN should be given by

eitKN = e−ia
µPµeitKMeia

µPµ = e−iP
+

eitKMeiP
+

, (6.29)

which gives

KN = KM − 2πP+ . (6.30)

From (6.16) we conclude that the corresponding G is given by

G = P+ (6.31)

and thus

U(s) = e−isP
+

. (6.32)

We can now verify explicitly the statements of various theorems of last subsection. For

example,

U †(s)MU(s) = {x+ > 0, x− < s} ⊂ M, s < 0, (6.33)

N = U †(−1)MU(−1), Nt = U †(−e−2πt)MU(−e−2πt), (6.34)

∆−itM U(s)∆it
M = eiKMte−iP

+se−iKMt = U(e−2πts) . (6.35)

By taking N to be the operator algebra associated with the region in Fig. 11 (b), there is a

half-sided modular inclusion structure with t ≥ 0, and the corresponding modular translation

operator is given by G = P−.

C. Example II: Two copies of a large N theory in the thermal field double state

Now consider two CFTs in the thermal field double state in the large N limit, as discussed

in Sec. III B. We now take M = YR, which is the representation of the single-trace algebra

AR in the GNS Hilbert space H(GNS)
TFD . The associated modular operator is ∆M = ∆0 with
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FIG. 11. Left: The algebra of the subregion N that leads to the half-sided modular inclusion

structure for x− translation. Right: The algebra of the subregion N that leads to the half-sided

modular inclusion structure for x+ translation.





FIG. 12. Left: N denotes the spacetime subregion with t ≤ 0. The vertical axis is time and for

simplicity we have taken the spatial manifold to be a circle (vertical boundaries in the figure are

identified). Right: N denotes the spacetime subregion with t ≥ 0.

corresponding modular time t related to the usual time t by t = t
β
.

By choosing different subalgebrasN we can construct different generatorsG whose spectra

are bounded from below and thus generate new “times”. As the simplest possibility we take

N to be the representation of the single-trace operator algebra associated with the region
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indicated in the left plot of Fig. 12. Since generalized free fields do not satisfy any Heisenberg

equations, N is inequivalent to M (recall Fig. 6).

The GNS vacuum |Ω0〉 is separating with respect to N . While we do not have a rigorous

mathematical proof, we will assume that it is also cyclic with respect to N . Since ∆−it0

generates a time translation, clearly

Nt ≡ ∆−it0 N∆it
0 ⊂ N , for t < 0 . (6.36)

We thus have the half-sided modular inclusion structure of (6.3). In this case ∆N and G

are not explicitly known. The theorems in Sec. VI A can be used to anticipate the action of

U(s) = e−iGs, for example as in (6.13). In Sec. XI we will give the explicit action of U(s) by

proposing the gravity description of it, which can be explicitly worked out. Equation (6.13)

then provides a nontrivial check of the proposal.

We can also consider choosing N to be associated with the region in the right plot of

Fig. 12, which gives a half-sided modular inclusion structure for t > 0.

For both plots in Fig. 12, instead of letting the region describing N be bounded by the

t = 0 slice, we can choose an arbitrary Cauchy slice (not necessarily with constant t), see

Fig. 13. There is still a half-sided modular inclusion structure and the associated modular

translations. Thus there are an infinite number of emergent “times” in the large N limit.

VII. POSITIVE EXTENSION OF HALF-SIDED TRANSLATIONS FOR GENER-

ALIZED FREE FIELDS

We now consider the general structure of half-sided modular translations for a generalized

free field theory. We will show that in this context it is possible to determine the general

structure of the action of U(s) for all values of s without the need of specifying N or ∆M.

As an illustration , we will use two CFTs in the thermal field double state in the large N

limit, as discussed in Sec. III B and Sec. VI C, withM = YR, M′ = YL, and ∆M = ∆0. The

generalized free fields that generate the algebras are defined by (3.25)–(3.27). Below and
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



FIG. 13. For both plots in Fig. 12 instead of letting the region describing N be bounded by the

t = 0 slice, we can choose a slice t = f(χ) where χ is the boundary spatial coordinate and f an

arbitrary periodic function.

for the rest of the thesis for notational simplicity we will write π(OR(x)) simply as OR(x),

but it should be kept in mind that they are operators in the GNS Hilbert space. Also for

convenience for the rest of the thesis we will rescale the CFT time such that β = 2π. The

rescaled time will be denoted as η. From (3.33) we thus have the relation between modular

time t and η

t =
η

2π
. (7.1)

From now on ω will be conjugate to η.

The discussion in this section also applies to YR for a local subregion. For a Rindler

region, η is simply the Rindler time.

A. Unitary automorphism of the algebra

For convenience we first copy here some relevant equations of Sec. III B. In the GNS

Hilbert space H(GNS)
TFD , single-trace operators OL,OR can be represented by generalized free
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fields with mode expansions

Oα(x) =
∑
k

u
(α)
k (x)a

(α)
k =

∑
k

(b+u
(α)
k c

(α)
k + b−u

(α)
−k c

(ᾱ)
k ), α = R,L, R̄ = L , (7.2)

where k = (ω, q) denotes all quantum numbers including ω ∈ (−∞,∞) with
∑

ω =
∫

dω
2π

.

The R and L systems are assumed to be symmetric with

u
(R)
−k (x) = u

(R)∗
k (x) = u

(L)
k (x) . (7.3)

The various oscillators satisfy the equations

(a
(α)
k )† = a

(α)
−k , [a

(α)
k , a

(β)
k′ ] = ε(ω)δk+k′,0δαβ, a

(α)
k |Ω0〉 = e−πωa

(ᾱ)
−k |Ω0〉, (7.4)(

c
(α)
k

)†
= c

(α)
−k , [c

(α)
k , c

(β)
k′ ] = ε(ω)δk+k′,0δαβ, c

(α)
k |Ω0〉 = 0 for ω > 0, (7.5)

c
(α)
k = b+a

(α)
k − b−a

(ᾱ)
−k , a

(α)
k = b+c

(α)
k + b−c

(ᾱ)
−k , b± =

e±
π|ω|

2√
2 sinhπ|ω|

. (7.6)

The anti-unitary modular conjugation operator J takes OR to OL and vice versa, i.e.

JOα(x)J = Oᾱ(x), Ja
(α)
k J = a

(ᾱ)
k , Jc

(α)
k J = c

(ᾱ)
k . (7.7)

Now suppose there is a one-parameter unitary automorphism group U(s), s ∈ R,

OR(x; s) ≡ U(s)†OR(x)U(s), OL(x; s) ≡ U(s)†OL(x)U(s) (7.8)

which we require to satisfy the following properties:

1. Half-sided inclusion, i.e.

OR(x; s) ∈ YR, for s < 0 . (7.9)
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2. It leaves the state |Ω0〉 invariant

U(s)|Ω0〉 = |Ω0〉, ∀s . (7.10)

3. J acts on U as

JU(s)J = U(−s) . (7.11)

Acting on both sides of the first equation of (7.8) by J we find

JOR(x; s)J = JU(s)†JJOR(x)JJU(s)J = OL(x;−s) . (7.12)

4. Under modular flow we require

∆−it0 U(s)∆it
0 = U(e−2πts) . (7.13)

5. U(1) group property

U(s)† = U(−s), U(s1)U(s2) = U(s1 + s2), s, s1, s2 ∈ R . (7.14)

From Theorem 2 of Sec. VI A, U(s) satisfying the above conditions is generated by a Her-

mitian operator G that is bounded from below.

We will now use the above properties to deduce the explicit transformations of the oscil-

lators under U(s). For this purpose we denote

σs(a
(α)
k ) ≡ U †(s)a

(α)
k U(s) = Λαβ

kk′(s)a
(β)
k′ , σs(c

(α)
k ) ≡ U †(s)c

(α)
k U(s) = Σαβ

kk′(s)c
(β)
k′ . (7.15)

In the above equations and also subsequent discussions, repeated indices k′ and β should be

understood as being summed. The transformation matrices Σ and Λ can be related to each

other using the basis changes (7.6). More explicitly, we have (b′± denotes the corresponding
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expression as in (7.6) for ω′)

Λαβ
kk′(s) = b+Σαβ

kk′(s)b
′
+ + b−Σᾱβ

−kk′(s)b
′
+ − b+Σαβ̄

k−k′(s)b
′
− − b−Σᾱβ̄

−k−k′(s)b
′
−, (7.16)

Σαβ
kk′(s) = b+Λαβ

kk′(s)b
′
+ − b−Λᾱβ

−kk′(s)b
′
+ + b+Λαβ̄

k−k′(s)b
′
− − b−Λᾱβ̄

−k−k′(s)b
′
− . (7.17)

Introducing

u
(αβ)
k (x; s) = u

(α)
k′ (x)Λαβ

k′k(s), w
(αβ)
k (x; s) = b′+u

(α)
k′ (x)Σαβ

k′k(s) + b′−u
(α)
−k′(x)Σᾱβ

k′k(s), (7.18)

(α is not summed) we have

Oα(x; s) = u
(αβ)
k′ (x; s)a

(β)
k′ = w

(αβ)
k′ (x; s) c

(β)
k′ , (7.19)

w
(αβ)
k (x; s) = u

(αβ)
k (x; s)b+ + u

(αβ̄)
−k (x; s)b− . (7.20)

We now work out the conditions Σαβ
kk′ and Λαβ

kk′ should satisfy. Equation (7.9) implies that

ΛRL
kk′(s) = 0, for s < 0 (7.21)

and we denote

ΛRR
kk′ (s < 0) = Ckk′(s) . (7.22)

Taking the Hermitian conjugate of (7.15)

(σs(c
(α)
k ))† = σs(c

(α)
−k ) → Σαβ∗

kk′ (s)c
(β)
−k′ = Σαβ

−kk′(s)c
(β)
k′ (7.23)

which requires that

Σαβ∗
kk′ (s) = Σαβ

−k,−k′(s) . (7.24)

Similarly we have

Λαβ∗
kk′ (s) = Λαβ

−k,−k′(s), C∗kk′(s) = C−k−k′(s) . (7.25)
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Acting J on (7.15) we have

J(σs(c
(α)
k ))J = JU †(s)c

(α)
k U(s)J = σ−s(c

(ᾱ)
k ) → Σαβ∗

kk′ (s)c
(β̄)
k′ = Σᾱβ̄

kk′(−s)c
(β̄)
k′ (7.26)

which implies that

Σαβ∗
kk′ (s) = Σᾱβ̄

kk′(−s) (7.27)

and similarly

Λαβ∗
kk′ (s) = Λᾱβ̄

kk′(−s) . (7.28)

From (7.10) and (7.5) we have

σs(c
(α)
k )|Ω0〉 = 0 for ω > 0, 〈Ω0|σs(c(α)

k ) = 0 for ω < 0, (7.29)

i.e. the action of σs does not mix c−type creation and annihilation operators, which implies

that Σ should have the structure

Σαβ
kk′(s) = θ(ω)θ(ω′)Aαβkk′(s) + θ(−ω)θ(−ω′)Bαβ

kk′(s) . (7.30)

Equations (7.27) and (7.24) imply that

A
(αβ)∗
kk′ (s) = A

(ᾱβ̄)
kk′ (−s) = B

(αβ)
−k−k′(s), B

(αβ)∗
kk′ (s) = B

(ᾱβ̄)
kk′ (−s) = A

(αβ)
−k−k′(s) . (7.31)

We will now show that (7.30) further implies that the full Λαβ
kk′(s) and Σαβ

kk′(s) can be

expressed in terms of Ckk′(s) with s < 0. From (7.18) and (7.20) we have for s < 0

u
(RR)
k (x; s)b+ = b′+u

(R)
k′ (x)ΣRR

k′k + b′−u
(R)
−k′(x)ΣLR

k′k, (7.32)

u
(RR)
−k (x; s)b− = b′+u

(R)
k′ (x)ΣRL

k′k + b′−u
(R)
−k′(x)ΣLL

k′k . (7.33)
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From (7.30) we then have

u
(R)
k′ (x)Ck′k(s)b+ = b′+u

(R)
k′ (x)

(
θ(ω)θ(ω′)ARRk′k (s) + θ(−ω)θ(−ω′)BRR

k′k (s)
)

+b′−u
(R)
k′ (x)

(
θ(ω)θ(−ω′)ALR−k′k(s) + θ(−ω)θ(ω′)BLR

−k′k(s)
)

(7.34)

u
(R)
k′ (x)Ck′−k(s)b− = b′+u

(R)
k′ (x)

(
θ(ω)θ(ω′)ARLk′k(s) + θ(−ω)θ(−ω′)BRL

k′k (s)
)

+b′−u
(R)
k′ (x)

(
θ(ω)θ(−ω′)ALL−k′k(s) + θ(−ω)θ(ω′)BLL

−k′k(s)
)
. (7.35)

Considering respectively ω > 0 and ω < 0 on both sides we find that

ARRk′k (s) = θ(ω)θ(ω′)
b+

b′+
Ck′k(s), ALRk′k(s) = θ(ω)θ(ω′)

b+

b′−
C−k′k(s), (7.36)

ARLk′k(s) = θ(ω)θ(ω′)
b−
b′+
Ck′−k(s), ALLk′k(s) = θ(ω)θ(ω′)

b−
b′−
C−k′−k(s), (7.37)

BRR
k′k (s) = θ(−ω)θ(−ω′)b+

b′+
Ck′k(s), BLR

k′k (s) = θ(−ω)θ(−ω′)b+

b′−
C−k′k(s), (7.38)

BRL
k′k (s) = θ(−ω)θ(−ω′)b−

b′+
Ck′−k(s), BLL

k′k(s) = θ(−ω)θ(−ω′)b−
b′−
C−k′−k(s) . (7.39)

The above equations can be written more compactly as

Aαβk′k(s) =
bβ
b′α
θ(ω)θ(ω′)Cαk′βk(s), Bαβ

k′k(s) =
bβ
b′α
θ(−ω)θ(−ω′)Cαk′βk(s) (7.40)

where in subscripts for b and C it should be understood that R = + and L = −. From the

above we also have the relations

A
(αβ)∗
k′k (s) = B

(αβ)
−k′−k(s),

b′α
bβ
Aαβk′k(s) =

b′ᾱ
bβ̄
Bᾱβ̄
−k′−k(s), (7.41)

where the first relation follows from the second equation of (7.25). The above expressions
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apply to s < 0. We can now find the expressions for A and B for s > 0 from (7.27)

A
(αβ)
k′k (s) = A

(ᾱβ̄)∗
k′k (−s) =

bβ̄
b′ᾱ
θ(ω)θ(ω′)Cαk′βk(−s), (7.42)

B
(αβ)
k′k (s) = B

(ᾱβ̄)∗
k′k (−s) =

bβ̄
b′ᾱ
θ(−ω)θ(−ω′)Cαk′βk(−s) . (7.43)

Collecting everything together we thus have

Σαβ
k′k(s) =


bβ̄
b′ᾱ
θ(ωω′)Cαk′βk(−s), s > 0

bβ
b′α
θ(ωω′)Cαk′βk(s), s < 0

(7.44)

and more explicitly

ΣRR
k′k (s) =

√
sinhπ|ω′|√
sinhπ|ω|


[
e
π
2

(ω−ω′)θ(ω)θ(ω′) + e−
π
2

(ω−ω′)θ(−ω)θ(−ω′)
]
Ck′k(s) s < 0[

e−
π
2

(ω−ω′)θ(ω)θ(ω′) + e
π
2

(ω−ω′)θ(−ω)θ(−ω′)
]
Ck′k(−s) s > 0

,

(7.45)

ΣRL
k′k(s) =

√
sinhπ|ω′|√
sinhπ|ω|


[
e−

π
2

(ω+ω′)θ(ω)θ(ω′) + e
π
2

(ω+ω′)θ(−ω)θ(−ω′)
]
Ck′−k(s) s < 0[

e
π
2

(ω+ω′)θ(ω)θ(ω′) + e−
π
2

(ω+ω′)θ(−ω)θ(−ω′)
]
Ck′−k(−s) s > 0

,

(7.46)

and similarly for ΣLR and ΣLL. From (7.16) we then have

ΛRR
k′k (s) =

Ck
′k(s) s < 0

sinhπω′

sinhπω
Ck′k(−s) s > 0

, ΛRL
k′k(s) =

0 s < 0

sinhπ(ω+ω′)
sinhπω

Ck′−k(−s) s > 0
, (7.47)

ΛLL
k′k(s) =


sinhπω′

sinhπω
C−k′−k(s) s < 0

C−k′−k(−s) s > 0
, ΛLR

k′k(s) =


sinhπ(ω+ω′)

sinhπω
C−k′k(s) s < 0

0 s > 0
. (7.48)
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B. Determining the structure of Ckk′(s)

We first collect the conditions Ckk′(s) should satisfy and then show that under certain

assumptions it can be completely determined up to a phase.

The U(1) property implies that for s1, s2 < 0

Ckk′(s1)Ck′k′′(s2) = Ckk′′(s1 + s2) . (7.49)

Since the modular operator ∆0 generates a translation in time t, it acts on a
(α)
k as22

∆−it0 a
(α)
k ∆it

0 = e−2πiαωta
(α)
k (7.50)

which also implies

∆−it0 c
(α)
k ∆it

0 = e−2πiαωtc
(α)
k . (7.51)

Acting ∆−it0 on (7.15) we find from (7.13)

∆−it0 U(s)†c
(α)
k U(s)∆it

0 = e−2πiαωtΣαβ
kk′(e

−2πts)c
(β)
k′ = Σαβ

kk′(s)c
(β)
k′ e

−2πiβω′t (7.52)

which implies that

e−2πiαωtΣαβ
kk′(e

−2πts) = Σαβ
kk′(s)e

−2πiβω′t . (7.53)

The above equation implies that the s-dependence of Σ must have the form

Σαβ
kk′(s) ∝ s−i(αω−βω

′) (7.54)

which in turn implies that

Ckk′(s) ∝ (−s)−i(ω−ω′) . (7.55)

22 Recall that t = η
2π and ω is the frequency for η.
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We will make a further assumption that Ckk′ is diagonal in other quantum numbers, i.e.

Ckk′(s) = (−s)−i(ω−ω′)g(k, k′)δq,q′ (7.56)

From (7.25) g should satisfy

g∗(k, k′) = g(−k,−k′) . (7.57)

Equation (7.49) requires

∫
dω′

2π
(−s1)−i(ω−ω

′)g(k, k′)(−s2)−i(ω
′−ω′′)g(k′, k′′) = (−s1 − s2)−i(ω−ω

′′)g(k, k′′) . (7.58)

Without loss of generality, we take |s2| > |s1|. The above equation can then be written as

∫
dω′

2π
z−i(ω−ω

′)g(k, k′)g(k′, k′′) = (1 + z)−i(ω−ω
′′)g(k, k′′), z =

|s1|
|s2|

< 1 . (7.59)

To compare with the LHS, let us expand the RHS in powers of z

(1 + z)−i(ω−ω
′′) =

1

Γ(i(ω − ω′′))

∞∑
n=0

(−1)nzn

n!
Γ(i(ω − ω′′) + n) (7.60)

and equation (7.59) can follow if the integral on the LHS can be evaluated using Cauchy’s

theorem with poles with ω − ω′ = in. This motivates us to consider the function

Iωω′(x) = x−i(ω−ω
′)Γ(i(ω − ω′) + ε) =

∫ ∞
0

dp

p
pi(ω−ω

′)+εe−px, x > 0, (7.61)

which satisfies

∫
dω′

2π
Iωω′(x1)Iω′ω′′(x2) = Iωω′′(x1 + x2), Iωω′(0) = 2πδ(ω − ω′) ≡ δωω′ . (7.62)
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Equation (7.58) can then be satisfied if g(k, k′) has the form

g(k, k′) =
λ(k)

λ(k′)
Γ(i(ω − ω′) + ε) (7.63)

which gives C of the form

Ckk′(s) =
λ(k)

λ(k′)
Iωω′(−s)δqq′ . (7.64)

Equation (7.57) requires
λ∗(k)

λ∗(k′)
=
λ(−k)

λ(−k′)
. (7.65)

We still need to consider the full consequences of (7.10). The invariance of |Ω0〉 under

U(s) requires that

〈
Ω0|σs(cαk1

)σs(c
β
k2

)|Ω0

〉
= Σαγ

k1k′1
(s)Σβγ

k2,−k′1
(s)θ(ω′1) (7.66)

is independent of s, which leads to23

Σαγ
k1k′1

(s)Σβγ
k2,−k′1

(s)θ(ω′1) = δαβδk1,−k2θ(ω1) . (7.68)

The above equations are in turn equivalent to

Ck1k′(s)Ck2−k′(s)(b
′2
+θ(ω

′) + b′2−θ(−ω′)) = (b2
1+θ(ω1) + b2

1−θ(−ω1))δk1,−k2 (7.69)

which can be written more explicitly as

∑
k′

Ck1k′(s)Ck2−k′(s)
eπω

′

2 sinhπ|ω′|
= (b2

1+θ(ω1) + b2
1−θ(−ω1))δk1,−k2 . (7.70)

23 Note 〈
Ω0|cαk c

β
k′ |Ω0

〉
= δαβδk,−k′θ(ω) . (7.67)
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Inserting (7.64) into (7.70) leads to

∑
k′

Iω1ω′(s)
λ(k1)

λ(k′)
δq1q′Iω2−ω′(s)

λ(k2)

λ(−k′)
δq2,−q′

eπω
′

2 sinhπ|ω′|
=

eπω1

2 sinhπ|ω1|
δk1,−k2 . (7.71)

It can be checked that

∑
ω′

Iω1ω′(s)Iω2−ω′(s)e
πω′ = δω1,−ω2e

πω1 (7.72)

and thus (7.71) is satisfied if

λ(k′)λ(−k′) =
1

2 sinhπ|ω′|
. (7.73)

From (7.65) we then have

λ(k) =
eiγk√

2 sinhπ|ω|
, γ−k = −γk (7.74)

and

Ckk′(s) =

√
sinh π|ω′|
sinhπ|ω|

eiγk−iγk′Iωω′(s)δqq′ . (7.75)

With the above form Ckk′ has the following “transpose” property

Ckk′(s) = C∗k′k(s)
sinhπ|ω′|
sinhπ|ω|

. (7.76)

With (7.76), (7.70) can be rewritten as

∑
k′

Ck1k′(s)Ck′−k2(s)eπω
′
= eπω1δk1,−k2 . (7.77)

From (7.14) we have

σs1(σs2(a
(α)
k )) = σs1+s2(a

(α)
k ) (7.78)
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which implies that

Λαβ
kk′(s1)Λβγ

k′k′′(s2) = Λαγ
kk′′(s1 + s2) . (7.79)

For s1, s2 with the same sign, it can be shown that the group properties (7.79) follw

from (7.49). For s1, s2 of opposite signs, (7.49) is not enough, but (7.79) can be shown

to follow from the more explicit form (7.75). See Appendix B for details.

To conclude, equations (7.75) and (7.47)–(7.48) give the explicit transformation of a
(α)
k

and thus O(x) under U(s) (for all s ∈ R), which satisfies all the desired properties (7.9)–

(7.14) for half-sided modular translations. Without needing any explicit information about

N we have determined the action of U(s) up to a phase factor eiγk . Information about

different choices of N as well as the nature of emergent time s is encoded in this phase

factor.

VIII. AN EXAMPLE: GENERALIZED FREE FIELDS IN RINDLER SPACETIME

In this section we use a simple example to illustrate the formalism developed in Sec. VII.

Consider a generalized free field O(x) in Minkowski spacetime and the following question:

given the restrictions OR,OL of O to the R and L Rindler regions (see Fig. 7 Left), is it

possible to recover the behavior of the field in the full spacetime (i.e. also in the F and

P regions)? Intuitively the answer is no, since a generalized free field does not satisfy any

equation of motion, so we cannot obtain the behavior of O in the F and P regions by evolving

OR and OL from a Cauchy slice as in a standard quantum field theory. Here we show that

by using the procedure of Sec. VII we in fact can express O in the F and P regions in terms

of those in R and L regions.
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A. The transformation

Consider (1 + 1)-dimensional Minkowski spacetime

ds2 = −(dx0)2 + (dx1)2 = −dx+dx− = e2χ
(
−dη2 + dχ2

)
= −e2χdξ+dξ−, (8.1)

x0 = eχ sinh η, x1 = eχ cosh η, x± = x0 ± x1 = ±e±ξ± , ξ± = η ± χ (8.2)

where the coordinates ξ± cover the R patch. There is a similar description for the L patch.

For simplicity and also for the later connection with the AdS Rindler discussion we take

O to be given by an operator of dimension ∆ in a CFT. The expression for the two-point

function of O is fixed by conformal symmetry including the restriction to the R region.

Accordingly the mode expansion forOR(ξ) in theR region can be written as (see Appendix E)

OR(ξ) =

∫
d2k

(2π)2
u

(R)
k (ξ)a

(R)
k ≡

∑
k

u
(R)
k (ξ)a

(R)
k (8.3)

u
(R)
k = Nke

∆
2

(ξ−−ξ+)e−iωη+iqχ = Nke
q̄+ξ−−q−ξ+

, Nk =

√
sinhπ|ω|√
2πΓ(∆)

|Γ (q+) Γ (q−)| (8.4)

k = (ω, q), k± =
1

2
(ω ± q), q± =

1

2
(∆ + i(ω ± q)), q̄± =

1

2
(∆− i(ω ± q)) . (8.5)

There is an analogous mode expansion for OL with u
(L)
k = u

(R)
−k .

Taking M to be the algebra generated by OR and N the subalgebra associated with the

region ξ− < 0 (Fig. 11 Left), as discussed in Sec. VI B the generator G for half-sided modular

translation simply corresponds to a null translation x− → x− + s, or in terms of ξ±

ξ− → ξ−s = ξ− − log
(

1− seξ−
)
, ξ+ → ξ+

s = ξ+, s < 0 . (8.6)

We now show how to use the formalism developed in Sec. VII to extend the action of U(s)

to positive s and thereby extend OR,OL to the F and P regions.

For s < 0, we have

OR(ξ; s) ≡ U †(s)OR(ξ)U(s) = OR(ξs) (8.7)

62



which implies that

u
(R)
k (ξs) = u

(R)
k′ (ξ)Ck′k(s), s < 0 . (8.8)

We then find that

Ck′k(s) =
Nk

Nk′

∫
d2ξ e−ik

′·ξ+ik·ξs+ ∆
2
ξ−s =

1

2

Nk

Nk′
δk′−,k−

Γ(q̄′+)

Γ(q̄+)
Iω′ω(−s) (8.9)

=
1

2
δk′−,k−

√
sinhπ|ω| |Γ (q+)|√
sinhπ|ω′| |Γ (q′+)|

Γ(q̄′+)

Γ(q̄+)
Iω′ω(−s) (8.10)

where function I was introduced previously in (7.61) and the last expression has the form

of (7.75) with

eiγk =
Γ(q̄+)

|Γ(q̄+)|
. (8.11)

B. Crossing the Rindler horizon

We now consider OR(ξ; s) with s > 0,

OR(ξ; s) =
∑
k

u
(R)
k (ξ)σs(a

(R)
k ) =

∑
k

u
(Rβ)
k (ξ; s)a

(β)
k , u

(Rβ)
k (ξ; s) ≡ u

(R)
k′ (ξ)ΛRβ

k′k(s) . (8.12)

From (7.47) we have

u
(RR)
k′ (ξ; s) = Nk′

eq̄
′
+ξ
−−q′−ξ+

Γ(q̄′+) sinh(πω′)
J1, u

(RL)
k′ (ξ; s) = Nk′

eq
′
+ξ
−−q̄′−ξ+

sinh(πω′)Γ(q′+)
J2, (8.13)

J1 =

∫
dω

2π
sinhπ(ω + ω′) e−iω(ξ−+log s)Γ(iω + ε)Γ(−iω + q̄′+), (8.14)

J2 =

∫
dω

2π
e−iω(ξ−+log s)Γ

(
−iω + q′+

)
Γ(iω + ε) sinhπω . (8.15)

The integrals (8.14)–(8.15) can be evaluated using contour integration. We have the following

situations:

1. ξ− + log s < 0, i.e. s < s0 ≡ e−ξ
−

. In this case we can close the contour in the upper
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half complex-ω plane picking up poles at

ω = i (n+ ε) , n = 0, 1, · · · (8.16)

which results in

J1 = Γ(q̄′+) sinhπω′
(

1− seξ−
)−q̄′+

, J2 = 0 (8.17)

and

u
(RR)
k′ (ξ; s) = u

(R)
k′ (ξ−s , ξ

+), û
(RL)
k′ (ξ; s) = 0, → OR(ξ; s) = OR(ξ−s , ξ

+) . (8.18)

This is the situation where the transformation (8.6) is still well defined and OR(ξ; s)

remains in the R region.

2. ξ− + log s > 0, i.e. s > s0 ore equivalently seξ
−
> 1. In this case we can close the

contour in the lower half complex-ω plane picking up poles for (8.14)–(8.15) respectively

at

ω = −i
(
n+ q̄′+

)
, ω = −i

(
n+ q′+

)
, n = 0, 1, · · · (8.19)

which results in

J1 = (−i) sinπq′−Γ(q̄′+)
(
seξ

− − 1
)−q̄′+

, (8.20)

J2 = (−i) sinπq′+Γ(q′+)
(
seξ

− − 1
)−q′+

, (8.21)

and

u
(RR)
k (ξ; s) = −i sin πq−

sinh(πω)
Nk(x

−
s )−q̄+(x+)−q− , x−s = x− + s, (8.22)

u
(RL)
k (ξ; s) = −i sin πq+

sinh(πω)
Nk(x

−
s )−q+(x+)−q̄− (8.23)
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In this range of s, (8.6) becomes complex and is no longer well-defined. But the action

of U(s) leads to a well-defined new transformation described by (8.22)–(8.23) if we use

Minkowski x± coordinates of the initial point. Note x−s = x− + s > 0, i.e. we are

now in the future region. It can be checked that the expressions (8.22)–(8.23) precisely

agree with behavior of the CFT in the F region, see the second line of (E4) and (E5).

Thus we see that s0 is the “critical” value for the half-sided modular translation to

take OR(ξ) beyond the Rindler horizon and into the F region. Crossing the Rindler is

signaled by the appearance of a
(L)
k in OR(ξ; s).

By taking N to be given by the region indicated on the right of Fig. 11, we can take OR
beyond the past Rindler horizon and into the P region.

IX. BULK RECONSTRUCTION FOR ADS RINDLER AND BTZ REVISITED

We will now use the formalism developed in earlier sections to study emergent in-falling

times in a black hole geometry. In particular, we will give an explicit construction in the

boundary theory of an evolution operator for a family of bulk in-falling observers, making

manifest the boundary emergence of the black hole horizons, the interiors, and the associated

causal structure. As an illustration, we will work with the BTZ black hole in AdS3. For

contrast, it is also instructive to see how the AdS-Rindler horizon emerges in the boundary

theory in this framework.

In this section we first review the metrics of the BTZ black hole and an AdS3 Rindler

region, as well as the mode expansions of a bulk scalar field in these geometries. We then

discuss the boundary support of a bulk field in the BTZ black hole or AdS-Rindler spacetime.

This part is new and will provide an important preparation for our discussion in Sec. XI.

We will set the AdS radius to be unity throughout the thesis.
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A. AdS Rindler and BTZ geometries

Consider the Poincaré patch of AdS3

ds2 =
1

z2
(−(dx0)2 + (dx1)2 + dz2) =

1

z2
(−dx+dx− + dz2), x± = x0 ± x1 (9.1)

which can be separated into four different AdS Rindler regions, labeled by R,L,F ,P on

the right of Fig. 7, corresponding respectively to regions with (x+, x−) having signs (+,−),

(−,+), (+,+), (−,−). They have respectively R,L, F, P Rindler regions of Minkowski

spacetime R1,1 (depicted on the left of Fig. 7) as their boundaries (i.e. as z → 0). It is also

convenient to introduce the so-called BTZ coordinates (η, w, χ), which for the R region have

the form

z = weχ, x+ = eξ
+√

1− w2, x− = −e−ξ−
√

1− w2, ξ± = η ± χ, (9.2)

and in terms of which the metric has a “black hole” form

ds2 =
1

w2

[
−
(
1− w2

)
dη2 +

(
1− w2

)−1
dw2 + dχ2

]
. (9.3)

The AdS Rindler horizon is at w = 1 and the boundary is at w = 0. When w > 1, the

metric (9.3) covers the part of the F or P regions with z2−x+x− > 0. w =∞ is a coordinate

singularity beyond which we have z2−x+x− < 0 and the BTZ coordinates (η, w, χ) no longer

apply. We will refer to the parts of F with z2 − x+x− > 0 and z2 − x+x− < 0 respectively

as the F1 and F2 regions. Similarly the P region is split into P1 and P2.

The BTZ black hole can be obtained by making χ compact [46], in which case w = ∞

becomes a genuine singularity where the spacetime ends, and w = 1 becomes an event

horizon. The black hole has inverse temperature β = 2π corresponding to the time η. For

compact χ, the Poincaré coordinates (9.2) can no longer be used to connect different regions.
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Instead, we can introduce the Kruskal coordinates in the R region

U = −eζ−η = −
√

1− w
1 + w

e−η, V = eζ+η =

√
1− w
1 + w

eη , (9.4)

where ζ is the tortoise coordinate

ζ = −
∫

dw

1− w2
=

1

2
log

1− w
1 + w

. (9.5)

The event horizons lie at U, V = 0 and the boundary lies at UV = −1. See Fig. 4.

Note that the Kruskal coordinates U, V can also be used for AdS-Rindler, with U, V = 0

corresponding to the AdS-Rindler horizons and UV = 1 now a coordinate singularity.24

For more extensive discussion of the AdS-Rindler and BTZ spacetimes, see Appendix C.

B. Mode expansion in AdS-Rindler and BTZ

Consider a bulk scalar field φ dual to a boundary operator O of dimension ∆. The

restriction φR(X) of φ to the AdS Rindler R region (with X = (η, w, χ)) or to the R region

of the BTZ black hole has the same mode expansion except that the momentum q along the

χ direction is continuous for AdS-Rindler and discrete for BTZ. Below we will use the same

notation for both cases.

φR can be expanded in modes as

φR(X) =
∑
k

v
(R)
k (X)a

(R)
k , v

(R)
k (X) = Nkfk(w)eik·x (9.6)

k = (ω, q), k · x = −ωη + qχ q± =
1

2
(∆ + i(ω ± q)), q̄± =

1

2
(∆− i(ω ± q)) (9.7)

Nk =

√
sinh π|ω|√
2πΓ(∆)

|Γ (q+) Γ (q−)| , fk(w) = w∆(1− w2)−iω/22F1

(
q̄−, q̄+; ∆;w2

)
. (9.8)

24 Note that in terms of the range of Kruskal coordinates U, V , the AdS-Rindler R and L regions coincide

respectively with the R and L regions of the BTZ black hole, but the F and P regions of the BTZ black

hole only cover the F1 and P1 regions of AdS-Rindler.
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The a
(R)
k are creation (for ω < 0) and annihilation (for ω > 0) operators of the boundary

generalized free field theory in the R region, and thus φR(X) can be interpreted as an

operator in the boundary theory. There is a similar “bulk reconstruction” equation for φL

in terms of a
(L)
k . Note that fk(w) is normalizable at infinity

lim
w→0

fk(w) = w∆ + · · · , (9.9)

and satisfies

fk(w) = f ∗k (w) = f−k(w) = f−ω,q(w) = fω,−q(w) . (9.10)

Near the horizon, w → 1, we have

v
(R)
k (X) =

1√
2|ω|

eik·x
(
e−iωξ+iδk + eiωξ−iδk

)
, (9.11)

where the phase shift δk is given by

eiδk =
Γ(iω)|Γ(q−)Γ(q+)|
|Γ(iω)|Γ(q−)Γ(q+)

e−iω log 2 . (9.12)

We also note the asymptotic behavior for |ω| → ∞

2F1

(
q̄−, q̄+; ∆;w2

)
≈ w

1
2
−∆ Γ(∆)

2
√
π

(1− w)iω
(
− iω

2

) 1
2
−∆

Imω > 0

(1 + w)iω
(
iω
2

) 1
2
−∆

Imω < 0
(9.13)

which can be obtained from the discussion of Appendix F. As |q| → ∞ we have [55]

fk(w) = |q|
1
2
−∆w

1
2 (1− w)−

1
4

(
eq arcsinw + e−q arcsinw

)
, (9.14)

|Nk|2 =
21−2d

(Γ(∆))2
sinh(π|ω|)|q|2(∆−1)e−π|q|

(
1 +O(|q|−2)

)
, (9.15)

Nkfk(w) ∼
(
e−|q|(

π
2
−arcsinw) + e−|q|(

π
2

+arcsinw)
)
, (9.16)
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and similarly for φL. The expressions in the F and P regions of BTZ, and in the F and

P regions of Poincare AdS can be obtained from analytic continuation which we discuss in

Appendix D.

The corresponding boundary operators are obtained by the extrapolate dictionary, i.e.

removing w∆ and taking w → 0. We find

OR(x) =
∑
k

u
(R)
k (x)a

(R)
k , u

(R)
k (x) = Nke

ik·x , (9.17)

and similarly for OL(x) with u
(L)
k (x) = (u

(R)
k (x))∗. For the AdS Rindler the boundary limit

is taken by removing z∆, so the corresponding boundary operator in the Rindler patch has

an extra factor e−∆χ as in (8.4).

C. Boundary support of a bulk operator

The identification of bulk and boundary oscillators a
(α)
k implies that φR of (9.6) can be

regarded as a boundary operator. This is the statement of bulk reconstruction. We will

now examine the support of φR(X) on the boundary. We will use the notation for the BTZ

spacetime and exactly the same conclusion applies to AdS-Rindler.

Consider the smearing function K(X, y) defined by [18, 19]

φR(X) =
∑
k

Nke
ik·xfk(w)a

(R)
k =

∫
d2y K(X, y)OR(y) (9.18)

OR(x) =
∑
k

Nke
ik·xa

(R)
k , K(X, y) =

∑
k

eik·(x−y)fk(w) (9.19)

where OR(x) is obtained by taking the boundary limit of φR(X) (see (9.17) or Appendix E).

From the large q behavior of fk(w), see (9.14), the q-integral in (9.19) is divergent and thus

K(X, y) cannot be consistently defined as a function [55]. The origin of the divergence can be

traced to the complete spectrum feature emphasized in Sec. III C: for any ω, O has nonzero
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support for arbitrary large values of |q|, but this support decays exponentially at large |q|.25

The same statements apply to all AdS-Rindler and black hole systems in all dimensions

(see [86] for other arguments from the bulk).

The divergences can be avoided if we smear φR(X) in the χ direction by a function

with sufficiently soft large q behavior [55]. Alternatively, instead of φR(X), we can consider

φ
(R)
q (η, w) with a fixed momentum q in the χ-direction. This gives

φ(R)
q (η, w) =

∫
dω

2π
Nωqe

−iωηfωq(w)a(R)
ωq =

∫
dη′Kq(η, w; η′)O(R)

q (η′) (9.20)

O(R)
q (η) =

∫
dχ e−iqχOR(η, χ) =

∫
dω

2π
Nωqe

−iωηa(R)
ωq , (9.21)

Kq(η, w; η′) =

∫
dω

2π
e−iω(η−η′)fωq(w) . (9.22)

The kernel Kq(η, w; η′) is now well-defined and we can study its support in η′.

From (9.13), we have the asymptotic behavior

fk(w) = w
1
2

Γ(∆)

2
√
π


(1−w

1+w
)
iω
2

(
− iω

2

) 1
2
−∆

Imω > 0

(1+w
1−w )

iω
2

(
iω
2

) 1
2
−∆

Imω < 0

((1−w
1+w

)
iω
2 − iε(ω)e−iπε(ω)(∆−1)(1+w

1−w )
iω
2 )
(
− iω

2

) 1
2
−∆

Imω = 0

, |ω| → ∞ .

(9.23)

This behavior implies that we can close the contour of (9.22) in the upper half ω-plane for

η− η′− 1

2
log

1− w
1 + w

< 0 → η′ > η− 1

2
log

1− w
1 + w

→ U(η′, w = 0) > U(η, w) (9.24)

and can close the contour in the lower half ω-plane for

η−η′− 1

2
log

1 + w

1− w
> 0 → η′ < η− 1

2
log

1 + w

1− w
→ V (η′, w = 0) < V (η, w), (9.25)

where in the last equations of (9.24)–(9.25) we have expressed the conditions in terms of the

25 We expect the amplitude for creating a mode of large q with a finite ω should be proportional to e−cβ|q|

with c an O(1) number.
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Kruskal coordinates (9.4).

Since fk(w) is an entire function in the complex ω-plane, when we can close the contour

either in the upper half or the lower half planes, Kq(η, w; η′) is zero and thus it is only

supported in the region

ηmax ≡ η − 1

2
log

1− w
1 + w

> η′ > η − 1

2
log

1 + w

1− w
≡ ηmin . (9.26)

Using the last expressions of (9.24)–(9.25), the above equation corresponds to the region on

the boundary which is spacelike connected to the bulk point (η, w) on the Penrose diagram,

see Fig. 14. Since the range (9.26) is q-independent, we conclude that any bulk field smeared

in the χ direction is also supported in the same window of boundary time.

A bulk field operator in the F region must be supported on both the R and L boundaries.

Using the expression of φ in the F region it can be shown that it is supported on the right

boundary for V (η′, w = 0) > V (η, w) and on the left boundary U(η′, w = 0) > U(η, w). See

Fig. 14.

ϕR
ϕF

FIG. 14. Left: support of a bulk field operator φR(X) in the right region on the boundary in the

Penrose diagram. The supported region is highlighted with blue color. Right: boundary support

of a bulk field operator φF in the future region.
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X. EMERGENCE OF ADS RINDLER HORIZONS

As a warmup for the black hole story we consider the emergence of the bulk AdS-Rindler

horizon from the boundary system using the unitary group U(s) constructed in Sec. VIII.

Recall that under the duality, a
(α)
k for the bulk mode expansion in the AdS-Rindler regions

are identified with those of the generalized free theory in the corresponding boundary Rindler

regions. We show that the same transformation on a
(α)
k that took a boundary CFT operator

across the boundary Rindler horizon also takes a bulk field operator in the R region of

AdS-Rindler across the bulk horizon. In this case going beyond the AdS-Rindler horizon

is dictated by symmetries26 as the null shifts discussed in Sec. VIII become part of the

AdS isometry group. This approach does not apply to a general black hole for which such

isometries do not exist. In Sec. XI we will consider an alternative approach which also applies

to black holes.

The discussion is parallel to that of Sec. VIII except that the wave functions in the AdS-

Rindler case are more complicated than the Rindler case. Consider the evolution of a bulk

field operator initially at a point X = (η, w, χ) = (x+, x−, z) ∈ R,

Φ(X; s) = U(s)†φR(X)U(s) =
∑
β

∫
d2k′

(2π)2
v

(Rβ)
k′ (X; s)a

(β)
k′ , (10.1)

v
(Rβ)
k′ (X; s) =

∫
d2k

(2π)2
v

(R)
k (X)ΛRβ

kk′(s) =

∫
d2k

(2π)2
Nke

ik·xfk(w)ΛRβ
kk′(s) . (10.2)

where ΛRβ
kk′ are given by (7.47) with Ckk′ given by (8.10). We then have

v
(RR)
k′ (s) =

Nk′e
ik′·ξ

Γ(q̄′+)
w∆(1− w2)−iω

′/2

J1 s < 0

1
sinhπω′

J2 s > 0
, (10.3)

v
(RL)
k′ (s) =

Nk′e
−ik′·ξ

sinhπω′Γ(q′+)
w∆(1− w2)iω

′/2

0 s < 0

J3 s > 0
, (10.4)

26 See [45] for a discussion. Going behind the horizon of a black hole in Jackiw-Teitelboim gravity [14, 15] is

also similar to the AdS-Rindler case, as it can be done using a symmetry operator.
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with

J1 =

∫
dω

2π
e−iωηsF

(
q̄′−,−iω + q̄′+; ∆;w2

)
Γ(−iω + q̄′+)Γ(iω + ε), (10.5)

J2 =

∫
dω

2π
e−iωηs sinhπ(ω + ω′)F

(
q̄′−,−iω + q̄′+; ∆;w2

)
Γ(−iω + q̄′+)Γ(iω + ε), (10.6)

J3 =

∫
dω

2π
e−iωηs sinh πωF

(
q′−,−iω + q′+; ∆;w2

)
Γ(−iω + q′+)Γ(iω + ε), (10.7)

ηs = ξ− + log |s|+ 1

2
log(1− w2) . (10.8)

We can evaluate the above integrals by closing the contours in the upper or lower half

planes. For this purpose we need to know the asymptotic behavior (as |ω| → ∞) of the

hypergeometric functions that appear in the integrands. It is convenient to use the identity

F
(
q̄′−,−iω + q̄′+; ∆;w2

)
=

Γ(∆)Γ(iω + iω′)

Γ(q′−)Γ(q′+ + iω)
F (q̄′−, q̄

′
+ − iω; 1− iω′ − iω; 1− w2)

+(1− w2)iω
′+iωΓ(∆)Γ(−iω′ − iω)

Γ(q̄′−)Γ(q̄′+ − iω)
F (q′−, q

′
+ + iω; 1 + iω′ + iω; 1− w2) .

(10.9)

From equation (F1) of Appendix F, the hypergeometric functions in the above equations are

of order O(1) as |ω| → ∞ for 1 − w2 > −1 (as is the case for all possible initial points in

R). Each integral in J1,2,3 can then be separated into two terms,

Ji = Jia + Jib, i = 1, 2, 3 (10.10)

where Jia and Jib are obtained by respectively inserting the first and second term of (10.9)

into the expression for Ji. Denoting the corresponding integrands as jia and jib, we have27

jia ∼ e−iωηs , jib ∼ e−iωηs(1− w2)iω, ω → ±i∞ . (10.11)

We then conclude that for Jia we can close the contour in the upper half plane for ηs < 0

and in the lower half plane for ηs > 0. While for Jib we can close the contour in the upper

27 ω being pure imaginary gives the most stringent conditions.
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half plane for ηs − log(1 − w2) < 0 and in the lower half plane for ηs − log(1 − w2) > 0.

Denoting the values of s for ηs = 0 and ηs − log(1 − w2) = 0 respectively as s0 and s1, we

then have

Ji =


J

(+)
ia + J

(+)
ib = J

(+)
i |s| < s0

J
(+)
ia + J

(−)
ib s0 < |s| < s1

J
(−)
ia + J

(−)
ib = J

(−)
i |s| > s1

(10.12)

where J
(±)
ia denotes the expression for Jia obtained by closing the contour in the upper (lower)

half plane. Note that, for s > 0, using (9.2) we have

s = s0 → ξ− + log s− 1

2
log(1− w2) = 0 → s0 =

√
1− w2e−ξ

−
= −x− , (10.13)

so s = s0 is the coordinate distance from X to the horizon along the x− direction. Also note

s = s1 → ξ−+log s+
1

2
log(1−w2) = 0 → s1 =

1√
1− w2

e−ξ
−

=
z2

x+
−x− . (10.14)

s1 is then the coordinate distance along the x− direction from X to the hypersurface sepa-

rating the F1 and F2 regions.

Consider first J1 which applies to s < 0. For |s| < s0 from (10.12) we can close the

contour of (10.5) in the upper half plane which gives

J1 =
∞∑
n=0

(−1)n

n!
enηsF

(
q̄′−, n+ q̄′+; ∆;w2

)
Γ(q̄′+ + n)

= Γ(q̄′+)F2

(
q̄′+; q̄′−, 1; ∆, 1;w2,−eηs

)
= Γ(q̄′+)(1 + eηs)−q̄

′
+F
(
q̄′−, q̄

′
+; ∆;w2

1

)
, w2

1 =
w2

1 + eηs

(10.15)

where F2 is the second Appell hypergeometric function, and we have used (F24) and (F25).
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We then find

v
(RR)
k′ (X; s) = Nk′e

ik′·ξsw∆
s (1− w2

s)
−iω′/2F

(
q̄′−, q̄

′
+; ∆;w2

s

)
= v

(R)
k′ (Xs) (10.16)

where Xs = (ws, ξ
+
s , ξ

−
s ) is given by

ws =
w√

1− as
, as ≡ seξ

−√
1− w2, (10.17)

eξ
−
s =

eξ
−√

1− w2

√
1− as

√
1− as − w2

, eξ
+
s =

eξ
+√

1− w2
√

1− as√
1− as − w2

. (10.18)

Comparing (10.17)–(10.18) with (C11) we conclude that

Φ(X; s) = φR(Xs), Xs = (x+, x− + s, z) ∈ R (10.19)

It can be checked that the expression (10.16) is in fact valid for all s < 0.

Now consider s > 0 and J2, J3. For s < s0, we can close the contours of (10.6) and (10.7)

in the upper half plane. Since the integrand for J3 has no poles in the upper half plane,

J3 = 0, while J2 can be evaluated in a similar manner to (10.15), giving

J2 = sinhπω′Γ(q̄′+)(1− eηs)−q̄′+F
(
q̄′−, q̄

′
+; ∆;w2

2

)
w2

2 =
w2

1− eηs
. (10.20)

We then find that for s ∈ (0, s0), v
(RR)
k′ (X; s) is still given by (10.16) while v

(RL)
k′ (X; s) = 0,

and (10.19) results.

For s ∈ (s0, s1), from (10.12), we find28

J2a = sinhπω′
Γ(∆)Γ(iω′)Γ(q̄′+)

Γ(q′+)Γ(q′−)
(1− eηs)−q̄

′
+ F

(
q̄′−, q̄

′
+; 1− iω′; 1− w2

2

)
(10.21)

while J2b = 0 since the integrand has no poles in the lower half plane (the potential poles of

28 The evaluation is again similar to (10.15). The poles of the integrand in the upper half ω plane are at

ω = i(n+ ε) and we have used (F26).
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Γ(−iω − iω′) are canceled by sinh π(ω + ω′)). We then have

v
(RR)
k′ (X; s) = Nk′e

ik′·ξsw∆
s (w2

s − 1)−iω
′/2 Γ(∆)Γ(iω′)

Γ(q′+)Γ(q′−)
F
(
q̄′−, q̄

′
+; 1− iω′; 1− w2

s

)
(10.22)

where ws is given by (10.17) but ξ±s are now given by

eξ
−
s =

eξ
−√

1− w2

√
1− as

√
as − 1 + w2

, eξ
+
s =

eξ
+√

1− w2
√

1− as√
as − 1 + w2

. (10.23)

We can similarly evaluate J3

J3 = sinhπω′
Γ(∆)Γ(iω′)

Γ(q′−)
(1− eηs)−q̄′−(eηs − 1 + w2)−iω

′
F
(
q̄′+, q̄

′
−; 1− iω′; 1− w2

2

)
(10.24)

which results in

v
(RL)
k′ (X; s) = Nk′e

−ik′·ξsw∆
s (w2

s − 1)−iω
′/2 Γ(∆)Γ(iω′)

Γ(q′+)Γ(q′−)
F
(
q̄′−, q̄

′
+; 1− iω′; 1− w2

s

)
, (10.25)

where ξ±s are given by (10.23). Collecting (10.22) and (10.25), and comparing them with the

expressions for the wave functions in the F1 region (D7)–(D8) (note (10.23) is exactly (C13))

we conclude

Φ(X; s) = φF (Xs), Xs = (x+, x− + s, z) ∈ F1 . (10.26)

From the boundary perspective s0 is the “critical” value of U(s) evolution after which Φ(X; s)

now also involves a
(L)
k . This is the signature of the emergence of the AdS-Rindler horizon

from the boundary perspective.

For s > s1, the integrals J2 and J3 can be closed in the lower half plane. We find

J2 = sinhπ(−iq′−)Γ(q̄′+)(eηs − 1)−q̄
′
+F

(
q̄′−, q̄

′
+; ∆;

w2

1− eηs

)
, (10.27)

J3 = sinhπ(−iq′+)Γ(q′+)(eηs − 1)−q
′
+F

(
q′−, q

′
+; ∆;

w2

1− eηs

)
, (10.28)
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leading to

v
(R)
k′ (X; s) = Nk′e

ik′·ξsw∆
s (1 + w2

s)
−iω′/2 sinhπ(−iq′−)

sinhπω′
F
(
q̄′−, q̄

′
+; ∆;−w2

s

)
(10.29)

v
(L)
k′ (X; s) = Nk′e

−ik′·ξsw∆
s (1 + w2

s)
iω′/2 sinhπ(−iq′+)

sinhπω′
F
(
q′−, q

′
+; ∆;−ws2

)
, (10.30)

where now ws, ξ
±
s are given by (for this range of s, as > 1)

ws =
w√
as − 1

, eξ
−
s =

eξ
−√

1− w2

√
as − 1

√
as − 1 + w2

, eξ
+
s =

eξ
+√

1− w2
√
as − 1√

as − 1 + w2
. (10.31)

Comparing with (C14) and (D7)–(D8) we then find that

Φ(X; s) = φF (Xs), Xs = (x+, x− + s, z) ∈ F2 . (10.32)

We have demonstrated that the transformation U(s), determined from half-sided modular

translations in the boundary theory in Sec. VIII, implements a null shift isometry in AdS,

and can be used to generate the full Poincaré AdS from its R and L AdS-Rindler regions.

The transformation is well-defined and point-wise for all real values of s and for any choice

of initial location of the bulk operator.

XI. BOUNDARY EMERGENCE OF AN IN-FALLING TIME IN A BLACK HOLE

GEOMETRY

We now consider the generation of an in-falling time in a black hole geometry from the

boundary. Our goal is to identify U(s) in the boundary theory which can “globally evolve”

a Cauchy slice of a black hole geometry across the horizon. We will show that the half-

sided modular translations discussed in Sec. VI C can be used to for this purpose. That

is, here we take M = YR and N to be the algebra of single-trace operators in the GNS

Hilbert space H(GNS)
Ψβ

associated with the subregion η ≤ 0 in CFTR (see Fig. 12). Recall

the identifications (3.44) and that the modular operator for M is ∆0 with modular time
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t = 2πη.

A. Expressions for the transformations

As discussed in Sec. VI C, finding the explicit modular operator and the associated half-

sided modular translation generator G for the subalgebra N indicated in Fig. 12 directly in

the boundary theory appears to be difficult. Here we will find it by proposing the bulk dual

for N .

Consider a boundary subregion defined by η ≤ η0 and the corresponding algebra Xη0 of

single-trace operators in the GNS Hilbert space H(GNS)
Ψβ

. We denote the algebra of bulk fields

in the bulk subregion defined by U ≤ U0 = −e−η0 (see Fig. 15), as X̃η0 . We propose that

Xη0 = X̃η0 . (11.1)

In other words, the “entanglement wedge” of the boundary subregion Xη0 is given by the bulk

region X̃η0 . This proposal is natural from various perspectives. Firstly, from our discussion of

Sec. IX C, a bulk field operator in X̃η0 has boundary support only in the region Xη0 . Secondly,

under modular flow of ∆0, Xη1 = ∆−it0 Xη0∆it
0 is the region η ≤ η1 = η0 + 2πt. Under such a

flow, the bulk region X̃η0 is taken to X̃η1 defined with U ≤ U1 = −e−η1 . So the identification

is consistent with this flow. In Sec. XI D below we will show that (6.13) is recovered from

this identification, providing further nontrivial support. Under this identification we then

have N = X0 = X̃0.

Near the horizon, the black hole spacetime is approximately given by Rindler. In the

bulk field theory, the half-sided modular flows associated with M = ỸR and its subalgebra

N = X̃0 should then given by that in the Rindler spacetime near the horizon. From the

discussion of Sec. VI B, G should then correspond to a null shift in the Kruskal coordinate

U . We can thus determine the matrix Ckk′ from the transformation of a
(α)
k near the horizon,

from which we obtain the full Λαβ
kk′ . The discussion in this section applies to a general black

hole, not restricted to the BTZ. We will use more general notation of Sec. III except that
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0

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0

0

FIG. 15. The respective proposed bulk entanglement wedges for the boundary subregions indicated

in Fig. 12.

the boundary time is now taken to be η in whose units β = 2π. That is, a bulk point

is X = (η, r, ~x) with r the radial direction. We will switch to the BTZ coordinates when

restricting to that case.

Consider a bulk operator in the R region

φR(X) =
∑
k

v
(R)
k (X)a

(R)
k , v

(R)
k (X) = e−iωηfk(r)hq(~x) (11.2)

where k = (ω, q) and hq(~x) denotes the wavefunction in the boundary spatial directions.

Near the horizon, the bulk wave function can be written as

v
(R)
k (X) =

hq(~x)√
2|ω|

e−iωη
(
e−iωζ+iδk + eiωζ−iδk

)
=

hq(~x)√
2|ω|

(
eiδkV −iω + e−iδk(−U)iω

)
(11.3)

U = −e−ξ− , V = eξ
+

, ξ± = η ± ζ , (11.4)

where ζ is the tortoise coordinate.
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Consider the evolution with s < 0

Φ(X; s) = U(s)†φR(X)U(s) =
∑
k

v
(RR)
k (X; s)a

(R)
k , (11.5)

v
(RR)
k (X; s) =

∑
k′

v
(R)
k′ (X)Ck′k(s) . (11.6)

Note that Ck′k is independent of X. Now consider X to be close to the past horizon, i.e.

V → 0, where, as discussed above, we expect v
(RR)
k (X; s) = v

(R)
k (Xs) with Xs = (U+s, V, ~x).

Then (11.6) can be written as

hq(~x)√
2|ω|

(
eiδkV −iω + e−iδk(−U − s)iω

)
=
∑
k′

hq′(~x)√
2|ω′|

(
eiδk′V −iω

′
+ e−iδk′ (−U)iω

′
)
Ck′k(s) .

(11.7)

By equating U -dependent terms on both sides of (11.7), we find

Ck′k(s) = δqq′

√
|ω′|√
|ω|

eiδk′−iδk
Γ(−i(ω′ + iε))

Γ(−i(ω + iε))
Iω′ω(−s)

= δqq′

√
sinhπ|ω|
sinhπ|ω′|

eiγk′−iγkIω′ω(−s)
(11.8)

where eiγk is defined by

eiγk ≡ eiδk
|Γ(iω)|
Γ(iω)

. (11.9)

We still need to check that V -dependent terms (11.7) are also equal when we use (11.8).

More explicitly, the V -dependent term on the right hand side can be written as

R1 =
hq(~x)e−iδk√
2|ω|Γ(−iω)

F (V ) (11.10)
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where

F (V ) =

∫
dω′

2π
e2iδk′V −iω

′
Γ(−i(ω′ + iε))Iω′ω(−s)

= (−s)iω
∫
dω′

2π
e2iδk′Γ(−iω′ + ε)Γ(−i(ω − ω′ + iε))e−iω

′ log(−sV ) .

(11.11)

In the near horizon limit V → 0, we can close the contour in the upper half ω′-plane.29 Any

pole in the upper half plane (include those coming from e2iδk′ ) that is a finite distance away

from the real axis will lead to a contribution that vanishes as V → 0. Thus the only relevant

contribution comes from the pole at ω′ = ω + iε,30 leading to

F (V ) = e2iδkV −iωΓ(−iω) (11.12)

which reproduces the V -dependent term on the left hand side of (11.7).

For the case of a BTZ black hole we have from (9.12)

eiδk =
Γ(iω)|Γ(q−)Γ(q+)|
|Γ(iω)|Γ(q−)Γ(q+)

e−iω log 2 (11.13)

which then leads to

Ck′k(s) = δqq′

√
sinhπ|ω|
sinhπ|ω′|

ei(ω−ω
′) log 2 Γ(q−)Γ(q+)

|Γ(q−)Γ(q+)|
Γ(q̄′−)Γ(q̄′+)

|Γ(q′−)Γ(q′+)|
Iω′ω(−s)

= δqq′
Nk

Nk′
ei(ω−ω

′) log 2 Γ
(
q̄′+
)

Γ
(
q̄′−
)

Γ (q̄+) Γ (q̄−)
Iω′ω(−s) .

(11.14)

With Ck′k in hand, we can write down the transformation for general s,

Φ(X; s) = U(s)†φR(X)U(s) =
∑
k′

v
(Rβ)
k′ (X; s)a

(β)
k′ , (11.15)

v
(Rβ)
k′ (X; s) =

∑
k

v
(R)
k (X)ΛRβ

kk′(s) . (11.16)

29 Since log V → −∞ this statement is independent of possible e−iω
′γ (with γ a constant) type dependence

in e2iδk′ .
30 We do not expect the phase shift eiδk to have poles on the real axis.
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with ΛRβ
kk′ given by (7.47). Using the explicit expression (11.14) for the BTZ black hole we

have

v
(RR)
k (X; s) = w∆eiqχ

Nke
iω log 2

Γ (q̄+) Γ (q̄−)

(−s)iωJ1 s < 0

siω J2

sinhπω
s > 0

, (11.17)

v
(RL)
k (X; s) = w∆eiqχ

Nke
−iω log 2

sinhπωΓ (q+) Γ (q−)
s−iωJ3, s > 0, (11.18)

J1 =

∫
dω′

2π
Γ(q̄′+)Γ(q̄′−)Γ(i(ω′ − ω − iε))a−iω′F

(
q̄′+, q̄

′
−; ∆;w2

)
, (11.19)

J2 =

∫
dω′

2π
sinhπω′Γ(q̄′+)Γ(q̄′−)Γ(i(ω′ − ω − iε))a−iω′F

(
q̄′+, q̄

′
−; ∆;w2

)
, (11.20)

J3 =

∫
dω′

2π
sinhπ(ω′ + ω)Γ(q̄′+)Γ(q̄′−)Γ(i(ω′ + ω − iε))a−iω′F

(
q̄′+, q̄

′
−; ∆;w2

)
, (11.21)

a ≡ 2|s|eη
√

1− w2 . (11.22)

We can evaluate J1, J2, and J3 by contour integration. The discussion is very similar to that

of Sec. X, except in this case the integrals J1,2,3 can no longer be evaluated explicitly. Here

we mention some general features, and in the rest of this section we discuss more specifically

various aspects of the transformation.

Recall that the Gauss hypergeometric function F is an entire function of its first two

parameters, and the asymptotic behavior of the hypergeometric functions in J1,2,3 for |ω′| →

∞ was given by (9.13). Note that the integrand of J1 decays exponentially at large |ω′| for

real ω′, while the integrands of J2 and J3 (denoted by j2, j3 respectively) have power law

decay in |ω′| times a Fourier phase factor:

j2 = A

(1− w
1 + w

) iω′
2

− iε(ω′)e−iπε(ω′)(∆−1)

(
1 + w

1− w

) iω′
2

 (1 +O(|ω′|−1)), (11.23)

j3 = A

(1− w
1 + w

) iω′
2

− iε(ω′)e−iπε(ω′)(∆−1)

(
1 + w

1− w

) iω′
2

 (1 +O(|ω′|−1)), (11.24)

A = w
1
2
−∆Γ(∆)e

π
2
ε(ω′)ωe−iω

′ log(|s|eη)|ω′|−1−iω . (11.25)
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For all J1,2,3, we can close the ω′ integral in the upper half plane for

a

2(1− w)
= |s|eη

√
1 + w

1− w
=
|s|
s0

< 1, s0 ≡ e−η
√

1− w
1 + w

= −U , (11.26)

while for

a

2(1 + w)
= |s|eη

√
1− w
1 + w

=
|s|
s2

> 1, s2 ≡ e−η
√

1 + w

1− w
=

1

V
, (11.27)

we can close the contour in the lower half ω′ plane. Note that U and V are the values of

Kruskal coordinates for the initial point X. Also notice that J3 = 0 for s < s0, i.e. Φ(X; s)

only involves a
(R)
k for s < s0. Thus s0 can be interpreted as the “critical value” for crossing

the future event horizon.

For s ∈ (s0, s2) as in the discussion of Sec. X we can split the integrals by using the

transformation on the hypergeometric function in J1,2,3

F
(
q̄′+, q̄

′
−; ∆;w2

)
=

Γ(∆)Γ(iω′)

Γ (q′+) Γ (q′−)
F
(
q̄′+, q̄

′
−; 1− iω′; 1− w2

)
+ (1− w2)iω

′Γ(∆)Γ(−iω′)
Γ (q̄′+) Γ (q̄′−)

F
(
q′+, q

′
−; 1 + iω′; 1− w2

)
.

(11.28)

Then one of the terms can be evaluated by closing the contour in the lower half plane and

the other in the upper half plane.

B. Near horizon transformation

We now examine (11.15) near the horizon (V → 0) for s > 0, which we will show to be

Φ(X; s) =

φR(Xs) s < s0 ≡ −U

φF (Xs) s > s0

, Xs = (U + s, V, ~x) , (11.29)
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with φF (X) the expression in the F region described by (D14)–(D16). s0 is the critical

value for crossing the future event horizon. Thus the action of U(s) reveals an emergent

translational symmetry near the horizon. The discussion applies to a general black hole

without knowledge of the details of the phase shift eiδk .

More explicitly, for s > 0, we have

v
(RR)
k (X; s) =

hq(~x)

sinh πω

∫
dω′

2π

sinhπω′√
2|ω′|

(
eiδk′V −iω

′
+ e−iδk′ (−U)iω

′
)
Ck′k(−s), (11.30)

v
(RL)
k (X; s) =

hq(~x)

sinhπω

∫
dω′

2π

sinhπ(ω′ + ω)√
2|ω′|

(
eiδk′V −iω

′
+ e−iδk′ (−U)iω

′
)
Ck′−k(−s) .

(11.31)

From Ck′k given in (11.8),

v
(RR)
k (X; s) =

ε(ω)hq(~x)e−iγk√
2π sinhπ|ω|

(A1 + A2), v
(RL)
k (X; s) =

ε(ω)h−q(~x)eiγk√
2π sinh |ω|

(B1 +B2) (11.32)

A1 = siω
∫
dω′

2π
sinhπω′e2iγk′Γ(i(ω′ + iε))Γ(−i(ω − ω′ + iε))e−iω

′ log(sV ), (11.33)

A2 = siω
∫
dω′

2π
sinhπω′Γ(−i(ω′ + iε))Γ(−i(ω − ω′ + iε))eiω

′ log(−U/s), (11.34)

B1 = s−iω
∫
dω′

2π
sinhπ(ω′ + ω)e2iγk′Γ(i(ω′ + iε))Γ(i(ω + ω′ − iε))e−iω′ log(sV ) (11.35)

B2 = s−iω
∫
dω′

2π
sinhπ(ω′ + ω)Γ(−i(ω′ + iε))Γ(i(ω + ω′ − iε))eiω′ log(−U/s) . (11.36)

The evaluation of A1 and B1 is similar to (11.11): with V → 0 we can always close the

integration contour in the upper half ω′-plane to find

A1 = e2iγkV −iωΓ(iω) sinhπω + · · · , B1 = 0 + · · · (11.37)

where · · · denotes contributions that vanish as V → 0. For A2, B2, we can close the contour
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in the upper (lower) half plane for s < s0 ≡ −U (s > s0), leading to

A2 =

sinhπωΓ(−iω)(−U − s)iω s < −U

0 s > −U
, (11.38)

B2 =

0 s < −U

sinhπωΓ(iω)(U + s)−iω s > −U
, (11.39)

where for A2 (B2) there is no pole in the lower (upper) half plane for s > −U (s < −U).

Putting these results all together we find

v
(RR)
k (X; s) =


hq(~x)√

2|ω|

(
eiδkV −iω + e−iδk(−U − s)iω

)
s < −U

hq(~x)√
2|ω|

eiδkV −iω s > −U
, (11.40)

v
(RL)
k (X; s) =


0 s < −U
h−q(~x)√

2|ω|
eiδk(U + s)−iω s > −U

. (11.41)

which indeed give (11.29) by comparing with (D14)–(D16).

Since the above discussion fixes s and assumes V → 0, the valid range of s is for |s| <

s2 = 1
V

, which is infinite in this limit.

C. Left-right commutators and causal structure

For the action of U(s) on a bulk field at a generic point in the R region, the details of the

phase shift eiδk will matter and from now on we will specialize to the BTZ black hole with

the corresponding expressions given by (11.15)–(11.22). The transformation is complicated

and is nonlocal. Below (11.22) we already commented that v
(RL)
k (X; s) 6= 0 only for s > s0,

which can be interpreted as the boundary emergence of the event horizon. This is further

confirmed by the near-horizon analysis of the last subsection. Here we show that despite the
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transformation being nonlocal it respects sharp causal structure.

Consider the commutator of an evolved bulk field from the right exterior and a bulk field

operator at some fixed location in the left exterior (i.e. set X1 ∈ R,X2,∈ L and Us = U(s))

C(s) = [Φ(X1; s), φL(X2)] =
[
U †sφR(X1)Us, φL(X2)

]
. (11.42)

Now multiply both sides of the above equation by U †v and Uv. Since we are working at the

level of free field, C(s) is a c-number and thus is unchanged by this conjugation. Using

unitarity and the group property of Us, we find

C(s) = [U †s+vφR(X1)Us+v, U
†
vφL(X2)Uv] . (11.43)

Recall that Φ(X; s) has support on left operators only for s > s0(X) = −U(X). From J

conjugation U †vφL(X2)Uv should take φL closer to the past horizon for v < 0, but it will not

have any dependence on the right operators for v > −s0(X2) = −U(X2), see Fig. 16. Now

take v = −s0(X2) + ε where ε > 0 is an infinitesimal number. With such a v, U †vφL(X2)Uv

still lies in the L region. To have a nonzero commutator we need Φ(X1; s+v) to have support

on the left, which requires

s+ v > s0(X1) → s > s0(X1) + s0(X2) = −U(X1) + U(X2) , (11.44)

Since Φ(X1; s) must enter the lightcone of φL(X2) in order for the commutator to become

non-zero, the above equation implies that the support of Φ(X1; s) must lie in the region

U ≤ U1 + s, see Fig. 16.
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ϕL(X2)
ϕR(X1)U2

U1

U V

ϕL(X2)
ϕR(X1)

U V

FIG. 16. Left: When a bulk field φR(X1) with X1 ∈ R is transported by a null Kruskal coordinate

distance −U1 +U2 (since U1 < 0), it enters the lightcone of φL(X2). The shaded region is a cartoon

for the spread of Φ(X1; s). The orange dashed lines are event horizons, and the purple dashed lines

give the light cones of X2. Right: The commutator between the evolved right operator and fixed

left bulk field is equal to the commutator of evolved left and right fields with the same difference of

evolution parameters. We use this to evolve the left operator almost all the way to the past horizon.

The commutator can only be non-zero then if the evolved right operator remains supported on left

oscillators after now also applying the evolution that brought the left field to the horizon. The blue

shaded region is a cartoon for the spread of Φ(X1; s+ v) and the purple shaded region is a cartoon

for the spread of Φ(X2; v). The boundaries and singularities suppressed in each figure.

D. Transformation of a boundary operator

We now consider the evolution under U(s) of a boundary operator OR(x),

OR(x; s) = U(s)†OR(x)U(s) =
∑
k′

u
(Rβ)
k′ (x; s)a

(β)
k′ , (11.45)

OR(x) =
∑
k

u
(R)
k (x)a

(R)
k , u

(R)
k (x) = Nke

−iωη+iqχ, u
(Rβ)
k′ (x; s) =

∑
k

u
(R)
k (x)ΛRβ

kk′(s) .

(11.46)
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u
(Rβ)
k′ (x; s) can be obtained from (11.17)–(11.18) by taking w → 0 and and stripping off the

factor of w∆. J1,2,3 then simplify to

J1 = (2c)−iω
∫
dω′

2π
Γ

(
q̄+ −

iω′

2

)
Γ

(
q̄− −

iω′

2

)
Γ(iω′ + ε)(2c)−iω

′
(11.47)

J2 = (2c)−iω
∫
dω′

2π
sinhπ(ω′ + ω)Γ

(
q̄+ −

iω′

2

)
Γ

(
q̄− −

iω′

2

)
Γ(iω′ + ε)(2c)−iω

′
(11.48)

J3 = (2c)iω
∫
dω′

2π
sinhπω′Γ

(
q− −

iω′

2

)
Γ

(
q+ −

iω′

2

)
Γ(iω′ + ε)(2c)−iω

′
(11.49)

a(w = 0) = 2c, c ≡ |s|eη . (11.50)

From (11.26)–(11.27) we now have s0 = s2 = e−η as on the boundary UV = −1. For c < 1

(c > 1) we can close the contours of the above integrals in the upper (lower) half plane.

Consider first J1 which is relevant for s < 0. For any value of c, we find that J1 can be

expressed as another hypergeometric function, and (see Appendix F 2 for a derivation)

u
(RR)
k (x; s) = Nke

−iωη+iqχJk(s) = u
(R)
k (x)Jk(s) (11.51)

Jk(s) =
Γ(q̄+ + 1

2
)Γ(q̄− + 1

2
)

√
πΓ(∆− iω + 1

2
)
F

(
2q̄+, 2q̄−; ∆− iω +

1

2
;
1 + seη

2

)
. (11.52)

Clearly the transformation is not point-wise. For s > 0, the evolution is described by J2, J3.

For c < 1 (i.e. s < s0) we have J3 = 0 and J2 is such that we again recover (11.51)–(11.52).

The argument of the hypergeometric function in (11.52) becomes 1 for s = s0 = e−η (c =

1). The behavior of hypergeometric function F (a, b; c; z) at z = 1 depends on Re(c− a− b):

it is divergent for Re(c−a−b) < 0.31 Now Re(∆−iω+ 1
2
−2q̄+−2q̄−) = −∆+ 1

2
, thus (11.51)

becomes singular for any operator with ∆ > 1
2
. In other words, OR(x; s) becomes singular

for s = s0. Recall that s0 is precisely the Kruskal U distance between initial point η and

η = +∞.

To understand the action (11.51)–(11.52) of U(s) on a boundary operator OR(x) a bit

further, now consider its support in the position space. For this purpose it is convenient to

31 This can be seen by the transformation F (a, b; c; z) = (1− z)c−a−bF (c− a, c− b; c; z).
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introduce an evolution function G(x, x′; s) defined by

OR(x; s) =

∫
d2x′G(x, x′; s)OR(x′) (11.53)

where

G(x, x′; s) =
∑
k

Jk(s)e
−iω(η−η′)+iq(χ−χ′) . (11.54)

To understand the support in η, consider the ω-integral in (11.54),

Gq(η, η
′; s) ≡

∫
dω

2π
e−iω(η−η′)Jk(s) . (11.55)

Notice that Jk(s) has no pole in the upper half ω-plane, and has the asymptotic behavior

Jk(s) = (1− seη)
1
2
−∆+iω (1 +O(|ω|−1)

)
, |ω| → ∞ . (11.56)

Given that Jk(s) ∝ O(1) for real ω → ±∞, (11.55) has to be treated with a bit of care. By

adding and subtracting (1− seη)
1
2
−∆+iω in the integrand we can rewrite it as

Gq(η, η
′; s) ≡ (1− seη)

1
2
−∆ δ(λ) + G̃q, G̃q =

∫
dω

2π
e−iωλJ̃k(s) (11.57)

where

λ ≡ η − η′ − log (1− seη) , J̃k(s) ≡ Jk(s) (1− seη)−iω − (1− seη)
1
2
−∆ . (11.58)

Now J̃k(s) → 0 along the real axis as ω → ±∞ and it only has poles in the lower half

ω-plane.

We can close the contour for ω-integration in G̃q of (11.57) in the upper half ω-plane if

η − η′ − log(1− seη) < 0 (11.59)
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for which the integral gives zero. We conclude that Gq(η, η
′; s) only has support for

η′ ≤ η − log(1− seη) → U ′ ≤ U + s, U ′ = −e−η′ , U = −e−η (11.60)

where U ′, U are respectively the boundary Kruskal coordinates for η′ and η. We note that

equation (11.60) agrees precisely with (6.13) with the identification of η = 2πt, providing

a nontrivial further consistency check of our identification of the bulk region X̃0 as the

entanglement wedge of N = X0.

As s → s0 = e−η, the support of Gq and thus G(x, x′; s) covers the full η′ axis and

G(x, x′; s) is singular at s = s0 as a result of the singular behavior of Jk(s). This indicates

that we cannot extend the action of U(s) beyond s0.32

Plugging (11.57) into (11.53) we find that

OR(x; s) = (1− seη)
1
2
−∆OR(xs) + ÕR(x; s) (11.61)

ÕR(x; s) =

∫
d2x′ G̃(x, x′; s)OR(x′), G̃(x, x′; s) =

∑
q

eiq(χ−χ
′)G̃q(η, η

′; s) (11.62)

where the first term is a point-like transformation with

xs = (ηs, χ), ηs = η − log(1− seη) or Us = U + s . (11.63)

From (11.57), G̃q(η, η
′; s) can be written in a form

G̃q(η, η
′; s) = −i

∑
±

∞∑
n=0

e−ω
(±)
n (q)(ηs−η′)c(±)

n (q), ω(±)
n (q) = (2n+ 1 + ∆)± iq (11.64)

where −iω(±)
n are the poles of J̃k(s) in the lower half ω-plane and c

(±)
n are the corresponding

residues. Thus G̃q only has a small exponential tail away from ηs. We are not able to

32 Integrals for J2 and J3 appear to be well defined for s > s0 (i.e. c > 1). J3 is now nonzero, i.e. OR(x; s)

now involves also a
(L)
k . But due to the singular behavior as s → s0 from below, OR(x; s) for s > s0 may

not be meaningful.
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evaluate the q-sum in (11.62) explicitly, but from (11.64) we expect that

G(x, x′; s) ∼ e−(∆+1)(ηs−η) + · · · (11.65)

where · · · denotes higher exponential suppressions in ηs − η. We thus find that the support

of G(x, x′; s) is localized around ηs with a small exponential tail away from it.

E. Summary

For a general bulk point X0 = (η0, w0, χ0) = (U0, V0, χ0) the transformation (11.17)–

(11.22). is not point-wise and rather complicated. As outlined there we can evaluate the

integrals J1,2,3 for any s using residues which results in an infinite sums of hypergeometric

functions (some of which can be summed to Appell functions). The analyses of these infinite

sums (or Appell functions) appear intricate and will be not be treated here. From last few

subsections we have found that:

1. For X0 close to the past horizon V0 → 0, we have Φ(X0; s) = φ(Xs) where Xs =

(U0 + s, V0, χ0) is obtained by X0 by a null shift. We can view this as an indication of

an emergent horizon symmetry.

2. While for a general point the action of U(s) is nonlocal, the support of Φ(X0; s) respects

the sharp causal structure implied by the event horizon: (i) There exists a critical value

s0 = −U0 after which Φ(X0; s) develops dependence on a
(L)
k , which signals crossing the

horizon; (ii) It starts having nontrivial commutators with φL(X1) for s > −U0+U(X1).

Both imply that the support of Φ(X0; s) lies in the region U ≤ U0 + s, consistent with

the proposal of the entanglement wedge of Fig. 15.

3. For a boundary operator OR(x0) (i.e. w0 → 0 limit of a bulk field) with x0 = (η0, χ0),

the evolved operator remains on the boundary, and we can show explicitly that the

support of OR(x0; s) lies in the region U ≤ U0 + s where now U = −e−η and U0 =

−e−η0 . In particular, OR(x0; s) contains a local piece proportional to OR(xs) with

91



xs = (U0 + s, χ0) and a non-local piece which is still mostly supported near the time

slice ηs = η0 − log(1− seη0). The action of U(s) becomes singular at s = s0 = −U0.

In next section we will show that the transformation of a bulk field becomes much simpler

in the large ∆ limit, and in fact becomes a point-wise transformation.

XII. A POINT-WISE TRANSFORMATION IN THE LARGE MASS LIMIT

In this section we consider the evolution of bulk fields under U(s) in the large mass limit

(or large dimension ∆ limit). Interestingly we find that in this limit the evolution becomes

point-wise when we average over the spatial manifold of the boundary theory.

A. General setup and summary of results

Evolution of a bulk field, initially at a point X0 = (η0, w0, χ0) = (U0, V0, χ0) ∈ R, is given

by (11.15)–(11.16) which we copy here for convenience

Φ(X0; s) = U †(s)φR(X0)U(s) =
∑
k′

v
(Rβ)
k′ (X0; s)a

(β)
k′ , (12.1)

v
(RR)
k′ (X0; s) =

∑
k

v
(R)
k (X0)ΛRR

kk′ (s), v
(RL)
k′ (X0; s) =

∑
k

v
(R)
k (X0)ΛRL

kk′(s) . (12.2)

Recall that the mass m of φ is related to the dimension ∆ of the corresponding boundary

operator O by

∆ =
d

2
+ ν, ν =

√
d2

4
+m2 . (12.3)

We will consider the large ν limit and expand various quantities in (12.1)–(12.2) in 1/ν.33

To define the limit, we will also scale frequency and spatial momenta as [4]

ω = νu, q = νp, k = (u, p) fixed, ν →∞ . (12.4)

33 ν is always O(N0). Equivalently we can expand in 1
m or 1/∆. At leading order, i.e. O(ν) all these

expansions agree. But for higher orders, including the calculation of O(ν0) prefactors, expanding in 1/ν

is the most natural and convenient.
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In the limit (12.4) the various quantities in (12.2) have the form

v
(R)
k (X0) =


∑

γ=±A
(γ)
k (X0)eiνZ

(γ)
k (X0) (1 +O(ν−1)) , |u| > uw ≡

√
(1−w2

0)(1+p2w2
0)

w0

A
(f)
k (X0)e−νZ

(f)
k (X0) (1 +O(ν−1)) , |u| < uw

(12.5)

ΛRα
kk′(s) = δqq′B

Rα
kk′ (s)e

iνWRα
kk′ (s)

(
1 +O(ν−1)

)
, (12.6)

where the first (second) line of (12.5) is the wave function in the classically allowed (forbid-

den) region. Explicit expressions for these quantities are given in (G5)–(G8). We then find,

v
(RR)
k′ (X0; s) = ν

[∫
|u|>uw

du

2π

∑
γ=±

A
(γ)
k BRR

kk′ (s)e
iνG

(γ)
R +

∫ uw

−uw

du

2π
A

(f)
k BRR

kk′ (s)e
−νG(f)

R

]
, (12.7)

where

G
(γ)
R = Z

(γ)
k (X0) +WRR

kk′ (s), G
(f)
R = Z

(γ)
k (X0)− iWRR

kk′ (s) . (12.8)

A similar expression applies for v
(RL)
k′ (X0; s). Equation (12.7) can be evaluated using the

saddle point (steepest descent) approximation.

Since we are mainly interested in how Φ(X0; s) evolves with s in the (w, η) (or (U, V ))

plane, it is convenient to average it over the boundary spatial direction χ, i.e. restricting to

q = 0 in all equations. In this case we find that the transformation is point-wise

Φ(X0; s) = λXφ(Xs), λX =

√
1− seη0

√
1− w2

0 (12.9)

with Xs given in terms of Kruskal coordinates as

Us = U0 + s, Vs =
V0

1− sV0

. (12.10)

Here are some remarks on the transformation (12.9)–(12.10):

1. At the horizon, V0 = 0, we have Vs = 0 and Us = U0 + s.
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2. At the boundary we have V0 = − 1
U0

giving Vs = − 1
U0+s

= − 1
Us

, so a point initially on

the boundary remains on the boundary.

3. Given that a boundary operator can be found by OR(x) = limw→0w
−∆φR(X), we have

from (12.9)–(12.34)

OR(x0; s) = (1− seη0)
1
2
−∆OR(xs) (12.11)

precisely giving the first term of (11.61) including the prefactor. Thus the second

term of (11.61) must be suppressed in the large ν limit, which is consistent with the

expectation (11.65).

4. For a generic initial point with −1 < U0V0 < 0, the horizon is reached for s = s0 =

−U0 =
√

1−w0

1+w0
e−η0 .

5. For s < 0, the boundary is reached in the limit s→ −∞. i.e.

UsVs =
U0V0 + sV0

1− sV0

→ −1, s→ −∞ . (12.12)

6. Notice that the prefactor λX in (12.9) becomes zero for

s = s1 ≡
1√

1− w2
0

e−η0 (12.13)

at which value we have Us1Vs1 = 1, i.e. the location of the black hole singularity. For

s > s1, φ(Xs) is no longer defined, but the left hand side of (12.9) appears still to be

well defined. Note that s1
s2

= 1
1+w0

≤ 1, where s2 was introduced in (11.27).

7. At s = s2 = 1
V0

we have Vs →∞.

8. Equation (12.10) does not appear to correspond to any geodesic motion.

9. Equation (12.10) also applies if the initial point X0 lies in the L region.

The trajectories following from (12.10) are shown in Fig. 17.
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U V U V

FIG. 17. The left plot gives trajectories of (12.10). The right plot gives constant s surfaces evolved

from the η = 0 slice. The orange dashed lines are the event horizons, black solid lines are the

boundaries, while the red solid lines are the singularities.

U V U V

FIG. 18. The counterparts of Fig. 17 when using N as in the right plot of Fig. 12.

By choosing N to be the algebra associated with region in the right plot of Fig. 12, we

can similarly construct unitary evolutions as above but with the roles of Kruskal U and V

swapped. See Fig. 18 for the corresponding flow trajectories.

We will now describe the calculation of (12.7) in detail.
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B. Saddle-point equations

It is useful to first notice that the Hermitian conjugation property of our transformation,

ΛRα
(−k)(−k′)(s) =

(
ΛRα
kk′(s)

)∗
, and v

(R)
−k (X0) =

(
v

(R)
k (X0)

)∗
imply

v
(Rα)
−k′ (X0; s) =

∑
k

v
(R)
k (X0)ΛRα

k(−k′)(s) =
∑
k

v
(R)
−k (X0)ΛRα

(−k)(−k′)(s) =
(
v

(Rα)
k′ (X0; s)

)∗
.

(12.14)

Thus (12.14) implies that the results for u′ < 0 can be immediately obtained from those with

u′ > 0, so we restrict to u′ > 0 for the calculations of this section. From the expressions of

Appendix G we find G
(±)
R in (12.7) can be written as

G
(±)
R = −u log |c|+ |u|

2
log(1− w2

0)− (u′ − u) log(i(u− u′))− iπ

2
ε(s)|u| − i log(1− iu)

− |u| log
(
|u| ± w0

√
u2 − u2

w

)
+ i log

(
1∓ iw0

√
u2 − u2

w

)
− θ(−u)u log(1 + u2)

+ u′ log |s| − i

2
log

(
1 + iu′

1− iu′

)
+
u′

2
log(1 + u′2) +

iπ

2
ε(s)|u′| − i logw0 .

(12.15)

It will turn out that G
(f)
R does not lead to any saddle point and the contribution from

the second term in (12.7) is always suppressed compared with that from the first term. We

will thus not give the explicit expression of G
(f)
R here, leaving it to Appendix G. For our

discussion below it is convenient to introduce

b ≡ seη0√
1− w2

0

, c ≡ seη0 . (12.16)

The saddle point equation of (12.15) can be written as

− log |b|+ log(i(u− u′))− log
(
|u| ± ε(u)w0

√
u2 − u2

w

)
− iπ

2
ε(s)ε(u) = 0 . (12.17)

which leads to

(1− b)u− u′ = ±bw0

√
u2 − u2

w, (12.18)
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whose solutions are given by

u(±)
c =

(1− b)u′ ± bw0

√
u′2 − u2

w(s)

1− 2b + c2
, u2

w(s) = u2
w(1− 2b + c2) . (12.19)

The solution is real for u′ > uw(s). We can also check that both roots (12.19) satisfy the

requirement u′ > u
(±)
c > uw for s < 0 and u

(±)
c > u, u

(±)
c > uw for s > 0. For s < s0 the

root u
(+)
c above satisfies ε((1− b)u(+)

c − u′) = ε(s), so it is only a proper solution for (12.18)

with the plus sign on the right side. Thus this is a saddle solution for G
(+)
c . Similarly, u

(−)
c

is a saddle for G
(−)
c . For these real roots we have the following behaviour as functions of s.

We have u
(±)
c > 0 for all s < s0. As s → s−0 , u

(+)
c → ∞ while u

(−)
c is finite and we have

u
(+)
c < 0, u

(−)
c > 0 for s0 < s < s2. Finally, as s→ s−2 , u

(−)
c →∞ while u

(+)
c is finite and for

s > s2 we have u
(±)
c < 0.

For s < s0 and s > s2, u2
w(s) > 0, so the solutions (12.19) are not real for all real u′.

In particular, for u′2 < u2
w(s) the solutions are complex.34 For such small values of u′, the

steepest descent contour should only pass through u
(−)
c , so there is only one contribution

to the saddle point evaluation of the integral for u′2 < u2
w(s). Note that for s0 < s < s2,

u2
w(s) < 0, so both roots are always real, independent of the value of u′, in this region of s.

We will now argue that we need only consider the roots u
(±)
c when they are positive. Even

when u
(±)
c < 0 is a genuine saddle point, its contribution will be subleading. The magnitude

of the result of saddle point integration in (12.7) is controlled by ImG
(±)
R |k(±)

c
. For s < 0 we

always have u
(±)
c < u′, so

ImG
(±)
R |k(±)

c
=
π

2

(
|u(±)
c | − |u′|+ |u(±)

c − u′|
)

= 0, s < 0 , (12.20)

34 Note that uw(s) is exactly the critical frequency separating classically allowed and classically forbidden

frequencies u′ when w = ws as in (12.34)
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while for s > 0 we either have u
(±)
c > u′ > 0 or u

(±)
c < 0 giving

ImG
(±)
R |k(±)

c
=
π

2

(
|u′| − |u(±)

c |+ |u(±)
c − u′|

)
=

0, u
(±)
c > u′ > 0

πu′, u
(±)
c < 0

. (12.21)

We then see that the contributions of u
(+)
c for s > s0 and of u

(−)
c for s > s2 are suppressed by

exp(−πνu′), which are subdominant. Thus, for s < s0 we have leading order contributions

from both u
(+)
c and u

(−)
c , for s0 < s < s2 we have a leading order contribution from u

(−)
c and

for s > s2 both contributions are exponentially small.

Now we turn to v
(RL)
k (X0; s), where there is only a non-trivial calculation for s > 0.

G
(±)
L = −u log |c|+ |u|

2
log(1− w2

0) + (u′ + u) log(i(u+ u′))− iπ

2
(2|u+ u′| − |u| − |u′|)− i log(1− iu)

− |u| log
(
|u| ± w0

√
u2 − u2

w

)
+ i log

(
1∓ iw0

√
u2 − u2

w

)
− θ(−u)u log(1 + u2)

− u′ log |s|+ i

2
log

(
1 + iu′

1− iu′

)
− u′

2
log(1 + u′2)− i logw0 .

(12.22)

It can be shown that G
(±)
L has no real saddle point with min{−uw,−u′} < u < uw, and the

saddle point equation outside this region can be written as

− log |b|+ log(i(u+ u′))− log
(
|u| ± ε(u)w0

√
u2 − u2

w

)
− iπ

2
ε(u) = 0 . (12.23)

which leads to

(1− b)u+ u′ = ±bw0

√
u2 − u2

w (12.24)

with solutions

u
(±)
d =

−(1− b)u′ ∓ bw0

√
u′2 − u2

w(s)

1− 2b + c2
= −u(±)

c , u2
w(s) = u2

w(1− 2b + c2) . (12.25)

Recall that here b > 0. Again we have real saddle points for u′2 > u2
w(s), whose behavior

we now discuss. For s < s0, we have u
(±)
d < 0, while for s0 < s < s2 we have u

(+)
d > 0 and
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u
(−)
d < 0. Finally, for s > s2 we have u

(±)
d > 0. From (12.29) we see that the magnitude of

the contributions of the saddle points are controlled by ImG
(±)
L |k(±)

d
, so we will again find

that the contributions from saddle points u
(±)
d < 0 are exponentially small. We have

ImG
(±)
L |k(±)

d
=

0, u
(±)
d > 0

πu′, u
(±)
d < 0

, (12.26)

Thus the contributions of saddle points with u
(±)
d < 0 are suppressed by exp(−πνu). Thus,

for s < s0 both contributions are exponentially small, for s0 < s < s2 we have an O(1)

contribution from u
(+)
d and for s > s2 there are O(1) contributions from both u

(+)
d and u

(−)
d .

C. Transformed wave functions

Evaluating (12.7) at the saddle point we find

v
(RR)
k′ (X0; s) =

∑
γ=±

√
iν

2π
A

(γ)

k
(γ)
c

(X0)BRR

k
(γ)
c k′

(s)K
(γ)
R
− 1

2 e
iνG

(γ)
R |k(γ)

c

(
1 +O(ν−1)

)
(12.27)

where

K
(γ)
R = ∂2

uG
(γ)
R |u(γ)

c
, (12.28)

and k
(γ)
c = (u

(γ)
c , 0) with u

(γ)
c the saddle point for G

(γ)
R and note that there is no saddle point

for |u| < uw. Similarly we have

v
(RL)
k′ (X0; s) =

∑
γ=±

√
iν

2π
A

(γ)

k
(γ)
d

(X0)BRL

k
(γ)
d k′

(s)K
(γ)
L
− 1

2 e
iνG

(γ)
L |k(γ)

d

(
1 +O(ν−1)

)
, (12.29)

G
(γ)
L = Z

(γ)
k (X0) +WRL

kk′ (s), K
(γ)
L = ∂2

uG
(γ)
L |u(γ)

d
, (12.30)

where k
(γ)
d = (u

(γ)
d , 0) with u

(γ)
d the saddle point for G

(γ)
L . Explicit expressions for the quanti-

ties appearing in (12.27) and (12.29) at general values of k and k′ are given in (G8), (G10),

(G11), (G15).
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We now show that our transformation in the large mass limit, as described by (12.27)–

(12.29) with saddle points (12.19) and (12.19), is exactly the point-wise transformation

(12.9).

1. Outside the horizon

Here we consider s < s0. We first restrict to the case of u′ > uw(s).

We begin with the calculation of v
(RR)
k (X0; s). Explicitly evaluating the quantities in

(12.27) at the respective saddle points for G
(+)
R and G

(−)
R is quite complicated. Repeatedly

using that u
(±)
c solves the saddle point equation in the form (12.18) and recalling that we

only need to consider u(±) > 0, G
(±)
R can be brought to the form

G
(±)
R |k(±)

c
= −u′ log(ε(s)(u(±)

c − u′)) + i log

(
1∓ iw0

√
u

(±)
c

2 − u2
w

)
− i log(1− iu(±)

c )

+ u′ log |s| − i

2
log

(
1 + iu′

1− iu′

)
+
u′

2
log(1 + u′2)− i logw0 .

(12.31)

Comparing (12.31) with (G10) we see that G
(±)
R |k(±)

c
will equal to Z

(±)
k′ (X ′) for X ′ = (η′, w′, χ′)

only if

log |b′|+ log

(
u′ ± w′

√
u′2 − u2

w′

)
= log(ε(s)(u(±)

c − u′)), (12.32)

log
w0

w′
= log

1− iu′

1− iu(±)
c

+ log
1∓ iw0

√
u

(±)
c

2 − u2
w

1∓ iw′
√
u′2 − u2

w′

. (12.33)

The above equations mean that u′ and u
(±)
c should play symmetrical roles, with u

(±)
c being

the saddle point for the transformation with parameter s from (η0, w0) at frequency u′, and

u′ being the saddle point for the transformation by −s from the point (η′, w′) at frequency

u
(±)
c . That such (η′, w′) exist (as they cannot depend on u′) is highly nontrivial.
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Now it can be checked that for η′ = ηs, w
′ = ws, with

e2ηs =
e2η0

1− 2b + c2
, ws =

w0

1− b(1− w2
0)
, (12.34)

which in terms of Kruskal coordinates gives (12.10), equations (12.32)–(12.33) are satisfied.

To see this we note that

1− w′2 = (1− w2
0)

1− 2b + c2

(1− b(1− w2
0))2

→ e2η′ 1− w′2

w′2
= e2η 1− w2

0

w2
0

→ e2η′u2
w′ = e2ηu2

w, b′ = b
1− b(1− w2

0)

1− 2b + c2
(12.35)

and the inverse transformation is given by

w0 =
w′

1 + b′(1− w′2)
, eη =

eη
′

√
1 + 2b′ + c′2

, b′ =
seη

′

√
1− w′2

=
c′√

1− w′2
. (12.36)

Also note

1 + b′(1− w′2) =
1

1− b(1− w2
0)
, 1 + 2b′ + c′2 =

1

1− 2b + c2
. (12.37)

From the above relations and (12.19) we then have

u(±)
c − u′ = b

1− b(1− w2
0)

1− 2b + c2

(
u′ ± w′

√
u′2 − u2

w′

)
= b′

(
u′ ± w′

√
u′2 − u2

w′

)
(12.38)

which gives (12.32). We note by passing

u(±)
c − u′ = b′

(
u′ ± w′

√
u′2 − u2

w′

)
= b

(
u(±)
c ± w0

√
u

(±)
c

2 − u2
w

)
. (12.39)
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Similarly we have

1− iu′

1− iu(±)
c

(
1∓ iw0

√
u

(±)
c

2 − u2
w

)
= (1− b(1− w2

0))

(
1∓ iw′

√
u′2 − u2

w′

)
=
w0

w′

(
1∓ iw′

√
u′2 − u2

w′

)
, (12.40)

which gives (12.33). We have then shown

G
(±)
R |k(±)

c
= Z

(±)
k′ (Xs) . (12.41)

Now let us look at the prefactor of (12.27). Computing the second derivative at the saddle

point we have

K
(±)
R =

1

u
(±)
c − u′

−
1± u

(±)
c w0√

u
(±)
c

2−u2
w

u
(±)
c ±

√
u

(±)
c

2 − u2
w

=
±bw0

√
u′2 − u2

w(s)

(u
(±)
c − u′)

(
(1− b)u

(±)
c − u′

) , (12.42)

where we used (12.18) twice to replace all terms with square roots involving u
(±)
c and then

the explicit form of the root (12.19). From (G8) we have

BRR

k
(±)
c k

=

√
2π

iν(u
(±)
c − u′)

. (12.43)

From (G11) we have

A
(±)

k
(±)
c

(X0) =
w

1
2
0 e±

iπ
4

√
2ν

(
1

u
(±)
c

2 − u2
w

) 1
4

=
w

1
2
0 e±

iπ
4

√
2ν

√
±bw0

(1− b)u
(±)
c − u′

, (12.44)

where we use (12.18). Putting all the prefactor contributions together we obtain

A
(±)

k
(±)
c

(X0)BRR

k
(±)
c k

K
(±)
R
− 1

2 =

√
2π

iν

w
1
2
0 e±

iπ
4

√
2ν

(
1

u′2 − u2
w(s)

) 1
4

=

√
2π

iν

√
w0

ws
A

(±)
k′ (Xs), (12.45)
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so the final result of the saddle point calculation is

v
(RR)
k′ (X0; s) =

√
1− seη0

√
1− w2

0

∑
γ=±

A
(γ)
k′ (Xs)e

iνZ
(γ)

k′ (Xs) , (12.46)

giving (12.9).

The story for u′ < uw(s) is rather similar, except that as mentioned earlier the saddle

point is now complex. Through rather parallel calculations we again find (12.9).

For v
(RL)
k′ (X0; s) as noted earlier G

(±)
L only has saddle points with u

(±)
d < 0 for 0 < s < s0

which give rise to contributions which are exponentially suppressed. Thus, at the order we

are working with, for s < s0, the saddle point calculation gives

v
(RL)
k′ (X0; s) = 0 , (12.47)

as required by (12.9) for an operator in the right exterior region.

2. Inside the horizon

Now consider s > s0. Since φ(Xs) ceases to make sense (and so does equation (12.9))

beyond the singularity, which is at s = s1, we will first consider s < s1.

We begin with the calculation of v
(RR)
k (X0; s). The saddle point u

(+)
c is now negative

and gives a subdominant contribution which can be dropped. The only contribution is then

from u
(−)
c . Explicitly evaluating the quantities in (12.7) at the saddle point for G

(−)
R and

comparing with (G13) and (G14) we find

G
(−)
R |k(−)

c
= Z

(F)
k′ (Xs) (12.48)

and

A
(−)

k
(−)
c

(X0)BRR

k
(−)
c k

K
(−)
R
− 1

2 =

√
2π

iν

w
1
2
0 e−

iπ
4

√
2ν

(
1

u′2 − u2
w(s)

) 1
4

=

√
2π

iν

√
w0

ws
A

(F)
k′ (Xs) (12.49)
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where Xs is given by

e2ηs = − e2η0

1− 2b + c2
, ws =

w0

1− b(1− w2
0)
. (12.50)

Equation (12.50) gives (12.10) with Xs ∈ F .

The final result of the saddle point calculation is then

v
(RR)
k′ (X0; s) =

√
1− seη0

√
1− w2

0 A
(F)
k′ (Xs)e

iνZ
(F)

k′ (Xs) , (12.51)

giving (12.9), now with Xs ∈ F .

For v
(RL)
k′ (X0; s) we now have the saddle point u

(+)
d > 0 of G

(+)
L giving a leading order con-

tribution. Explicitly evaluating the quantities in (12.29) at the saddle point and comparing

with (G10) we find

G
(+)
L |k(+)

d
= Z

(F)
k′ (Xs) + 2uηs (12.52)

and

A
(+)

k
(+)
d

(X0)BRL

k
(+)
d k

K
(+)
L
− 1

2 =

√
2π

iν

w
1
2
0 e−

iπ
4

√
2ν

(
1

u′2 − u2
w(s)

) 1
4

=

√
2π

iν

√
w0

ws
A

(F)
k′ (Xs) . (12.53)

Thus, for s0 < s < s1, the saddle point calculation gives

v
(RL)
k′ (X0; s) =

√
1− seη0

√
1− w2

0 A
(F)
k′ (Xs)e

2iνuηs+iνZ
(F)

k′ (Xs) . (12.54)

Note that the left and right mode functions, v
(L)
k (X) and v

(R)
k (X), are identical in the F

region except that the former involves eiωη−iqχ and the latter e−iωη+iqχ, which are exactly

reproduced by (12.51) and (12.54). For more details, see (D13) and (G12).

For s1 < s < s2, the expressions for the exponents and prefactors are the same except

that we can longer compare them with φ(Xs).
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D. Comments on initial operators localized in χ

We now quickly comment on the computation of Φ(X0; s) which is no longer averaged in

the χ-direction. Unlike the q = 0 case, we cannot explicitly verify that the transformation is

point-wise in the large mass limit as the transformation can now involve a change of the χ

coordinate as well. Moreover, the saddle points are now solutions of a quartic equation and

thus are very complicated functions of the parameters of the evolution. We will leave such

analysis to the future.

XIII. CONCLUSIONS AND DISCUSSIONS

In this thesis we discussed in detail how to construct emergent bulk “infalling” times in the

boundary theory. Their construction is a consequence of emergent type III1 algebras and

an associated half-sided modular inclusion/translation structure. We discussed explicitly

two choices of such times which at the horizon correspond to uniform (in the transverse

spatial directions) null U or V translations. There are an infinite number of others. For

example, we can choose the subalgebra N to be either of those depicted in Fig. 13, which

should give rise to bulk infalling evolutions which are non-uniform in the transverse spatial

directions. Alternatively, instead of taking the cyclic and separating vector to be the GNS

vacuum |Ω0〉, we can choose other vectors. The simplest possibilities are obtained by acting

unitaries from YR and YL on |Ω0〉, i.e. VLWR|Ω0〉, VL ∈ YL, WR ∈ YR which results in a

Ũ(s) = VLWRU(s)W †
RV
†
L with U(s) the evolution operator corresponding to |Ω0〉.

Our discussion can also be generalized to other entangled states of CFTR and CFTL. A

simple variant is to act on |Ψβ〉 by a left unitary UL which does not change the reduced

density matrix ρβ of the CFTR, i.e. |Ψ〉 = UL|Ψβ〉. The story depends on whether |Ψ〉 lies

in the the image of the GNS Hilbert space built from |Ψβ〉. If |Ψ〉 lies in the image of the

the GNS Hilbert space, the bulk geometry is still described by the eternal black hole, now

with some small excitations on the left due to insertion of UL. The construction of U(s) is

the same as that for |Ψβ〉. When |Ψ〉 does not lie in the GNS Hilbert space, which happens
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when UL changes the energy of the system by an amount which scales with N , the story

is different. We need to work with the GNS space HGNS
Ψ associated with |Ψ〉, which does

not overlap with that associated with |Ψβ〉, and the corresponding representations YL,R of

single-trace operator algebras are also different from those of associated with |Ψβ〉.35 In this

case there is no simple relation between U(s) for |Ψ〉 with those for |Ψβ〉 as they act on

different GNS Hilbert spaces.

There are many future questions to explore. We already mentioned some in Sec. V. Here

we highlight a few more:

1. From a generic bulk point X ∈ R, the flow (12.10) reaches the future singularity

for a finite value of s. We have not seen a sharp signature of the singularity either

from (11.16)–(11.22) or the leading expressions in the large mass limit except that the

prefactor λX in (12.9) goes to zero at the singularity. It is possible that the signature

of the singularity is weakened by the nonlocal nature of the U(s) evolution and is more

subtle to detect. The singularity should signal the breakdown of the U(s) evolution,

which is the way gravity tells us of its emergent nature. It is clearly of great interest

to understand the emergence of the singularity better and its possible resolution using

our approach.

2. Our discussions have been restricted to the leading order in the 1/N expansion: in

the bulk we have a free field in a curved spacetime while on the boundary we have

a generalized free field theory. We expect the general structure we uncovered should

survive perturbative 1/N corrections. Including higher order corrections corresponds

to including gravitational physics in the bulk, which could lead to a much richer struc-

ture [35].

3. It is of great interest to understand better how the type III1 structure emerges in the

large N limit. Systems like the SYK model or matrix quantum mechanics, should

35 The appearance of a different representation in this case is also required by the duality since the bulk

geometry is also modified.
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provide laboratories. In fact, a better understanding of the continuum limit of local

operator algebras of a quantum field theory should be very instructive.

4. The discussion here should also be generalizable to single-sided black holes including

evaporating ones. We expect such constructions can shed new light on the information

loss problem.

5. We also expect that the manner in which an in-falling time emerges from the boundary

theory here should teach us valuable lessons about holography for asymptotically flat

and cosmological spacetimes. This should be especially helpful for understanding time

in cosmological spacetimes including de Sitter.
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Appendix A: Details on the GNS construction

In this appendix we discuss some details of the GNS construction of III B.

For each operator a ∈ Â = AL ⊗ AR we associate a state |a〉, with the inner products

among them given by (3.19). The set of operators y ∈ Â such that 〈y|y〉 = 0 is denoted by

J . J is a left ideal, as ay ∈ J for ∀a ∈ Â, y ∈ J , and is called the Gelfand ideal. The

GNS Hilbert space H(GNS)
TFD is the completion of Â/J .

Equation (3.22) implies that for each equivalence class in Â/J we may choose a repre-

sentative in the subalgebra AR, i.e. for any a ∈ Â there exists AR ∈ AR such that

[a] = [AR] . (A1)

To see this, consider an a ∈ Â of the form

a = BRCL, CL =
n∏
i=1

OL (ti, xi) , (A2)

From (3.22)

yi = OL (ti, xi)−OR
(

ti +
iβ

2
, xi

)
∈ J , i = 1, · · · , n . (A3)

We can then write

OL (ti, xi) = OR
(

ti +
iβ

2
, xi

)
+ yi (A4)

and CL can be written as

CL =
n−1∏
i=1

OL (ti, xi)

(
OR
(

tn +
iβ

2
, xn

)
+ yn

)

= OR
(

tn +
iβ

2
, xn

) n−1∏
i=1

OL (ti, xi) + cyn (A5)

for some c ∈ Â. Note cyn ∈ J as J is a left ideal. Continuing this process repeatedly we
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reach at the end

CL = OR
(

tn +
iβ

2
, xn

)
OR
(

tn−1 +
iβ

2
, xn−1

)
· · · OR

(
t1 +

iβ

2
, x1

)
+ ỹ, ỹ ∈ J (A6)

which gives (A1). The discussion immediately generalizes to sums of operators of the

form (A2). Note that the representative AR in (A1) is unique, as if there is another A′R

also satisfying [a] = [A′R], we then have AR−A′R ∈ J but this cannot be the case since |Ψβ〉

is separating for AR.

We thus conclude that H(GNS)
Ψβ

can be generated by AR alone.

Appendix B: Verification of U(1) properties

In this appendix we show that the group property of Λαβ
kk′(s) is satisfied, i.e.

Λαβ
kk′(s1)Λβγ

k′k′′(s2) = Λαγ
kk′′(s1 + s2) . (B1)

Recall Λαβ
kk′(s) are given in terms of Ckk′(s) by (7.47)–(7.48).

1. s1 and s2 of the same sign

We first show that (B1) follows from (7.49) when s1 and s2 are of the same sign.

For s1 and s2 both negative, (7.79) trivially follows from (7.49) for α = R and either

choice of β. For α = L we need

ΛLL
kk′(s1)ΛLL

k′k′′(s2) + ΛLR
kk′(s1)ΛRL

k′k′′(s2) = ΛLL
kk′′(s1 + s2), (B2)

ΛLR
kk′(s1)ΛRR

k′k′′(s2) + ΛLL
kk′(s1)ΛLR

k′k′′(s2) = ΛLR
kk′′(s1 + s2) . (B3)

For (B2) we have

sinhπω

sinhπω′
C−k−k′(s1)

sinhπω′

sinhπω′′
C−k′−k′′(s2) =

sinhπω

sinhπω′′
C−k−k′′(s1 + s2) (B4)
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which is automatically satisfied. For (B3), the left hand side has the form

sinhπ(ω + ω′)

sinhπω′
C−kk′(s1)Ck′k′′(s2) +

sinhπω

sinh πω′
C−k−k′(s1)

sinhπ(ω′ + ω′′)

sinhπω′′
C−k′k′′(s2)

=

(
sinhπ(ω′ + ω)

sinh πω′
− sinhπω

sinh πω′
sinhπ(ω′′ − ω′)

sinhπω′′

)
C−kk′(s1)Ck′k′′(s2)

=
sinhπ(ω + ω′′)

sinhπω′′
C−kk′′(s1 + s2) = ΛLR

kk′′(s1 + s2) .

(B5)

For s1, s2 > 0 we have the same story due to symmetry between L and R in changing s < 0

to s > 0.

2. Opposite signs

For s1 and s2 of opposite sign the situation is more complicated, as we know that it must

be since there must be some kind of transition when s1 + s2 changes sign. For α = R, we

need

ΛRR
kk′ (s1)ΛRR

k′k′′(s2) + ΛRL
kk′(s1)ΛLR

k′k′′(s2) = ΛRR
kk′′(s1 + s2), (B6)

ΛRR
kk′ (s1)ΛRL

k′k′′(s2) + ΛRL
kk′(s1)ΛLL

k′k′′(s2) = ΛRL
kk′′(s1 + s2) . (B7)

For s1 < 0, s2 > 0, (B6) can be written more explicitly as

Ckk′(s1)
sinhπω′

sinhπω′′
Ck′k′′(−s2) =

Ckk
′′(s1 + s2) s1 + s2 < 0

sinhπω
sinhπω′′

Ckk′′(−s1 − s2) s1 + s2 > 0
, (B8)
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while for s1 > 0, s2 < 0

sinhπω

sinhπω′
Ckk′(−s1)Ck′k′′(s2) +

sinhπ(ω + ω′)

sinhπω′
Ck−k′(−s1)

sinhπ(ω′ + ω′′)

sinhπω′′
C−k′k′′(s2)

= Ckk′(−s1)
sinhπ(ω + ω′′ − ω′)

sinhπω′′
Ck′k′′(s2)

=

Ckk
′′(s1 + s2) s1 + s2 < 0

sinhπω
sinhπω′′

Ckk′′(−s1 − s2) s1 + s2 > 0
. (B9)

For s1 < 0, s2 > 0 (B7) can be written more explicitly as

Ckk′(s1) sinhπ(ω′ + ω′′)Ck′−k′′(−s2) =

0 s1 + s2 < 0

sinhπ(ω + ω′′)Ckk′′(−s1 − s2) s1 + s2 > 0
,

(B10)

while for s1 > 0, s2 < 0

sinhπ(ω + ω′)

sinhπω′
Ck−k′(−s1)

sinhπω′

sinhπω′′
C−k′−k′′(s2) = Ckk′(s

′
1)

sinhπ(ω − ω′)
sinhπω′′

Ck′−k′′(−s′2)

=

0 s′1 + s′2 > 0

sinhπ(ω+ω′′)
sinhπω′′

Ckk′′(s
′
1 + s′2) s′1 + s′2 < 0

, s′1 = −s1 < 0, s′2 = −s2 > 0 . (B11)

From the “transpose” property (7.76) equations (B11) and (B10) are equivalent. Equa-

tion (B9) becomes

Ckk′(s2) sinhπ(ω + ω′′ − ω′)Ck′k′′(−s1) =

sinhπωCkk′′(s1 + s2) s1 + s2 < 0

sinhπω′′Ckk′′(−s1 − s2) s1 + s2 > 0
(B12)
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while (B8) has the form

Ckk′(s1) sinhπω′Ck′k′′(−s2) =

sinh πω′′Ckk′′(s1 + s2) s1 + s2 < 0

sinh πωCkk′′(−s1 − s2) s1 + s2 > 0
. (B13)

The independent equations are then (B12)–(B13) and (B10), respectively. These relations

readily follow from (7.75) and the following identity

∫
dω′

2π
Iωω′(s1) sinhπ(ω′ + a)Iω′ω′′(s2) = Iωω′′(|s1 − s2|) sinhπ(ω̃ + a), s1,2 > 0 (B14)

where ω̃ = ω, ω′′ for s2 > s1 and s2 < s1. To see the identity, note

∫
dω′

2π
Iωω′(s1) sinhπ(ω′ + a)Iω′ω′′(s2)

=

∫
dω′

2π
s
−i(ω−ω′)
1 Γ(i(ω − ω′) + ε)s

−i(ω′−ω′′)
2 Γ(i(ω′ − ω′′) + ε)) sinhπ(ω′ + a)

=
∞∑
n=0

1

n!


(
s1
s2

)n
s
−i(ω−ω′′)
2 Γ(i(ω − ω′′) + n) sinhπ(ω + a) s2 > s1(

s2
s1

)n
s
−i(ω−ω′′)
1 Γ(i(ω − ω′′) + n) sinhπ(ω′′ + a) s2 < s1

= Γ(i(ω − ω′′) + ε)(sa − sb)−i(ω−ω
′′) sinhπ(ω̃ + a) (B15)

where for s2 < s1 (s2 > s1) we can close the contour in the upper (lower) half complex

ω′-plane. In the above we have sa = max(s1, s2), sb = min(s1, s2) and ω̃ as defined earlier.

Appendix C: Review of AdS Rindler and BTZ black hole

In this section we elaborate more on the geometries of AdS-Rindler in (2 + 1)-dimensions

and the BTZ black hole reviewed in Sec. IX A. We will set the AdS radius to be unity

throughout.
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1. AdS Rindler in (2 + 1)-dimension

The Poincaré patch of AdS3

ds2 =
1

z2
(−(dx0)2 + (dx1)2 + dz2) =

1

z2
(−dx+dx− + dz2), x± = x0 ± x1 (C1)

can be separated into four different AdS Rindler regions, labeled byR,L,F ,P corresponding

respectively to regions with (x+, x−) having signs (+,−), (−,+), (+,+), (−,−). They

have respectively R,L, F, P Rindler regions of Minkowski spacetime R1,1 as their boundaries

(z → 0). See Fig. 7. In the BTZ coordinates (η, w, χ), which for R region has the form

z = weχ, x+ = eξ
+√

1− w2, x− = −e−ξ−
√

1− w2, ξ± = η ± χ, (C2)

e2η = −x
+

x−
, e2χ = z2 − x+x−, w2 =

z2

z2 − x+x−
, 1− w2 =

−x+x−

z2 − x+x−
(C3)

the metric has the form

ds2 =
1

w2

[
−
(
1− w2

)
dη2 +

(
1− w2

)−1
dw2 + dχ2

]
. (C4)

The AdS Rindler horizon is at w = 1 and the boundary is at w = 0. The metric (C4) can be

used to cover the other AdS Rindler regions with the transformation (C2) suitably modified

for each region. For example, for the F region we can introduce

z = weχ, x+ = eξ
+√

w2 − 1, x− = e−ξ
−√

w2 − 1, (C5)

e2η =
x+

x−
, e2χ = z2 − x+x−, w2 =

z2

z2 − x+x−
. (C6)

Notice that the last three equations of (C6) remain the same as those in (C3) except that

now w > 1. Equations (C5)–(C6), however, only cover the part of the F region with

z2−x+x− > 0 (to which we will refer as F1 region), with w =∞ corresponding to z2 = x+x−.

For z2 − x+x− < 0 (to which we will refer as F2 region) the second equation of (C6) no
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longer makes sense. For the F2 region we can analogously introduce

z = weχ, x+ = eξ
+√

1 + w2, x− = e−ξ
−√

1 + w2, (C7)

e2η =
x+

x−
, e2χ = x+x− − z2, w2 =

z2

x+x− − z2
. (C8)

but the corresponding metric now has the form

ds2 =
1

w2

[(
1 + w2

)
dη2 +

(
1 + w2

)−1
dw2 − dχ2

]
. (C9)

Similarly for the P region. Note that F1,P1 regions do not contain any points near the

asymptotic boundary, while the boundaries of F2 and P2 regions are respectively the F and

P regions of Minkowski spacetime R1,1.

Now consider a point X = (x−, x+, z) in the R region (with x− < 0, x+ > 0) and a null

shift X → Xs = (x+
s , x

−
s , zs) with

x−s = x− + s, x+
s = x+, zs = z . (C10)

For x−s < 0, Xs remains in the R region. The corresponding transformation can be written

in terms of the BTZ coordinates as

ws =
w√

1− as
, eξ

−
s =

eξ
−√

1− w2

√
1− as

√
1− as − w2

, eξ
+
s =

eξ
+√

1− w2
√

1− as√
1− as − w2

(C11)

where

as ≡ seξ
−√

1− w2 (C12)

and as < 1− w2 for this range of s. For s ≥ s0 = e−ξ
−√

1− w2, the AdS Rindler horizon is

crossed and we have x−s > 0. For z2
s − x+

s x
−
s > 0, we have 1 > as > 1−w2 and Xs lies in the
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F1 region. The corresponding transformation becomes

ws =
w√

1− as
, eξ

−
s =

eξ
−√

1− w2

√
1− as

√
as − 1 + w2

, eξ
+
s =

eξ
+√

1− w2
√

1− as√
as − 1 + w2

. (C13)

Finally, for x−s > 0, z2
s − x+

s x
−
s < 0, we have as > 1 and Xs lies in the F2 region. The

corresponding transformation becomes

ws =
w√
as − 1

, eξ
−
s =

eξ
−√

1− w2

√
as − 1

√
as − 1 + w2

, eξ
+
s =

eξ
+√

1− w2
√
as − 1√

as − 1 + w2
. (C14)

2. BTZ geometry

The BTZ black hole can be obtained from the AdS Rindler metric (C4) by making χ

compact [46]. Now w = ∞ is a genuine singularity where the spacetime ends, and w = 1

becomes an event horizon. The black hole has inverse temperature β = 2π. As usual the

black hole spacetime can be extended to four regions by using the Kruskal coordinates (see

Fig. 4), which for R and F regions have the form

R : U = −
√

1− w
1 + w

e−η, V =

√
1− w
1 + w

eη, (C15)

F : U =

√
w − 1

1 + w
e−η, V =

√
w − 1

1 + w
eη . (C16)

In terms of the Kruskal coordinates the metric has the form

ds2 = − 4

(1 + UV )2
dUdV +

(1− UV )2

(1 + UV )2
dχ2 . (C17)

The event horizons lie at U, V = 0, the boundary lies at UV = −1, and the singularity at

UV = 1.

Consider a shift of a point X = (U, V, χ) ∈ R to Xs = (Us, Vs, χs) with

Us = U + s, Vs =
V

1− sV
, χs = χ . (C18)
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For Xs ∈ R, this can be expressed in BTZ coordinates as

e2ηs =
e2η

1− 2b + c2
, ws =

w

1− b(1− w2)
(C19)

b ≡ seη√
1− w2

, c ≡ seη . (C20)

Xs crosses the horizon at s = s0 =
√

1−w0

1+w0
e−η0 where 1 − 2b + c2 = 0. For s > s0, i.e.

Xs ∈ F , the first equation in (C19) has an extra minus sign.

Appendix D: Analytic continuations of bulk mode functions

In this Appendix we give analytic continuations of (i) mode functions in the R and L

regions to the F region for the AdS Rindler; (ii) mode functions in the R and L regions to

the F region of the BTZ geometry.

1. AdS-Rindler Mode functions

The AdS-Rindler mode functions in the right/left AdS-Rindler regions are given by

v
(R)
k (X) = Nk e

−iωη+iqχw∆
(
1− w2

)− iω
2 F (q̄+, q̄−; ∆, w2)

= Nk (x+)−iω
(
z2 − x+x−

)−q+ F (q̄+, q̄−; ∆,
z2

z2 − x+x−

)
(D1)

v
(L)
k (X) = Nk e

iωη−iqχw∆
(
1− w2

) iω
2 F (q+, q−; ∆, w2)

= Nk (x+)iω
(
z2 − x+x−

)−q̄+ F (q+, q−; ∆,
z2

z2 − x+x−

)
. (D2)

where we have also expressed them in terms of Poincare coordinates.

From the usual Unruh procedure, we can obtain mode functions w
(R,L)
k corresponding to
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the Poincare vacuum |0〉bulk by analytically continuing v
(R,L)
k in the complex planes:36

w
(R)
k =

1√
2 sinhπ|ω|

(
e
π|ω|

2 v
(R)
k + e−

π|ω|
2 v

(L)
−k

)
, (D3)

w
(L)
k =

1√
2 sinhπ|ω|

(
e
π|ω|

2 v
(L)
k + e−

π|ω|
2 v

(R)
−k

)
(D4)

and the inverse are given by

v
(R)
k =

1√
2 sinhπ|ω|

(
e
π|ω|

2 w
(R)
k − e−

π|ω|
2 w

(L)
−k

)
, (D5)

v
(L)
k =

1√
2 sinhπ|ω|

(
e
π|ω|

2 w
(L)
k − e

−π|ω|
2 w

(R)
−k

)
. (D6)

By construction w
(R,L)
k are analytic in x± and are thus defined for all x±. We can then

use (D5)–(D6) to “continue” v
(R,L)
k to the F and P regions. Note that thus constructed

v
(R,L)
k are not analytic at the Rindler horizons. We then find that

v
(R)
k (X) = Nkw

∆e−iωη+iqχ ·



−i sinπq−
sinhπω

(w2 + 1)−
iω
2 F (q̄+, q̄−; ∆;−w2) , F2

Γ(∆)Γ(iω)
Γ(q+)Γ(q−)

(w2 − 1)−
iω
2 F (q̄+, q̄−; 1− iω; 1− w2) , F1

(1− w2)−
iω
2 F (q̄+, q̄−; ∆;w2) , R

0, L
Γ(∆)Γ(−iω)
Γ(q̄+)Γ(q̄−)

(w2 − 1)
iω
2 F (q+, q−; 1 + iω; 1− w2) , P1

i sinπq̄+
sinhπω

(w2 + 1)
iω
2 F (q+, q−; ∆;−w2) , P2

(D7)

36 w
(R,L)
k with ω > 0 (ω < 0) are obtained from continuing in the lower (upper) complex x−, x+ planes.
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and

v
(L)
k (X) = Nkw

∆eiωη−iqχ ·



−i sinπq+
sinhπω

(w2 + 1)−
iω
2 F (q̄+, q̄−; ∆;−w2) , F2

Γ(∆)Γ(iω)
Γ(q+)Γ(q−)

(w2 − 1)−
iω
2 F (q̄+, q̄−; 1− iω; 1− w2) , F1

0, R

(1− w2)
iω
2 F (q+, q−; ∆;w2) , L

Γ(∆)Γ(−iω)
Γ(q̄+)Γ(q̄−)

(w2 − 1)
iω
2 F (q+, q−; 1 + iω; 1− w2) , P1

i sinπq̄−
sinhπω

(w2 + 1)
iω
2 F (q+, q−; ∆;−w2) , P2

. (D8)

2. BTZ mode functions

The story is completely parallel for continuing mode functions in BTZ, except now we

use the Kruskal coordinates, in terms of which

v
(R)
k (X) = Nk e

iqχ(2V )−iω(1 + UV )∆(1− UV )−∆+iωF

(
q̄+, q̄−; ∆,

(
1 + UV

1− UV

)2
)
, (D9)

v
(L)
k (X) = Nk e

−iqχ(−2V )iω(1 + UV )∆(1− UV )−∆−iωF

(
q+, q−; ∆,

(
1 + UV

1− UV

)2
)

. (D10)

Again by first constructing w
(R,L)
k in the R and L regions using (D3)–(D4), analytically

continuing w
(R,L)
k to other regions, we then use (D5)–(D6) to find the corresponding v

(R,L)
k

in other regions. We find

v
(R)
k (X) = Nk

(
1 + UV

1− UV

)∆

eiqχ ·



(2V )−iω (1− UV )iω Γ(∆)Γ(iω)
Γ(q+)Γ(q−)

F
(
q̄+, q̄−; 1− iω; −4UV

(1−UV )2

)
, F

(2V )−iω(1− UV )iωF
(
q̄+, q̄−; ∆,

(
1+UV
1−UV

)2
)
, R

0, L

(−2U)−iω (1− UV )−iω Γ(∆)Γ(−iω)
Γ(q̄+)Γ(q̄−)

F
(
q+, q−; 1 + iω; −4UV

(1−UV )2

)
, P

(D11)
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and

v
(L)
k (X) = Nk

(
1 + UV

1− UV

)∆

e−iqχ ·



(2U)−iω (1− UV )iω Γ(∆)Γ(iω)
Γ(q+)Γ(q−)

F
(
q̄+, q̄−; 1− iω; −4UV

(1−UV )2

)
, F

0, R

(−2V )iω(1− UV )−iωF
(
q+, q−; ∆,

(
1+UV
1−UV

)2
)
, L

(−2V )iω (1− UV )−iω Γ(∆)Γ(−iω)
Γ(q̄+)Γ(q̄−)

F
(
q+, q−; 1 + iω; −4UV

(1−UV )2

)
, P .

(D12)

Note that (D11) and (D12) may be also expressed in terms of BTZ coordinates. For

example, in the F region we have

v
(R)
k (X) = Nkw

∆e−iωη+iqχ Γ(∆)Γ(iω)

Γ(q+)Γ(q−)
(w2 − 1)−

iω
2 F
(
q̄+, q̄−; 1− iω; 1− w2

)
v

(L)
k (X) = Nkw

∆eiωη−iqχ
Γ(∆)Γ(iω)

Γ(q+)Γ(q−)
(w2 − 1)−

iω
2 F
(
q̄+, q̄−; 1− iω; 1− w2

)
.

(D13)

Near the horizon, i.e. taking UV → 0 in (D11) and (D12), we then have

v
(R)
k (X) =

eiqχ√
2|ω|

·



eiδkV −iω, F

eiδkV −iω + e−iδk(−U)iω, R

0, L

e−iδk(−U)iω, P

(D14)

and

v
(L)
k (X) =

e−iqχ√
2|ω|

·



eiδkU−iω, F

0, R

eiδkU−iω + e−iδk(−V )iω, L

e−iδk(−V )iω, P .

(D15)
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In each case the phase shift is given by

eiδk =
Γ(iω)|Γ(q−)Γ(q+)|
|Γ(iω)|Γ(q−)Γ(q+)

e−iω log 2 . (D16)

Appendix E: Mode expansions in the boundary

Here we discuss the mode expansions for the generalized free field theories resulting from

a two-dimensional CFT in the large N limit for two cases: (i) in vacuum restricted to a

Rindler region; (ii) at finite temperature (dual to a BTZ black hole). A convenient way to

obtain both is to take boundary limit of the corresponding bulk mode expansions.

For the boundary CFTR,L dual to a BTZ black hole, the boundary mode expansion for

the dual operator Oα can be obtained by taking w → 0 limit of (9.6) and stripping off the

w∆ factor, which gives

Oα(x) = lim
w→0

w−∆φ(α)(X) =

∫
d2k

(2π)2
u

(α)
k (x)a

(α)
k (E1)

u
(R)
k (x) = Nke

ik·x, u
(L)
k (x) = Nke

−ik·x . (E2)

In the AdS-Rindler case (with non-compact χ), the boundary limit should now be defined

by using the Poincaré radial coordinate z and stripping off a factor of z∆, which gives

Oα(x) = lim
z→0

z−∆φ(α)(X) =

∫
d2k

(2π)2
u

(α)
k (x)a

(α)
k . (E3)

Now due to the difference between w and z we have an additional e−∆χ factor compared

with (E2). The behavior of u
(α)
k in various Rindler regions can then be obtained from (D7)–
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(D8)

u
(R)
k (x) =

Nk

sinhπω



sinhπω (−x−)−q̄+(x+)−q− , x− < 0, x+ > 0 (R)

−i sin πq− (x−)−q̄+(x+)−q− , x− > 0, x+ > 0 (F )

0, x− > 0, x+ < 0 (L)

i sin πq̄+ (−x−)−q̄+(−x+)−q− , x− < 0, x+ < 0 (P )

(E4)

and

u
(L)
k (x) =

Nk

sinhπω



0, x− < 0, x+ > 0 (R)

−i sin q+ (x−)−q+(x+)−q̄− , x− > 0, x+ > 0 (F )

sinhπω (x−)−q+(−x+)−q̄− , x− > 0, x+ < 0 (L)

i sin πq̄− (−x−)−q+(−x+)−q̄− , x− < 0, x+ < 0 (P )

. (E5)

Appendix F: Properties of hypergeometric functions

Here we collect for convenience various properties of hypergeometric functions used in the

main text.

1. Asymptotic behavior of hypergeometric function

We first discuss the asymptotic behavior of the hypergeometric function F (a, b; c; z) when

one or more of its parameters a, b, c are taken to be large.

Below λ should be understood as a complex parameter with |λ| → ∞.

a. Case I

From [87], for y/(y − 1) < 1
2

and λ not on the negative imaginary axis.

F (a, b− iλ; c− iλ; y) = (1−y)−aF

(
a, c− b; c− iλ;

y

y − 1

)
= (1−y)−a(1+O(λ−1)) . (F1)
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For 1
2
< y/(y − 1) < 1 the leading term is the same as (F1), although there are additional

terms that are exponentially suppressed at large |λ|.

b. Case II

When λ is on the imaginary axis or in the right half plane and for any real y ∈ (1,∞),

we have [87]

F

(
a+ λ, a− λ; c;

1− y
2

)
=

Γ(c)Γ(λ+ 1 + a− c)
Γ(a+ λ)

(
a0

(
ζ

2

)1−c

Ic−1(ζλ) +O(Φ1)

)
(F2)

where (Ic below is modified Bessel function)

ζ = log(y +
√
y2 − 1), a0 = 2a+ 1

2
−c(y + 1)

c
2
− 1

4
−a(y − 1)

1
4
− c

2 ζc−
1
2 (F3)

Φ1 = |ζ1−cλ−1Ic−1(ζλ)|+ |ζ−cλ−1Ic(ζλ)| . (F4)

For λ in the upper-half complex plane, −iλ is in the right half plane, while for λ in the

lower-half complex plane, iλ

Now consider with w ∈ (0, 1),

F (a− iλ, b− iλ; c;w2) = (1− w2)−b+iλF

(
b1 + iλ1, b1 − iλ1; c;

1− y
2

)
(F5)

= (1− w2)−a+iλF

(
b2 − iλ1, b2 + iλ1; c;

1− y
2

)
(F6)

b1 =
c− a+ b

2
, λ1 = λ− ic− a− b

2
, b2 =

c− b+ a

2
, y =

1 + w2

1− w2
. (F7)

From (F2), we should use (F5) for λ in the lower-half complex plane and (F6) for λ in the
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upper-half complex plane. We thus find for Imλ > 0

F (a− iλ, b− iλ; c;w2) = (1− w2)−a+iλΓ(c)Γ(a− iλ+ 1− c)
Γ(a− iλ)

A0

(
ζ

2

)1−c
e−iζλ1

√
−2πiζλ1

, (F8)

ζ = log(y +
√
y2 − 1) = log

1 + w

1− w
, A0 = 2b2+ 1

2
−c(y + 1)

c
2
− 1

4
−b2(y − 1)

1
4
− c

2 ζc−
1
2 , (F9)

and for Imλ < 0

F (a− iλ, b− iλ; c;w2) = (1− w2)−b+iλ
Γ(c)Γ(−a+ iλ+ 1)

Γ(c− a+ iλ)
Ã0

(
ζ

2

)1−c
eiζλ1

√
2πiζλ1

, (F10)

Ã0 = 2b1+ 1
2
−c(y + 1)

c
2
− 1

4
−b1(y − 1)

1
4
− c

2 ζc−
1
2 . (F11)

In each case we have kept only the leading term and used (F2) and the asymptotic expansion

of the Bessel function at large argument. Applying the above equations to F (q̄−, q̄+; ∆;w2)

we then find (9.13).

2. A derivation

Here we give a derivation of (11.52). First consider c = |s|eη < 1 for which we may close

the contour in (11.47) in the upper half plane enclosing poles at ω′ = i(n+ ε), which gives

J1 = (2c)−iω
∞∑
n=0

(−1)n(2c)n

n!
Γ
(
q̄+ +

n

2

)
Γ
(
q̄− +

n

2

)
(F12)

= (2c)−iω
[
Γ(q̄+)Γ(q̄−)F

(
q̄+, q̄−;

1

2
; c2

)
−2cΓ

(
q̄+ +

1

2

)
Γ

(
q̄− +

1

2

)
F

(
q̄+ +

1

2
, q̄− +

1

2
;
3

2
; c2

)]
. (F13)
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For c > 1, we may close the integral of (11.47) in the lower half plane enclosing poles at

ω′ = −2i(q̄± + n) to find

J1 = (2c)−iω
∞∑
n=0

2(−1)n(2c)−2n

n!

[
(2c)−2q̄+Γ(iq − n)Γ(2(n+ q̄+)) + (2c)−2q̄−Γ(−iq − n)Γ(2(n+ q̄−))

]
= 2(2c)−iω

[
(2c)−2q̄+Γ(iq)Γ(2q̄+)F

(
q̄+, q̄+ +

1

2
; 1− iq; c−2

)
+(2c)−2q̄−Γ(−iq)Γ(2q̄−)F

(
q̄−, q̄− +

1

2
; 1 + iq; c−2

)]
.

(F14)

Finally for 0 < s < s0, we may close the integral for (11.48) in the upper half plane enclosing

poles at ω′ = i(n+ ε) to find

J2 = (2c)−iω
∞∑
n=0

sinhπ(ω + in)(−1)n(2c)n

n!
Γ
(
q̄+ +

n

2

)
Γ
(
q̄− +

n

2

)
(F15)

= (2c)−iω sinh πω

[
Γ(q̄+)Γ(q̄−)F

(
q̄+, q̄−;

1

2
; c2

)
+2cΓ

(
q̄+ +

1

2

)
Γ

(
q̄− +

1

2

)
F

(
q̄+ +

1

2
, q̄− +

1

2
;
3

2
; c2

)]
. (F16)

Notice that the quantities in square brackets in (F13) and (F16) are identical as functions

of s, since for (F13) s < 0 so c = −seη while for (F16) we have s > 0, so c = seη.

Applying the following identities to (F13) and (F16)

F

(
a, b;

1

2
; c2

)
+ 2c

Γ(a+ 1
2
)Γ(b+ 1

2
)

Γ(a)Γ(b)
F

(
a+

1

2
, b+

1

2
;
3

2
; c2

)
=

Γ(a+ 1
2
)Γ(b+ 1

2
)

√
πΓ(a+ b+ 1

2
)
F

(
2a, 2b; a+ b+

1

2
;
1 + c

2

)
(F17)

F

(
a, b;

1

2
; c2

)
− 2c

Γ(a+ 1
2
)Γ(b+ 1

2
)

Γ(a)Γ(b)
F

(
a+

1

2
, b+

1

2
;
3

2
; c2

)
=

Γ(a+ 1
2
)Γ(b+ 1

2
)

√
πΓ(a+ b+ 1

2
)
F

(
2a, 2b; a+ b+

1

2
;
1− c

2

)
. (F18)
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we find for |s| < s0

J1 =
J2

sinhπω
= (2c)−iω

Γ(q̄+)Γ(q̄−)Γ(q̄+ + 1
2
)Γ(q̄− + 1

2
)

√
πΓ(∆− iω + 1

2
)

F

(
2q̄+, 2q̄−; ∆− iω +

1

2
;
1 + seη

2

)
,

(F19)

where J1 is for s < 0 and J2 for s > 0.

We can now show that (F14) yields the exact same result (F19), so (F19) also applies

for s < −s0. First notice that the second term in square brackets in (F14) can be obtained

from the first by taking q → −q. Since we have 0 < c−2 < 1 when (F14) applies, the

hypergeometric function in the first term in square brackets in (F19) can be re-written as

follows using the standard z → 1− 1
z

identity of the hypergeometric function

F

(
q̄+, q̄+ +

1

2
; 1− iq; c−2

)
=

πΓ(1− iq)
sin π

(
1
2
−∆ + iω

) [ c2q̄+F
(
q̄+, q̄−; ∆− iω + 1

2
; 1− c2

)
Γ(1− q̄−)Γ

(
1
2
− q̄−

)
Γ
(
∆− iω + 1

2

)
−
(
1− c−2

) 1
2
−∆+iω c

2−2q̄−F
(
1− q̄+, 1− q̄−; iω −∆ + 3

2
; 1− c2

)
Γ(q̄+)Γ

(
q̄+ + 1

2

)
Γ
(
iω −∆ + 3

2

) ]
.

(F20)

Using product formulas for the gamma function, the Legendre duplication formula and (F20)

the first term in square brackets in (F14) is

(2c)−2q̄+Γ(iq)Γ(2q̄+)F

(
q̄+, q̄+ +

1

2
; 1− iq; c−2

)
=

π2Γ(q̄+)Γ
(
q̄+ + 1

2

)
2
√
π sin iπq sin π

(
1
2
−∆ + iω

) [ F
(
q̄+, q̄−; ∆− iω + 1

2
; 1− c2

)
Γ(1− q̄−)Γ

(
1
2
− q̄−

)
Γ
(
∆− iω + 1

2

)
−
(
1− c−2

) 1
2
−∆+iω c

2(1−∆+iω)F
(
1− q̄+, 1− q̄−; iω −∆ + 3

2
; 1− c2

)
Γ(q̄+)Γ

(
q̄+ + 1

2

)
Γ
(
iω −∆ + 3

2

) ]
.

(F21)

Notice that, when we include the multiplication by the overall factor, the second term

in (F21) is an odd function of q. Since J1 is obtained by adding (F21) to an identical

expression with q → −q as in (F14), this second term in (F21) will cancel out of the full
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expression for J1. The result from (F14) is then

J1 = (2c)−iω
π2

√
π sin iπq sin π

(
1
2
−∆ + iω

)
Γ
(
∆− iω + 1

2

)
·

[
Γ(q̄+)Γ

(
q̄+ + 1

2

)
Γ(1− q̄−)Γ

(
1
2
− q̄−

) − Γ(q̄−)Γ
(
q̄− + 1

2

)
Γ(1− q̄+)Γ

(
1
2
− q̄+

)]F (q̄+, q̄−; ∆− iω +
1

2
; 1− c2

)
.

(F22)

Using product formulas for gamma functions, the term in square brackets in (F22) can

be shown to be π−2Γ(q̄+)Γ
(
q̄+ + 1

2

)
Γ(q̄−)Γ

(
q̄− + 1

2

)
sin iπq sinπ

(
1
2
−∆ + iω

)
, while, since

c > 0 by definition, we have the quadratic identity for the hypergeometric function

F

(
q̄+, q̄−; ∆− iω +

1

2
; 1− c2

)
= F

(
2q̄+, 2q̄−; ∆− iω +

1

2
;
1− c

2

)
. (F23)

Thus with these two observations, and recalling that J1 only applies for s < 0⇒ c = −seη,

the result (F19) immediately follows, confirming that (F19) applies for all s < s0.

3. Some summation formulas for hypergeometric functions

In this subsection we quote some useful formulas regarding hypergeometric functions.

The fourth formula from section 6.7.1 of [89] is

∞∑
n=0

(a)n(b′)n
n!(c′)k

tnF (a+ n, b; c;x) = F2(a, b, b′; c, c′;x, t), (F24)

valid for |t|+ |x| < 1. Another useful formula is (35) from [90] which gives

F2(a, b, b′; b, c′;x, t) = (1− x)−aF

(
a, b′; c′;

t

1− x

)
. (F25)

The eighth formula from section 6.7.1 of [89],

∞∑
n=0

(a)n(c− b)n
n!(c)k

tnF (a+ n, b; c+ n;x) = (1− t)−aF
(
a, b; c;

x− t
1− t

)
, (F26)
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valid for |x|, |t| < 1, is also useful.

Appendix G: Wavefunctions on the BTZ geometry in the large mass limit

In this appendix we collect the quantities describing the evolution of a large mass bulk

scalar field in the BTZ geometry. We begin by considering finite transverse momentum

(q 6= 0) and then specialize to zero transverse momentum where the expressions greatly

simplify.

1. General q

We first collect the quantities describing the large mass limit of the bulk mode function

in (12.5)–(12.6), which, for convenience we copy below

v
(R)
k (X) =


∑

γ=±A
(γ)
k (X)eiνZ

(γ)
k (X) (1 +O(ν−1)) , |u| > uw ≡

√
(1−w2)(1+p2w2)

w

A
(f)
k (X)e−νZ

(f)
k (X) (1 +O(ν−1)) , |u| < uw

(G1)

ΛRα
kk′(s) = δqq′B

Rα
kk′ (s)e

iνWRα
kk′ (s)

(
1 +O(ν−1)

)
, (G2)

where we have taken X = (η, w, χ) ∈ R above. For X = (η, w, χ) ∈ L, there is a similar

expression

v
(L)
k (X) =


∑

γ=±A
(γ)
k (X)e

iν
(

2uη−2pχ+Z
(γ)
k (X)

)
(1 +O(ν−1)) , |u| > uw ≡

√
(1−w2)(1+p2w2)

w

A
(f)
k (X)e

−ν
(

2ipχ−2iuη+Z
(f)
k (X)

)
(1 +O(ν−1)) , |u| < uw

.

(G3)

At finite q, there are four classical turning points in the complex w plane. They are
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w = ±aq,±ibq, with

aq =

√
p2 − u2 − 1 +

√
p2 − u2 − 1)2 + 4p2

2p2
, bq =

√
−
p2 − u2 − 1−

√
(p2 − u2 − 1)2 + 4p2

2p2
.

(G4)

The WKB phase is then given by

Z
(±)
k (X) = −uη + pχ±

[
i

2
log

(
aq
√
w2 + b2

q − ibq
√
w2 − a2

q

aq
√
w2 + b2

q + ibq
√
w2 − a2

q

)
+ |p| log

(√
w2 − a2

q

a2
q + b2

q

+

√
w2 + b2

q

a2
q + b2

q

)

−|u|
2

log

(√
w2 + b2

q

√
1− a2

q +
√

1 + b2
q

√
w2 − a2

q√
w2 + b2

q

√
1− a2

q −
√

1 + b2
q

√
w2 − a2

q

)]

Z
(f)
k (X) = iuη − ipχ+

1

2
log

(
aq
√
w2 + b2

q + bq
√
a2
q − w2

aq
√
w2 + b2

q − bq
√
a2
q − w2

)
− i|p| log

(√
w2 + b2

q

a2
q + b2

q

+ i

√
a2
q − w2

a2
q + b2

q

)

− i|u|
2

log

(√
w2 + b2

q

√
1− a2

q − i
√

1 + b2
q

√
a2
q − w2√

w2 + b2
q

√
1− a2

q + i
√

1 + b2
q

√
a2
q − w2

)
.

(G5)

The O(ν−
1
2 ) prefactor is given by

A
(±)
k (X) =

w
1
2

√
2ν

(
1

p2
(
w2 − a2

q

) (
w2 + b2

q

)) 1
4

e±
iπ
4

A
(f)
k (X) =

w
1
2

√
2ν

(
1

p2
(
a2
q − w2

) (
w2 + b2

q

)) 1
4

. (G6)
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The large ν limit of ΛRα
kk′(s) is described by

WRR
kk′ (s) = −iπ

2
ε(s)(|u| − |u′|) + (u′ − u) log |s| − (u′ − u) log(i(u− u′))

+
u′

4
log
(
(1 + (u′ + p′)2)(1 + (u′ − p′)2)

)
− u

4
log
(
(1 + (u+ p′)2)(1 + (u− p′)2)

)
+
p′

4
log

(
1 + (u′ + p′)2

1 + (u′ − p′)2

)
− p′

4
log

(
1 + (u+ p′)2

1 + (u− p′)2

)
− i

4
log

(
1 + i(u′ + p′)

1− i(u′ + p′)
· 1 + i(u′ − p′)

1− i(u′ − p′)

)
+
i

4
log

(
1 + i(u+ p′)

1− i(u+ p′)
· 1 + i(u− p′)

1− i(u− p′)

)
WRL

kk′ (s) = −iπ
2

(2|u+ u′| − |u| − |u′|)− (u′ + u) log |s|+ (u′ + u) log(i(u+ u′))

− u′

4
log
(
(1 + (u′ + p′)2)(1 + (u′ − p′)2)

)
− u

4
log
(
(1 + (u+ p′)2)(1 + (u− p′)2)

)
− p′

4
log

(
1 + (u′ + p′)2

1 + (u′ − p′)2

)
− p′

4
log

(
1 + (u+ p′)2

1 + (u− p′)2

)
+
i

4
log

(
1 + i(u′ + p′)

1− i(u′ + p′)
· 1 + i(u′ − p′)

1− i(u′ − p′)

)
+
i

4
log

(
1 + i(u+ p′)

1− i(u+ p′)
· 1 + i(u− p′)

1− i(u− p′)

)
(G7)

and

BRR
kk′ (s) = (θ(−s) + θ(s)ε(u)ε(u′))

√
2π

iν(u− u′)

BRL
kk′ (s) = θ(s)ε(u′)ε(u+ u′)

√
2π

iν(u+ u′)
,

(G8)

as in (12.6).

2. Expressions in the large mass limit at q = 0

In this subsection we now specialize to the case q = 0 (equivalently p = 0) where the

expressions greatly simplify. Taking the p→ 0 limit of (G4) we find

aq → a0 =
1√

1 + u2
, bq →∞ , (G9)
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so there are actually only two (real) turning points in the p → 0 limit.37 The bulk wave-

function at a point X in the right exterior is described in the large ν limit by a WKB phase

Z
(±)
k (X) = −uη ±

[
i

2
log

(
a0 − i

√
w2 − a2

0

a0 + i
√
w2 − a2

0

)
− |u|

2
log

(√
1− a2

0 +
√
w2 − a2

0√
1− a2

0 −
√
w2 − a2

0

)]

Z
(f)
k (X) = iuη +

1

2
log

(
a0 +

√
a2

0 − w2

a0 −
√
a2

0 − w2

)
+
i|u|
2

log

(√
1− a2

0 + i
√
a2

0 − w2√
1− a2

0 − i
√
a2

0 − w2

) (G10)

and the O(ν−
1
2 ) prefactor

A
(±)
k (X) =

w
1
2

√
2ν

(
w2a2

0

w2 − a2
0

) 1
4

e±
iπ
4 =

w
1
2

√
2ν

(
1

u2 − u2
w

) 1
4

e±
iπ
4

A
(f)
k (X) =

w
1
2

√
2ν

(
w2a2

0

a2
0 − w2

) 1
4

=
w

1
2

√
2ν

(
1

u2
w − u2

) 1
4

, (G11)

as in (G1).

Using the analytic continuation techniques discussed in appendix D, one can ‘extend’

the BTZ wave functions to the F region of the BTZ black hole. The result is (with X =

(η, w, χ) ∈ F )

v
(R)
k (X) = A

(F)
k (X)eiνZ

(F)
k (X)

(
1 +O(ν−1)

)
v

(L)
k (X) = A

(F)
k (X)e

iν
(

2uη+Z
(F)
k (X)

) (
1 +O(ν−1)

) , (G12)

where this ‘extended’ wavefunction in the large mass limit is described by a single WKB

phase:

Z
(F)
k (X) = −uη − ε(u)

[
i

2
log

(
a0 − i

√
w2 − a2

0

a0 + i
√
w2 − a2

0

)
− |u|

2
log

(√
w2 − a2

0 +
√

1− a2
0√

w2 − a2
0 −

√
1− a2

0

)]
,

(G13)

37 All results in this subsection can be obtained from the finite p results by carefully taking p→ 0 or instead

working with the p = 0 effective potential from the outset.
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and corresponding O(ν−
1
2 ) prefactor,

A
(F)
k (X) =

w
1
2

√
2ν

(
w2a2

0

w2 − a2
0

) 1
4

e−
iπ
4
ε(u) =

w
1
2

√
2ν

(
1

u2 − u2
w

) 1
4

e−
iπ
4
ε(u) . (G14)

The expressions (G12)–(G14) apply for all real values of the frequency u since all frequencies

become classically allowed inside the horizon.

In (12.6), the large ν limit of ΛRα
kk′(s) (at q = 0) is described by

WRR
kk′ (s) = −iπ

2
ε(s)(|u| − |u′|) + (u′ − u) log |s| − (u′ − u) log(i(u− u′))

+
u′

2
log(1 + u′2)− u

2
log(1 + u2)− i

2
log

(
1 + iu′

1− iu′

)
+
i

2
log

(
1 + iu

1− iu

)
WRL

kk′ (s) = θ(s)

[
−iπ

2
(2|u+ u′| − |u| − |u′|)− (u′ + u) log |s|+ (u′ + u) log(i(u+ u′))

−u
′

2
log(1 + u′2)− u

2
log(1 + u2) +

i

2
log

(
1 + iu′

1− iu′

)
+
i

2
log

(
1 + iu

1− iu

)]
,

(G15)

and the O(ν−
1
2 ) prefactors given in (G8).

With the expressions above and the help of (G18)–(G21) one may compute the exponen-

tial factor appearing in the regime −uw < u < uw of the integral (12.7) to be

G
(f)
R = iu log |c|+ i|u|

2
log(1− w2) + i(u′ − u) log(i(u− u′))− π

2
ε(s)|u| − log(1− iu)

− i|u| log
(
|u| − iw

√
u2
w − u2

)
+ log

(
1 + w

√
u2
w − u2

)
+ iθ(u)u log(1 + u2)

− iu′ log |s| − 1

2
log

(
1 + iu′

1− iu′

)
− iu′

2
log(1 + u′2) +

π

2
ε(s)|u′| − logw ,

(G16)
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and the analogous expression for the saddle point evaluation of v
(RL)
k (X; s) is

G
(f)
L = iu log |c|+ i|u|

2
log(1− w2)− i(u′ + u) log(i(u+ u′))− π

2
(2|u+ u′| − |u| − |u′|)− log(1− iu)

− i|u| log
(
|u| − iw

√
u2
w − u2

)
+ log

(
1 + w

√
u2
w − u2

)
+ iθ(u)u log(1 + u2)

+ iu′ log |s|+ 1

2
log

(
1 + iu′

1− iu′

)
+
iu′

2
log(1 + u′2)− logw ,

(G17)

recalling c ≡ seη. There are never any genuine saddle points of (G16) or (G17).

To obtain the expressions (12.15) and (12.22) from (G10) and (G15) one must use the

identities

a0 ± i
√
w2 − a2

0 =
1√

1 + u2
(1± iw

√
u2 − u2

w) (G18)√
1− a2

0 ±
√
w2 − a2

0 =
1√

1 + u2
(|u| ± w

√
u2 − u2

w) (G19)

1± iw
√
u2 − u2

w =
w2(1 + u2)

1∓ iw
√
u2 − u2

w

(G20)

|u| ± w
√
u2 − u2

w =
(1− w2)(1 + u2)

|u| ∓ w
√
u2 − u2

w

. (G21)
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