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Chapter 1

Introduction

How can we scientifically approach the study of complex systems—physical, biological, and

social? Empirical studies, while useful, are by themselves insufficient, since all experiments

require a theoretical framework in which they can be interpreted (whether that framework

be qualitative or quantitative, implicit or explicit, wholly prior to or arising in part from the

data, etc.) [205]. While many such frameworks exist for understanding particular components

or aspects of systems, the standard assumptions that underlie most quantitative studies

often do not hold for systems as a whole, resulting in a mischaracterization of the causes

and consequences of large-scale behavior.1

We first provide an introduction to complex systems science, demonstrating a few of its

applications and its capacity to help us make more effective decisions in the complex systems

of our world. Mathematical formalisms for the concepts described in section 1.1 are then

given in chapter 2. Principles for how to model real-world systems are illustrated using case

studies in modeling pandemics in chapter 3, with a specific multi-scale model for pandemics

given in chapter 4. Chapter 5 describes how bad science led to bad policy regarding the use

of masks against COVID-19. Chapters 6 and 7 describe applications to political systems.

1Most of this chapter is a slightly modified version of the preprint https://arxiv.org/abs/1912.05088,
published as: Alexander F. Siegenfeld and Yaneer Bar-Yam. An introduction to complex systems science
and its applications. Complexity 6105872 (2020).
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Chapter 8 concludes with an outlook on the field of complex systems science and future

research directions.

This chapter focuses on the general properties of complex systems. Section 1.1 introduces

key concepts, including complexity profiles, the tradeoff between efficiency and adaptability,

and the necessity of matching the complexity of systems to that of their environments. Sec-

tion 1.2 considers the analysis of complex systems, attending to the oft-neglected question of

when standard assumptions do and—more importantly—do not apply. Section 1.3 discusses

principles for effectively intervening in complex systems given that their full descriptions

are often beyond the limits of human comprehension. Section 1.4 provides further reading.

Section 1.5 summarizes this chapter.

1.1 Basic Principles of Complex Systems Science

1.1.1 Why complex systems science?

Complex systems science considers systems with many components. These systems could be

physical, biological, or social. Given this diversity of systems, it may seem strange to study

them all under one framework. But while most scientific disciplines tend to focus on the

components themselves, complex systems science focuses on how the components within a

system are related to one another [40]. For instance, while most academic disciplines would

group the systems in fig. 1-1 by column, complex systems science groups them by row.

Systems may differ from each other not because of differences in their parts but because of

differences in how these parts depend on and affect one another. For example, steam and ice

are composed of identical water molecules but, due to differences in the interactions between

the molecules, have very different properties. Conversely, all gasses share many behaviors

in common despite differences in their constituent molecules. The same holds for solids

and liquids. The behaviors that distinguish solids from liquids from gasses are examples of

emergence: they cannot be determined from a system’s parts individually. Fluid turbulence,

as one might observe in a flowing river, is an example of how the relationships between parts

12



can give rise to emergent large-scale behaviors and patterns that are self-organized, meaning

that they arise not from some external or centralized control but rather autonomously from

the interactions between the system components [16, 194, 127, 106, 160]. Other examples

of self-organized behaviors include the spontaneous formation of conversation groups at a

party, the allocation of goods in a decentralized economy, the evolution of ecosystems, and the

flocking of birds. Such large-scale behaviors and patterns cannot be determined by examining

each system part in isolation. By instead considering general properties of systems as wholes,

complex systems science provides an interdisciplinary scientific framework that allows for the

discovery of new ideas, applications, and connections.

A full description of all the small-scale details of even relatively simple systems is impos-

sible; therefore sound analyses must describe only those properties of systems that do not

depend on all these details. That such properties exist is due to universality, a phenomenon

that will be discussed in section 1.2. Statistical physics provides an underlying insight that

allows for the discovery of such properties: namely, that while attempting to characterize

the behavior of a particular state of a system (e.g. a gas) may be entirely intractable, char-

acterizing the set of all possible states of the system may not only be tractable but may also

provide us with a model of the relevant information (e.g. the pressure, temperature, density,

compressibility, etc.). In other words, taking a step back and considering the space of pos-

sible behaviors provides a powerful analytical lens that can be applied not only to physical

systems but also to biological and social ones.

1.1.2 What is complexity?

We define the complexity of a behavior as equal to the length of its description. The length of

a description of a particular system’s behavior depends on the number of possible behaviors

that system could exhibit [101]. For example, a light bulb that has two possible states—

either on or off—can be described by a single bit: 0 or 1. Two bits can describe four

different behaviors (00, 01, 10, or 11), three bits can describe eight behaviors, and so on.

Mathematically, we can write 𝐶 = log2𝑁 , where 𝐶 is the complexity of a system and 𝑁 is

13
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Figure 1-1: From ref. [41]. Each column contains three examples of systems consisting of the
same components (from left to right: molecules, cells, people) but with different relations
between them. Each row contains systems representing a certain kind of relationship between
components. For random systems, the behavior of each component is independent from the
behavior of all other components. For coherent systems, all components exhibit the same
behavior; for example, the behavior (location, orientation, and velocity) of one part of the
cannonball completely determines the behavior of the other parts. Correlated systems lie
between these two extremes, such that the behaviors of the system’s components do depend
on one another, but not so strongly that every component acts in the same way; for example,
the shape of one part of a snowflake is correlated with but does not completely determine
the shape of the other parts. (Implicit in these descriptions is the necessity of specifying the
set of behaviors under consideration, as discussed in section 1.1.2.)
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its number of possible behaviors,2 but for our purposes here, it is sufficient to state that the

greater the number of possible behaviors, the greater the complexity.

It is important to note that one must carefully define the space of possible behaviors.

For instance, if we are interested in a light bulb already in a socket, the light bulb has two

possible behaviors, as above, but if we are instead interested in the complexity of building

a light bulb, the space of possible behaviors might include all of the ways in which its parts

could be arranged. As another example, consider programming a computer to correctly

answer a multiple-choice question with four choices. At first glance, this task is very simple:

since there are four possible behaviors, only two bits are required. Nonetheless, we have the

sense that programming a computer to score perfectly on a multiple-choice test would be

quite difficult. This apparent paradox is resolved, however, when we recognize that such a

task is difficult only because we do not a priori know what questions will be on the test,

and thus the true task is to be able to correctly answer any multiple-choice question. This

task is quite complex, given the large number of possible ways the program could respond

to a string of arbitrary multiple-choice questions.

1.1.3 Complexity and scale

Consider a human, and then consider a gas containing the very same molecules that are

in the human but in no particular arrangement. Which system is more complex? The gas

possesses a greater number of possible arrangements of the molecules (i.e. has more entropy,

or disorder), and thus would take longer to describe at a microscopic level. However, when we

think of a complex system, we think of the behaviors arising from the ordered arrangement of

molecules in a human, not the behaviors arising from the maximally disordered arrangement

of molecules in a gas. It therefore may be tempting to conclude that complex systems are

those with reduced disorder. But the systems with the least disorder are those in which all

2Technically, log2 𝑁 is actually an upper bound for the system’s complexity since if some behaviors are
more likely than others, the average length of the system’s description can be reduced by using shorter
descriptions for the more common behaviors and longer descriptions for the less common ones. (Lossless
compression algorithms rely on this logic.)
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components exhibit the same behavior (coherent systems in fig. 1-1), and such behavior is

easy to describe and thus not intuitively complex.

To resolve this apparent paradox, we must consider that the length of a system’s descrip-

tion depends on the level of detail used to describe it. Thus, complexity depends on scale.

On a microscopic scale, it really is more difficult to describe the positions and velocities of

all the molecules of the gas than it is to do the same for all the molecules of the human. But

at the scale of human perception, the behaviors of a gas are determined by its temperature

and pressure, while the behaviors of a human remain quite complex. Entropy corresponds to

the amount of complexity at the smallest scale, but characterizing a system requires under-

standing its complexity across multiple scales. A system’s complexity profile is a plot of the

system’s complexity as a function of scale [12]. In the examples below, scale will be taken

to be length, but fundamentally, the scale of a behavior is equal to the number of coordi-

nated components involved in the behavior, for which physical length is a proxy. A gas is

very simple at the scale of human perception because at this scale, only behaviors involving

trillions of molecules are relevant, and there are relatively few distinguishable behaviors of a

gas involving so many molecules.

As shown in fig. 1-2, random, coherent, and correlated systems (see fig. 1-1) have qual-

itatively different complexity profiles. Random systems have the most complexity at the

smallest scale (finest granularity/most detail), but the amount of complexity rapidly drops

off as the scale is increased and the random behaviors of the individual components are av-

eraged out. A coherent system has the same amount of complexity at small scales as it does

at larger scales because describing the overall behavior of the system (e.g. the position and

velocity of a cannonball) also describes the behavior of all the components (e.g. the positions

and velocities of all the atoms). Note that complexity tends to increase (or remain the same)

as the scale decreases, since looking at a system in more detail (while still including the whole

system in the description) tends to yield more information. For a correlated system, various

behaviors occur at various scales, and so the complexity gradually increases as one examines

the system in greater and greater detail. For instance, from very far away a human, being
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Figure 1-2: Representative complexity profiles for random, coherent, and correlated systems
(see fig. 1-1). Any given system may have aspects of each at various scales.

barely visible, has very little complexity. As the level of detail is gradually increased, the

description will first include the overall position and velocity of the human, and then the

positions and velocities of each limb, followed by the movement of hands, fingers, facial ex-

pressions, as well as words that the human may be saying. Continuing to greater levels of

detail, the organs and then tissues and patterns within the human brain become relevant,

and eventually so do the individual cells. At scales smaller than that of a cell, complexity

further increases as one sees organelles (cellular substructures), followed by large molecules

such as proteins and DNA, and then eventually smaller molecules and individual atoms. At

each level, the length of the description grows longer. This incredible multi-scale structure

with gradually increasing complexity is a defining characteristic of complex systems.

1.1.4 Tradeoffs between complexity and scale

The intuition that complex systems require order is not unfounded: for there to be complexity

at larger scales, there must be behaviors involving the coordination of many smaller-scale
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components. This coordination suppresses complexity at smaller scales because the behaviors

of the smaller-scale components are now limited by the interdependencies between them.

The tension between small-scale and large-scale complexity can be made precise: given a

fixed set of components with a fixed set of potential individual behaviors, the area under

the complexity profile will be constant, regardless of the interdependencies (or lack thereof)

between the components.3 Thus, for any system, there is a fundamental tradeoff between

the number of behaviors a system can have and the scale of those behaviors.

For instance, consider a factory consisting of many workers [41]. The output of the factory

can be characterized using a complexity profile (fig. 1-3). The number of different types of

goods that the factory can produce at a given scale is a proxy for the factory’s complexity at

that scale, with the number of copies of the same type of good that the factory can produce

in a given amount of time being a proxy for scale. The fundamental tradeoff is evident in

the fact that if the factory wants to be able to churn out many copies of a single type of

good in a short amount of time, it will have to coordinate all of its workers (perhaps having

them work on an assembly line), thereby reducing their individual freedom to make many

different kinds of goods. The factory’s production would then have low complexity but at a

large scale (e.g. churning out many identical Model-T Fords—“Any customer can have a car

painted any color that he wants so long as it is black"). On the other hand, if the factory’s

employees work independently, they will be able to create many different types of products,

but none at scale. Of course, a factory may be able to increase both the complexity and scale

of its production by adding new machinery or more workers; the precise tradeoff between

complexity and scale applies only when considering a fixed set of components with a fixed

set of individual behaviors.4

3Formally, the sum of a system’s complexity at each scale (i.e. the area under its complexity profile) will
equal the total complexity of its components, i.e. the sum of each individual component’s complexity [12].
The complexity of an individual component is related to the number of distinct behaviors of that component,
as described in section 1.1.2.

4A subtle point to be made here is that introducing interactions between two parts of a system may in
some cases increase the set of relevant individual behaviors of each part, thereby increasing the total area
under the complexity profile. For example, if two people enter into communication with each other, the
communication itself (e.g. speech) may now be a relevant behavior of each individual person that was not
there before.
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Figure 1-3: The complexity profile of a factory that can produce a large number of copies of
a few types of goods, and the complexity profile of a factory that can produce many types
of goods but not in large numbers. The number of copies of a good produced is a proxy
for scale since, given a fixed technology, mass production requires larger-scale coordinated
action in the factory (e.g. an assembly line), and the number of different types of goods that
can be produced at a given scale is a proxy for the number of different possible behaviors of
the factory—and thus its complexity—at that scale.
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A corollary of the tradeoff between complexity and scale is the tradeoff between adapt-

ability and efficiency [333, 202, 334, 347, 267, 260]. Adaptability arises when there are many

possible actions happening in parallel that are mostly independent from one another, i.e.

when the system has high complexity. Efficiency, on the other hand, arises when many parts

of a system are all working in concert, so that the system can perform the task for which it

was designed at the largest possible scale. Due to the tradeoff between complexity and scale,

a system with more adaptability will have a complexity profile with greater complexity but

predominantly at smaller scales, while a system with more efficiency will have a complexity

profile with lower complexity but extending to larger scales. Thus, a very efficient system

will, due to its necessarily lower complexity, not be as adaptable to unforeseen variations

within itself or its environment, while a very adaptable system, designed to handle all sorts

of shocks, will necessarily have to sacrifice some larger-scale behaviors. The Soviets thought

they could have their cake and eat it, too: they originally believed that their economy

would outperform capitalist ones because capitalist economies have so much waste related

to multiple businesses competing to do the same thing [43, Chapter 16]. It would be far

more efficient to coordinate all economic production. But in creating such large-scale eco-

nomic structures, lower-scale complexity was sacrificed, resulting in a non-adaptive system.

(Improperly regulated capitalist systems may also sacrifice redundancy and adaptability

for efficiency, resulting in, for instance, excessive concentrations of market power, harmful

feedback loops, and herd-like behaviors [116, 229, 217, 67, 164].)

Due to the tradeoff between complexity and scale, any mechanism that creates larger-scale

complexity—whether market or government or otherwise—will necessarily reduce individual

complexity. This is not to say that larger-scale complexity is always harmful; it is often

worth trading some individual-level freedoms for larger-scale cooperation. When, then, is

complexity at a particular scale desirable?
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1.1.5 Why be complex?

A determination of when complexity is desirable is provided by the Law of Requisite Vari-

ety [22]: To be effective, a system must be at least as complex as the environmental behaviors

to which it must differentially react. If a system must be able to provide a different response

to each of 100 environmental possibilities and the system has only 10 possible actions, the

system will not be effective. At the very least the system would need 100 possible actions,

one for each scenario it could encounter. (The above condition is necessary but of course

not sufficient; a system with sufficiently many actions may still not take the right actions in

the right circumstances.) Note that the environment to which a system must react is itself

also a system and will sometimes be referred to as such.

Since complexity is defined only with respect to a particular scale, we can refine the Law

of Requisite Variety: To be effective, a system must match (or exceed) the complexity of

the environmental behaviors to which it must differentially react at all scales for which these

behaviors occur [12]. To illustrate this multi-scale version of the Law of Requisite Variety,

we consider military conflict [42] (see fig. 1-4). Here, one military can be considered as the

system, while the other military is part of the environment with which the system must

interact. For two militaries of equal complexity, i.e. with the same number of behaviors, but

with one military operating at a larger scale (e.g. two very tightly controlled armies, but with

one army larger than the other), the larger-scale military will likely win. For two militaries

of equal scale but unequal complexity (e.g. two equally sized and equally powered fleets,

but with one being more maneuverable than the other), the higher-complexity military will

likely win, since the high-complexity military has an action for every action of the lower-

complexity military but not vice versa. When a military with high complexity at a smaller

scale (e.g. a guerrilla force) conflicts with a military with larger-scale behavior but lower

complexity (e.g. the U.S. army in Vietnam or the Soviet army in Afghanistan), the terrain,

which constrains the scale of the conflict, plays an important role. In an open field, or in

open waters, the military that has more complexity at the larger scales is favored, while in

the jungle or in the mountains, higher complexity at smaller scales is favored.
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Figure 1-4: Schematic complexity profiles of militaries in conflict. Top: If two armies are
operating with the same number of possible behaviors but at different scales, the larger-scale
one is favored. Middle: If two armies are operating at the same scale but with different
numbers of possible behaviors, the higher-complexity one is favored. Bottom: If two armies
are operating at different scales and with different numbers of possible behaviors, which
one is favored depends on the terrain (see text). Note that these profiles are simplified to
highlight the key concepts; actual militaries operate at multiple scales. More generally, the
top and middle graphs depict conflicts in which one army has at least as much complexity
as the other at every scale.
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As another example, healthcare involves both small-scale tasks with high overall com-

plexity such as case management, as well as large-scale, lower complexity tasks, such as

manufacturing and delivering vaccines [48]. (Delivering vaccines is lower complexity but

higher scale because the same actions will be performed for nearly everyone.) Large-scale

top-down organizations and initiatives are suited for large-scale, lower complexity tasks, but

tasks like case management require health systems with a high degree of small-scale (i.e.

local) complexity.

The eurozone provides a potential illustration of a multi-scale complexity mismatch.

Fiscal policy is made predominantly at the scale of individual countries and thus has a

higher complexity at the country scale but relatively little complexity at the scale of the

entire eurozone, while monetary policy is made at the scale of the entire eurozone and thus

has some complexity at the scale of the eurozone but lacks the ability to vary (i.e. lacks

complexity) at the scale of individual countries. Many have argued that economic difficulties

within the eurozone have arisen because this mismatch has precluded effective interactions

between fiscal and monetary policy [82, 294, 9, 107, 125].

Problems arise not from too much or too little complexity (at any scale) per se but rather

from mismatches between the complexities of a task to be performed and the complexities

of the system performing that task.5 Note that the system in one scenario may be the

task/environment in another; for instance, the same complexity that helps a system interact

with its environment may prevent its effective management by other systems. In none of the

above examples have the complexity profiles been precisely calculated, nor have scales been

precisely defined. Instead, proxies for scale are used and estimated comparisons of complexity

made. Such an approach cannot yield precise results (indeed, no approach can, given the

complexity a full description of such systems would require), but additional precision is not

needed when even the approximate analysis reveals large mismatches in complexity.6 (To

5Incidentally, human emotions appear to reflect this principle: we are bored when our environment is too
simple and overwhelmed when it is too complex [108].

6Just as this analysis of the space of possible behaviors can be used even in the face of uncertainty
regarding a system’s precise mechanisms and outcomes, physicists can use the property of entropy (sometimes
considering how quantities related to entropy change across scale) to classify phase transitions even when
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remedy the diagnosed mismatches, more detailed analyses may be required.) While it may

be tempting to attribute the problems arising from a complexity mismatch to particular

proximate causes and chains of events, problems of one form or another will be inevitable

unless the underlying mismatch is addressed.

1.1.6 Subdivided systems

Even if the complexity of the system matches that of its environment at the appropriate

scales, there is still the possibility of a complexity mismatch. Consider two pairs of friends—

four people total, each of whom can lift 100 pounds—and consider two 200-pound couches

that need to be moved. Furthermore, assume that each person is able to coordinate with her

friend but not with either of the other two people. Overall then, the system of people has

sufficient complexity at the appropriate scales to move both couches since each pair of friends

can lift one of the 200-pound couches. However, were one person from each pair of friends

to be assigned to each couch, they would not be able to lift the couches because the two

people lifting each couch would not belong to the same pair of friends and thus would not be

able to coordinate their actions. The problem here is that while the pairs of friends possess

enough overall complexity at the right scales to lift the couches, the subdivision within the

system of friends is not matched to the natural subdivision within the system of couches.

The mismatch in complexity can be seen if we focus our attention on just a single couch:

while the couch requires coordinated action at the scale of 200 pounds, the two people lifting

it are capable only of two independent actions, each at the scale of 100 pounds.

The way in which academic departments are organized provides a more realistic example

of the potential of subdivision mismatch. Academia has multiple levels of subdivision (de-

partments, subfields, etc.) in order to organize knowledge and coordinate people, resulting

in a high overall degree of complexity across multiple scales, where scale could refer to either

the number of coordinated people or the amount of coordinated knowledge, depending on

which aspect of the academic system is under consideration. Similarly, there are multiple

they cannot, from first principles, determine precise quantities such as the amount of heat generated by a
phase transition or the temperature at which it occurs (such quantities must be determined empirically).
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levels of natural subdivision in the set of problems that academia can potentially address,

with each subdivision of problems requiring particular types of coordinated knowledge and

effort in order to be solved. Academia’s complexity across multiple scales allows it to effec-

tively work on many of these problems. However, there may exist problems that academia,

despite having sufficient overall multi-scale complexity, is nonetheless unable to solve be-

cause the subdivisions within the problem do not match the subdivisions within academia.

The increase in interdisciplinary centers and initiatives over the past few decades suggests

the perception of such a mismatch; however, the structure of the academic system as a

whole may still hinder progress on problems that do not fall neatly within a discipline or

sub-discipline [254, 71, 135, 277, 213, 186].

The above examples provide an illustration of the principle that in order for a system

to differentially react to a certain set of behaviors in its environment, not only must the

system as a whole have at least as much complexity at all scales as this set of environmental

behaviors (as described in section 1.1.5), but also each subset of the system must have

at least as much complexity at all scales as the environmental behaviors corresponding to

that subset. A good rule of thumb for applying this principle is that decisions concerning

independent parts or aspects of a system should be able to be made independently, while

decisions concerning dependent parts of the system should be made dependently. It follows

that the organizations that make such decisions should be subdivided accordingly, so that

their subdivisions match the natural divisions in the systems with which they interact.7

1.1.7 Hierarchies

A common way in which systems are organized is through hierarchies. In an idealized

hierarchy, there are no lateral connections: any decision that involves multiple components

of the hierarchy must pass through a common node under whose control these components all

(directly or indirectly) lie. The complexity profile of such a hierarchy depends on the rigidity

7The subdivisions present in the human brain and the analysis of subdivisions in neural networks more
generally [40, Chapters 2.4-2.5] demonstrate how systems that are subdivided so as to match the natural
subdivisions in their environments outperform those with more internal connectivity.
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Figure 1-5: Complexity profiles of two hierarchies, each with the same number of people.
Here, the scale is the number of coordinated man-hours. In one hierarchy, all decisions,
regardless of the scale, are made by a single person, while in the other, different decisions
are made at various levels of the hierarchy.

of the control structure (fig. 1-5). At one extreme, every decision, no matter how large or

small, is made by those at the top of the hierarchy. This hierarchy has the same amount

of complexity across all its scales: namely the complexity of whatever decisions are being

made at the top. At the other extreme, there is no communication within the hierarchy,

and every individual acts independently. This hierarchy has very little complexity beyond

the individual level. Between these two extremes is a typical hierarchy, in which different

decisions are made at different levels.

No type of hierarchy is inherently better than any other. For a particular environment,

the best hierarchy is one for which the complexity profile matches that of the tasks needed to

be performed. A tightly controlled (top-heavy) hierarchy is not well suited to environments

in which there is a lot of variation in the systems with which the lower levels of the hierarchy

must interact; neither is a very loosely controlled hierarchy well suited to environments that

require large-scale coordinated action. For example, centralizing too much power within
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the U.S. governance system at the federal (as opposed to the local or state) level would

not allow for sufficient smaller-scale complexity to match the variation among locales; too

decentralized a governance system would not allow for sufficient larger-scale complexity to

engage with problems that require nationally coordinated responses.8 Assigning decisions to

higher levels in hierarchies allows for more efficiency and scale, but such decisions result in

less adaptability because when they are incorrect, they affect more of the system and—as

larger-scale changes tend to require longer time-scales to enact—are more difficult to roll

back.

It is important to distinguish between the complexity of a hierarchy and the complexity

of the decisions that the people within the hierarchy are capable of making. For instance,

one could design a tightly controlled hierarchy that could take a large number of large-scale

actions (i.e. high complexity at its largest scale), but since the decision-making abilities of

even the most capable humans are of finite complexity, the individuals at the top may be

fundamentally unable to correctly choose from among these actions. This brings us to an

important limitation of hierarchies: the complexity of the decisions concerning the largest-

scale behaviors of a hierarchy—the behaviors involving the entire organization—is limited

by the complexity of the group of people at the top [41]. Thus, a hierarchy will necessarily

fail when the complexity of matching its largest-scale behaviors to those of its environment9

is higher than the complexity of decision-making that is achievable by any individual or

committee. The failure of command economies provides a stark example: the allocation

8We can consider not just the overall complexity profile of governance systems but also how well the
subdivisions in governance systems match those within their territories (section 1.1.6). Metropolitan areas are
in some ways more similar to one another than they are to the rural areas of their respective states. So while
dividing the U.S. into 50 states provides substantial lower-scale governmental complexity, this complexity is
not necessarily well matched to natural urban-rural divides. To the extent that such a mismatch exists, there
may be issues currently handled at the state level that would be better handled at the local level, thereby
allowing for different policies in urban and rural areas (and likewise, perhaps some of the powers that some
argue should be devolved from the federal to the state level should in fact be devolved to the local level).

9Note that the complexity of deciding which behaviors of a system should correspond to which behaviors
of its environment is generally much greater than the complexity of either the system or the environment
alone: for example, if both the system and environment have 10 possible behaviors, the system has enough
complexity to match the environment, but properly deciding which behaviors of the system should correspond
to which environmental conditions requires correctly choosing one option out of a space of 3,628,800 (10
factorial) possibilities. The space of possible behaviors of a system and its environment may be much smaller
than the space of possible decisions concerning the management of the system’s actions in its environment.
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of resources and labor is too complex a problem for any one person or group of people to

understand. Markets allocate resources via a more networked system: decisions regarding

how to allocate resources are made without any individual making them, just as decisions are

made in the human brain without any neuron making them. (Whether or not these market

allocations are desirable depends in part on the way in which the market is structured and

regulated.)

We began by considering idealized hierarchies with only vertical connections, but lateral

connections provide another mechanism for enabling larger-scale behaviors. For instance,

cities can interact with one another (rather than interacting only with their state and national

governments) in order to copy good policies and learn from each other’s mistakes. Through

these sorts of evolutionary processes (described further in section 1.3), large-scale decisions

(large-scale because policies may be copied by multiple cities) that are more complex than any

individual component can be made. Such lateral connections can exist within a hierarchical

framework in which the top of the hierarchy (in this example, the national government)

maintains significant control, or they can exist outside of a hierarchical structure, as in

the human brain. Furthermore, these lateral connections can vary in strength. Overly

strong connections lead to herd-like behaviors with insufficient smaller-scale variation, such as

groupthink [187, 330, 259] (no system is exempt from the tradeoff described in section 1.1.4),

while overly weak connections result in mostly independent behavior with little coordination.

1.2 Analyzing Complex Systems

The previous section has examined some of the general properties of systems with many

components. But how do we study particular systems? How do we analyze data from

complex systems, and how do we choose which data to analyze?
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Figure 1-6: A complexity profile of a system with a separation of scales. A separation of
scales implies that the behaviors occurring below a certain scale (𝑠0 in the above figure)
are at larger scales mostly independent from one another and that therefore, at these larger
scales, only the average effects of the small-scale behaviors are relevant.

1.2.1 How do we understand any system?

In a sense, it is surprising that we can understand any macroscopic system at all, as even

a very simple mechanical system has trillions upon trillions of molecules. We are able to

understand such systems because they possess a separation of scales [50], meaning that the

macroscopic behavior we are interested in occurs at a far larger scale than the behavior of

the individual molecules, with not much behavior occurring in between these two scales (see

fig. 1-6). This separation allows us to treat the macroscopic and microscopic behaviors sepa-

rately: for mechanical systems, we treat the macroscopic behavior explicitly with Newtonian

mechanics, while the microscopic behavior is considered in aggregate using thermodynamics.

More generally, the approach described above is an example of a mean-field theory [192],

in which the average behaviors of a system’s components are explicitly modeled and the

deviations of the individual components from this average are treated as statistically inde-

pendent random fluctuations. This approach works very well for systems such as computers,
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cars, airplanes, and buildings, in which the motions of individual molecules are—apart from

some mostly uncorrelated fluctuations—well described by the motion of the piece of mate-

rial to which they belong. Mean-field assumptions are also often employed in analyses of

biological, social, and economic systems; these assumptions work well in many cases, but, as

we will see, they are not always appropriate for complex systems. It is important, therefore,

to determine under what conditions mean-field theory holds.

1.2.2 When mean-field theory breaks down

The systems for which mean-field theory applies exhibit large-scale behaviors that are the

average of the behaviors of their components. They must possess a separation of scales, which

arises when the statistical fluctuations of their components are sufficiently independent from

one another above a certain scale. Mean-field theory may hold even in the presence of strong

interactions, so long as the effect of those strong interactions can be captured by the average

behavior of the system—that is, so long as each component of the system can be modeled as

if it were interacting with the average (i.e. mean field) of the system. For example, the large-

scale motion of solids is well described by mean-field theory, even though the molecules in a

solid interact with one another quite strongly, because the main effect of these interactions is

to keep each molecule at a certain distance and orientation from the average location (center

of mass) of the solid. Likewise, under some (but certainly not all) conditions, economic

markets can be effectively described by modeling each market actor as interacting with the

aggregate forces of supply and demand rather than with other individual market actors.

However, when there are sufficiently strong correlations between the components of the

system, i.e. when the interactions between a component of the system and a specific set of

other components (as opposed to its general interaction with the rest of the system) cannot

be neglected, mean-field theory will break down.10 These systems will instead exhibit large-

scale behaviors that arise not solely from the properties of individual components but also

10Incidentally, the failure of mean-field theory to describe certain physical phase transitions led physicists
to develop a new, multi-scale approach (the renormalization group), a foundation of much of complex systems
science.
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from the relationships between components. For example, while the behavior of a muscle can

be roughly understood from the behavior of an individual muscle cell, the behavior of the

human brain is fundamentally different from that of individual neurons, because cognitive

behaviors are determined largely by variations in the synapses between neurons. Similarly,

the complex ecological behaviors of a forest cannot be determined by the behaviors of its

constituent organisms in isolation.

Because their small-scale random occurrences are not statistically independent, complex

systems often exhibit large-scale fluctuations not predicted by mean-field theory, such as

forest fires, viral content on social media, and crashes in economic markets. Sometimes,

these large-scale fluctuations are adaptive: they enable a system to collectively respond

to small inputs [252]. (For instance, humans respond strongly to minor disturbances in the

density of air, such as the sound of their own names.) However, these large-scale fluctuations

sometimes pose systemic risks.

1.2.3 Fat-tailed distributions and systemic risk

When the components of a system are independent from one another above a certain scale,

then at much larger scales, the magnitude of the fluctuations of the system follow a normal

distribution (bell curve),11 for which the mean and standard deviation are well-defined and

for which events many standard deviations above the mean are astronomically improbable.

Interdependencies, however, can lead to a distribution of fluctuations in which the probability

of an extreme event, while still small, is not astronomically so. Such distributions are

characterized as fat-tailed—see fig. 1-7. For example, while human height follows a thin-

tailed distribution, with no record of anyone over twice as tall as the average human, human

wealth—due to the complex economic interactions between individuals—follows a fat-tailed

distribution, with multiple individuals deviating from the average by factors of more than

one million [110].

11This follows from the central limit theorem.
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Figure 1-7: A normal distribution (thin-tailed) and a distribution with a power-law decay
(fat-tailed). The fat-tailed distribution may appear more stable, due to the lower probability
of small-scale fluctuations and the fact that samples from the distribution may not contain
any extreme events. However, sooner or later, a fat-tailed distribution will produce an ex-
treme event, while one could wait thousands of lifetimes of the universe before a normal
distribution produces a similarly extreme event. Note that the axes of this graph are trun-
cated; the illustrated fat-tailed distribution can, with small but non-negligible probability
(0.04%), produce events with a scale of one million or more.
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One danger of interdependencies is that they may make systems appear more stable in

the short term by reducing the extent of small-scale fluctuations, while actually increasing

the probability of catastrophic failure [76, 340, 168, 37]. This danger is compounded by

the fact that when underlying probability distributions have fat tails (a situation made

more likely by interdependencies), standard statistical methods often break down, leading to

potentially severe underestimates of the probabilities of extreme events [320].12 As a thought

experiment, imagine 100 ladders, each with a 1/10 probability of falling. If the ladders are

independent from one another, the probability that all of them fall is astronomically low

(literally so: there is about a 1020 times higher chance of randomly selecting a particular

atom out of all of the atoms in the known universe). If we tie all the ladders together, we will

have made them safer, in the sense that the probability of any individual ladder falling will

be much smaller, but we will have also created a non-negligible chance that all of the ladders

might fall down together. Other examples include the interconnectedness of our financial

systems resulting in the possibility of global market crashes [239, 165, 161, 134, 292, 305] and

the interconnectedness of travel routes increasing the probability of pandemics such as the

Spanish flu and COVID-19 [275, 297]. When such crises do occur, they are often attributed

to proximate causes or chains of events, and measures are then implemented to ensure that

those particular chains of events will not occur again. But unless the underlying systemic

instabilities are addressed, another crisis is bound to happen sooner or later, even if its

precise form cannot be predicted.

1.2.4 Understanding complex systems

Because it is usually easier to collect data regarding components of a system than it is

to collect data regarding interactions between components, studies often fail to capture

the information relevant to complex systems, since complex large-scale behaviors critically

depend on such interactions. Furthermore, as discussed in section 1.2.3, data analysis can

12For instance, the mean and variance of a fat-tailed distribution may not be well-defined, and even if they
are, they may not be able to be reliably estimated from a finite sample due to the likelihood of a single data
point or lack thereof substantially skewing the estimate.
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severely underestimate the probability of extreme events (tail risk). Finally, analyses often

(implicitly) assume linearity, i.e. they assume that the total impact of a set of factors is

equal to the sum of the impacts of each individual factor, an assumption that often breaks

down for complex systems, which may possess feedback loops, abrupt transitions (tipping

points), and other highly nonlinear behaviors [226, 170, 288, 289, 169, 282, 351, 299].

How can we understand the systems for which these standard approaches do not apply?

Our understanding of all systems with many components depends on universality [193], i.e.

the existence of large-scale behaviors that do not depend on the microscopic details. The

standard approaches are predicated on the assumption of sufficient independence between

components, which allows large-scale behaviors to be determined without a full accounting

of the system’s details via mean-field theory.13 But mean-field theory is just one example of

universality.

Sound is another example: all materials, regardless of their composition, allow for the

propagation of sound waves. Sound behaves so similarly in all materials because at the length

scales relevant to sound waves, which are far larger than the sizes of individual atoms and

molecules, the effect of the microscopic parameters is merely to set the speed of the sound.14

Note that sound waves cannot be understood as a property of the average behavior—in

this case, average density—of a material, since it is precisely the systematic correlations in

the deviations from that average that give rise to sound. Nor is sound best understood

by focusing on the small-scale details of atomic motion: scientists understood sound even

before they learned what atoms are. The key to understanding sound waves is to recognize

that they have a multi-scale structure—with larger-scale fluctuations corresponding to lower

frequencies and smaller-scale fluctuations corresponding to higher frequencies—and to model

them accordingly.

13Formally, the statistical fluctuations of the components must, above a certain scale, be sufficiently
independent so as to satisfy the assumptions of the central limit theorem. The central limit theorem is the
manifestation of universality that explains the ubiquity of normal distributions.

14For Quantum Electrodynamics (the theory of how light and electrons interact), we still do not know
the microscopic details. Yet we can nonetheless make predictions accurate to ten decimal places because, as
can be shown with renormalization group theory, the only effect of these microscopic details at the scales at
which we can make measurements is to set the electron mass and charge—quantities that, like the speed of
sound in any particular material, can be measured (but not predicted).
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Figure 1-8: A figure from Lim et al.’s paper on ethnic violence [218]. The sites where their
model predicts a potential for ethnic violence are shown in red in panels C and D, with
confirmed reports of ethnic violence depicted by the yellow dots in panel D.
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Lim et al. apply this approach to studying ethnic violence [218]. They built a predictive

model to analyze where ethnic violence has the potential to occur and applied their model to

India and to what was Yugoslavia. Ethnic violence has many causes, but rather than focusing

on specific, culturally dependent mechanisms or on the average properties of regions, such as

demographic or economic statistics, the authors instead considered the multi-scale patterns

in how ethnic groups were geographically distributed (fig. 1-8). They found that ethnic

violence did not occur when the ethnic groups were either well mixed or well separated

but rather occurred only when ethnic groups separated into geographic patches,15 with the

violence most likely to occur for geographic patches of a particular size.16 Although not

explicitly included in the analysis, specific details of a region are relevant insofar as they are

either a cause or an effect (or both) of the patch size.17

Understanding all of the details of any complex system is impossible, just as it is for

most systems with a separation of scales; there is just too much complexity at the smallest

scale. But unlike the behaviors of systems with a separation of scales, the important large-

scale behaviors of complex systems are not simply the average of their small-scale behaviors.

The interdependencies at multiple scales can make it difficult or impossible to precisely

understand how small-scale behaviors give rise to larger-scale ones, but even for complex

systems, there is much less complexity at the larger scales than there is at the smaller

scales. Thus, there will always be large-scale behaviors that do not depend on most of the

system’s details (see fig. 1-9). The key to analyzing these behaviors is to find the appropriate

mathematical (or conceptual) description—i.e. to identify variables that describe the relevant

space of possible (large-scale) behaviors—which for complex systems is not a simple average

nor a full account of all the details. For additional examples of this multi-scale approach,

see ref. [50].

15This separation falls into the same universality class as the separation of oil and water.
16This analysis implies that ethnic violence can be prevented by the use of well-placed political boundaries,

as in Switzerland [281].
17For instance, animosity between two ethnic groups, though not explicitly considered, may be a cause as

well as a consequence of the geographic segregation [290].

36



Full	description		
of	the	system	

co
m
pl
ex
ity

	

scale	

Description	of	
the	system’s	

most	important	
(largest	scale)	
behaviors	

Figure 1-9: A representative complexity profile of a complex system. Understanding all
the details (i.e. all of the small-scale behaviors) is impossible and unnecessary; the most
important information is contained in the large-scale behaviors. However, for systems for
which mean-field theory does not apply, characterizing these behaviors will involve more
than a simple average.

1.3 Complex Systems and Uncertainty

Although the principles discussed throughout sections 1.1 and 1.2 help us recognize the fun-

damental properties and limitations of systems, our understanding of most complex systems

will inevitably be imperfect. And regardless of how well-considered a plan is, a truly complex

system will present elements that were not considered ahead of time.18 Given the absence of

perfect knowledge, how can the success of systems we design or are part of be assured? While

the success of many systems rests on the assumption that good decisions will be made, some

systems do not depend on individual understanding and can perform well in spite of the falli-

bility of decision-makers (whether due to corruption, subconscious bias, or the fundamental

18It should also be noted that in a functional system with a high degree of complexity, the potential
positive impact of a change is generally much smaller than its potential negative impact. For example, a
change to the wiring in a computer is unlikely to dramatically improve the computer’s performance, but it
could cause the computer to crash. Airplanes are another example. This phenomenon is a consequence of
the fact that, by definition, a high degree of complexity implies that there are many system configurations
that will not work for every one configuration that will.
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limitations of human minds). The study of complex systems approaches this observation

scientifically by (implicitly or explicitly) considering the decision-makers themselves as part

of the system and of limited complexity/decision-making ability. The question thus becomes:

how do we design systems that exceed the complexity of the decision-makers within them?

1.3.1 Evolutionary processes

While uncertainty makes most systems weaker, some systems benefit from uncertainty and

variability [331, 241, 154, 319]. The common characteristic of these systems is their embod-

iment of some sort of evolutionary process, i.e. a process in which successful changes are

copied (and further modified) while unsuccessful changes are not. The classic evolutionary

processes are biological: due to variability introduced by random mutations, organisms with

the complexity and scale of humans evolved from single-celled organisms. Furthermore, hu-

mans themselves have the property of benefiting from exposure to random shocks (provided

the shocks are not too strong). Immune system performance is improved by early exposure

to non-lethal pathogens [256, 312]; muscles and bones are strengthened by micro-tears and

micro-fractures, respectively; we learn by exposure to new information and problem-solving;

and our psychologies are strengthened by exposure to adversity, provided the adversity is

not too severe [293, 227].

Competitive market economies provide another example of how systems can thrive on

uncertainty. Due to our ignorance of which will succeed, many potential innovations and

businesses must be created and improved upon in parallel, the successful ones expanding

and the unsuccessful ones failing. The successful among these can then be improved upon

in the same manner—with many approaches being applied at once—and so on. (However,

without effectively regulated multi-scale cooperative frameworks—see section 1.3.2—large-

scale parts of the economic system may optimize for the wrong goals, settling into harmful

societal equilibria [257, 228].)

Likewise, the internal processes of large organizations may follow an evolutionary pattern

in which small parts of the organization can fail and thus be improved upon; without such
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flexibility, the entire organization may fail at once in the face of a changing internal or exter-

nal environment. In some cases the failure of the entire organization makes room for more

effective organizations to take its place (assuming the economy is sufficiently decentralized

and competitive so that the organization in question is not “too big to fail”). The collapse of

government is generally not one of those cases, however [142], so it is especially important

that governance systems possess the flexibility to internally benefit from randomness and

uncertainty. Perhaps counterintuitively, not allowing small failures to occur may weaken

systems in the long run by halting evolutionary processes and by creating interdependencies

that lead to systemic risk (section 1.2.3).

In order to thrive in uncertainty and exceed the complexity of individual decision-making,

systems can incorporate evolutionary processes so that they, even if very limited at first, will

naturally improve over time. The first step is to allow for enough variation in the system, so

that the system can explore the space of possibilities. Since a large amount of variation means

a lot of complexity and complexity trades off with scale (section 1.1.4), such variation must

occur at smaller scales (in both space and time). For example, in the case of governance,

enabling each city to experiment independently allows for many plans to be tried out in

parallel and to be iterated upon. The opposite strategy would be to enact one national plan,

the effects of which will not be able to be comparatively evaluated.

The second step is to allow for a means of communication between various parts of the

system so that successful choices are adopted elsewhere and built upon (e.g. cities copying

the successful practices of other cities). Plans will always have unintended consequences;

the key is to allow unintended consequences to work for rather than against the system as a

whole. The desire for direct control must often be relinquished in order to allow complexity

to autonomously increase over time.19

19Systems can explicitly design only systems of lesser complexity since an explicit design is itself a behavior
of the first system. However, systems that evolve over time can become more complex than their designers.
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Figure 2.

We can generalize these figures to recognize that there is a multilevel picture that
illustrates the interplay of competition and cooperation. As shown in the third figure the
competition between sports is what gives rise to the collaboration between teams, the
competition between teams gives rise to collaboration between players. Conversely
cooperation at each level enables competition at the higher level of organization. At the
same time competition and collaboration are antagonistic when they take place at the
same of organization unless they are made `orthogonal’ referring to different times or
types of behavior.

Team collaboration
enables the sport
to exist and compete

Competition
between sports

Competition between sports
for fan attention and money
increases team collaboration

Collaboration of
players enables
teams to compete

Competition between teams
causes selection of teams
 with collaborating players

Collaboration
between teams

Competition
between teams

Collaboration
between players

Competition
between players

Figure 3.

The key point is that competition and cooperation always occur together at different
levels of organization This topic might be so intuitive to some of you that you are
wondering why I am talking about this at all. Surprisingly, it has not been clear to many
in the context of scientific dialog about evolution. Even if understood intuitively in
sports, and even if some scientists understand this intuitively as well, it is important to
state clearly these basic relationships.

How does this help us make effective teams? The answer is, self-evident. Effective
teams form naturally when there is a process of evolutionary selection of teams that
perform well in competition. This may be a useful lesson for those who try hard to
compel player behavior in one way or another. While I do not want to say that teaching
is not important. Still, it is the role of competition itself to teach about cooperation. I
would also say, that evolution teaches us something about the proper place of rewards
for effective competition. The main reward is simply the right to stay together. This,
after all, is what survival, survival of a collective, is all about.

Figure 1-10: An illustration from ref. [43, Chapter 7] showing the interplay between cooper-
ation and competition in the context of sports teams and leagues.

1.3.2 Multi-scale evolutionary processes

Successful evolutionary processes generally do not consist of unbridled competition but rather

contain both competition and cooperation, each occurring at multiple scales [47]. For exam-

ple, cells cooperate within multicellular organisms in order to more effectively compete with

other organisms, and organisms cooperate both within and between species in order to more

effectively compete against other species. Competition at larger scales naturally breeds coop-

eration at smaller scales because in order for a group to effectively compete against another

group (large-scale competition), there must be cooperation within the group. Cooperation

can also breed competition since sometimes the best way for the group to achieve its shared

goals is to facilitate some healthy competition among its subgroups. Those subgroups must

foster cooperation within themselves in order to effectively compete with each other, and

they too may be able to increase the effectiveness of their internal cooperation by intro-

ducing some healthy competition among their members (section 1.3.1 provides an example).

If these members are themselves groups, the process of competition begetting cooperation

that begets more competition can continue to even smaller scales. This process can work in

reverse as well: in order for individuals to compete more effectively, they may cooperate with

each other to form groups, which in turn may cooperate to form even larger groups, and so
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on. Thus, a complex network of cooperation and competition among groups of various sizes

(scales) can naturally evolve.

In order to promote effective group cooperation, competition must be properly structured.

A soccer team in which the players compete with their own team members to score goals

will not be effective, but one in which the players compete for the title of the most fit may

be. The framework in which competition occurs must be structured so that the competitors

are incentivized to take actions that are net good for the group; otherwise a kind of tragedy-

of-the-commons situation occurs. The potential for competition to go awry highlights the

importance of having a multi-scale structure with competition occurring on multiple levels,

rather than having everyone in the system compete with everyone else. With the multi-

scale structure, groups with unhealthy evolutionary dynamics are selected against, while

groups with a healthy mix of competition and cooperation that benefits the entire group are

selected for.20 Market economic systems are successful not because free markets produce

optimal outcomes (real-world markets often sharply deviate from the assumptions of free-

market models, and externalities abound) but rather because, at their best, appropriately

regulated market systems allow for multi-scale evolutionary processes to naturally arise,

resulting in innovations and complexity far beyond what anyone could have imagined, let

alone designed.

1.4 Further reading

Complex systems science, also known as complexity science, contains many subfields. One

starting point for exploring complex systems more broadly is this clickable map [83] of com-

plex systems science and related fields. Encyclopedias [335, 246] and textbooks [302, 40,

251, 249, 286, 327] provide a range of perspectives. In addition to the topics and refer-

ences discussed throughout this introduction, we provide a selection among the many works

20There is evidence that the geographic nature of evolution—in which organisms evolve in somewhat
separated environments and mean-field theory does not apply—has resulted in precisely this multi-scale
structure and has therefore allowed for the evolution of genuine (e.g. not reciprocal) altruistic behavior [350,
352].
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applying complex systems science to social systems and policy [78, 214, 38, 153, 325, 238,

162, 26, 79, 36, 222, 148, 49, 126, 311] and management [346, 307, 176, 163]. Complex

systems science includes, among others, the fields of system dynamics [309], evolutionary

dynamics [194, 303, 24], network science [52], fractals and scaling [115, 236, 28, 73], urban

science [58], pattern formation [328, 291], econophysics [237], and nonlinear dynamics and

chaos [310, 152]. Book series on complex systems topics include the Santa Fe Institute Series

and Unifying Themes in Complex Systems.

1.5 Summary

Systems with many components often exhibit emergent large-scale behaviors that cannot

be directly inferred from the behaviors of their components. However, an early insight of

statistical physics is that in spite of the impossibility of describing the details of trillions of

molecules, the macroscopic properties of the molecules can be well understood by analyz-

ing their space of possible behaviors, rather than their specific configurations and motions.

While many macroscopic properties can be described in terms of the average behaviors of

the molecules, the macroscopic properties of certain physical phenomena, such as phase

transitions, cannot be understood by averaging over system components; accordingly, physi-

cists were forced to develop new, multi-scale methods. Likewise, while standard statistical

methods—which infer the average properties of a system’s many components—can succes-

fully model some biological and social systems, they fail for others, sometimes spectacularly

so.

Taking a systemic view by considering the space of possible behaviors can yield insights

that cannot be gleaned by considering only the proximate causes and effects of particular

problems or crises. A system’s complexity—which depends on its number of distinct po-

tential behaviors (i.e. on the space of possibilities)—is a starting point from which to get

a handle on its large-scale properties, in the same way that entropy is the starting point

for statistical physics. Because the number of distinct behaviors of a system depends on

the level of detail (behaviors that appear the same at lower resolution may be distinct at
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higher resolution), complexity depends on scale. Interdependencies between components re-

duce complexity at smaller scales by restricting the freedom of individual components while

creating complexity at larger scales by enabling behaviors that involve multiple components

working together. Thus, for systems that consist of the same components, there is a funda-

mental tradeoff between the number of behaviors at smaller and larger scales. This tradeoff

among scales is related to the tradeoff between a system’s adaptability, which depends on the

variety of different responses it has to internal and external disturbances, and its efficiency,

which depends on its operating scale. There is no ideal scale at which a system should

possess complexity; rather, the most effective systems are those that at each scale match the

complexity of their environments.

When analyzing data or creating organizational structures, standard methods fail when

they underestimate the importance of interdependencies and the complexity that arises from

these interdependencies. To some extent, these problems can be mitigated by matching the

data analysis or organizational structure to natural divisions within the system of interest.

Since complex systems are those for which behaviors occur over multiple scales, successful

organizations and analyses for complex systems must also be multi-scale in nature. However,

even when armed with all the proper information and tools, human understanding of most

complex systems will inevitably fall short, with unpredictability being the best prediction.

To confront this reality, we must design systems that are robust to the ignorance of their

designers and that, like evolution, are strengthened rather than weakened by unpredictability.

Such systems are flexible with multiple processes occurring in parallel; these processes may

compete with one another within a multi-scale cooperative framework such that effective

practices are replicated. Only these systems—that grow in complexity over time from trial

and error and the input of many—exhibit the necessary complexity to solve problems that

exceed the limits of human comprehension.
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Chapter 2

A Formal Definition of Scale-dependent

Complexity and the Multi-scale Law of

Requisite Variety

2.1 Introduction

A problem that has plagued the field of complex systems science is the need for a general

definition of complexity. Scale-dependent complexity [61, 41, 45, 149, 245, 25, 51, 12, 298]

offers a promising path: rather than attempt to describe the complexity of a system with a

single number, it recognizes that the difficulty in describing a system (complexity) depends

on the level of detail of the description (scale). The paradox as to whether a human or

a gas containing the same atoms of that human is more complex is resolved: the gas has

more complexity at the smallest scale but the human has more complexity at larger scales

(section 1.1.3).

Another key concept in complex systems science is Ashby’s law of requisite variety [21],

which states that a system must have at least as many behaviors as the number of environ-

mental behaviors to which it must differentially respond. In other words, a system should

have more complexity than its environment, if the environment is defined to include only the
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Figure 2-1: An illustration of Ashby’s law of requisite variety. (a) Because the system has
fewer states (i.e. lower complexity) than its environment, it is impossible for the system to
have a distinct response to each of the four environmental states. (b) Here, the system is
able to have a distinct response to each environmental state; a necessary (but not sufficient)
condition for this matching is that the system’s complexity equals or exceeds its environ-
ment’s. Image source: ref. [255].

relevant behaviors to which the system must respond (see fig. 2-1). Since, however, complex-

ity depends on scale, it would be valuable to be able to evaluate a system’s ability to respond

to its environment at multiple scales at once, rather than having to redefine the space of

possible behaviors for each scale. In other words, it would be valuable for Ashby’s law to

apply to the complexity profile at each scale. For a pedagogical introduction to complexity

profiles and the law of requisite variety, please see section 1.1; the purpose of this chapter is

to put a mathematical formalism behind these concepts, and thus we assume the reader is

already familiar with their conceptual utility.

For the current formal definition of a complexity profile, it has been proven that a multi-

scale law of requisite variety applies for systems and environments that are block-independent,
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where a system of components is block-independent if the components can be partitioned

such that components within the same partition (block) have identical behavior, with all

of the blocks being mutually independent from one another [46]. However, as we will see,

Ashby’s law does not apply to this definition of a complexity profile more generally. Given

the desirability and usefulness of a complexity profile satisfying Ashby’s law at each scale

(a property that has been implicitly used in many analyses [41, 43, 44, 42, 255, 298]), we

therefore seek a formal definition of the complexity profile that reflects this property. The

one other property that we wish for a complexity profile to have is a sum-rule, that the area

under the complexity profile does not depend on interdependencies between components but

rather only the individual components’ behaviors. Such a constraint leads to a very useful

tradeoff formalization of the tradeoff between complexities at various scales.

In order to define a complexity profile for which Ashby’s law holds, we have to define

what it means for a system to effectively match its environment. Thus, in section 2.2, we

explore the law of requisite variety and define a multi-component version of it. In section 2.3,

we formally define what constitutes a complexity profile and what criterion must be satisfied

for it to capture the multi-scale law of requisite variety and the tradeoff between complexities

at various scales. In section 2.4, we define a class of complexity profiles that satisfy such

criteria. Such a class does not provide a single complexity profile, fitting with the idea that

which behaviors that are large-scale or coarse-grained are to some extent a subjective choice.

That such a subjective choice exists does not mean that there are not, in many cases, choices

that are far more useful than others. But it does mean that there is not a priori a single

best way to aggregate or coarse-grain small-scale details into relevant large-scale behaviors.

2.2 Generalizing Ashby’s Law to Multiple Components

Ashby’s law claims that to effectively regulate an environment, the system must have a

degree of freedom or behavior for each distinct environmental behavior. In other words,

there cannot be two environmental states for a given system state. It then follows (by the

pigeon-hole principle) that the number of behaviors of the system must be greater than
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Figure 2-2: Accounting for components of various sizes. All systems can be described by
components that are all of the same size. For instance, two systems {�̃�1, �̃�2} and {�̃�1, �̃�2, �̃�3}
that contain components of sizes 2𝑠, 1.5𝑠, and 1𝑠 (where the units of 𝑠 depend on the notion of
size being used) can be reformulated in terms of components {𝑎1, ..., 𝑎7} and {𝑏1, ..., 𝑏8} that
all have size 0.5𝑠, where 𝑎1 = 𝑎2 = 𝑎3 = 𝑎4 = �̃�1, 𝑎5 = 𝑎6 = 𝑎7 = �̃�2, 𝑏1 = 𝑏2 = 𝑏3 = 𝑏4 = �̃�1,
𝑏5 = 𝑏6 = �̃�2, and 𝑏7 = 𝑏8 = �̃�3.

or equal to the number of behaviors of the environment. Formally, for a system 𝑋 and

environment 𝑌 , 𝐻(𝑌 |𝑋) = 0, from which it follows that 𝐻(𝑋) ≥ 𝐻(𝑌 ), i.e. the complexity

of the environment can not exceed that of the system. Throughout this chapter, 𝐻 can be

any generalized information measure [12], of which Shannon entropy is one example. It is

important to note that in this formulation, the environment 𝑌 is defined to be the set of

states that require distinct behaviors of the system. Two environmental states that do not

require different system behaviors should be represented by a single state of 𝑌 .

In order to consider multi-scale behavior, let us describe the system 𝑋 as consisting of

𝑁 components such that 𝑋 = {𝑥1, ..., 𝑥𝑁}.

Definition 1. A system 𝑋 of size 𝑁 = |𝑋| is defined as a set of 𝑁 random variables. These

random variables are referred to as components of the system.

Remark 1. In this formulation, all components of one or more systems are treated equiva-

lently; while this may seem like a limitation, any system or systems can be described in this
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way to arbitrary precision: components of different sizes can be accounted for by defining a

new set of components whose size is the greatest common factor of the sizes of the original

components (irrational relative sizes—for which no greatest common factor exists—can be

approximated to arbitrary precision by rational relative sizes). If the new components are all

of size 𝑙, each original component �̃�𝑖 of size 𝑙𝑖 can then be replaced with 𝑙𝑖/𝑙 new components

𝑥𝑗+1, 𝑥𝑗+2...𝑥𝑗+𝑠𝑖/𝑠 that are all identical to each other, i.e. 𝑥𝑗+1 = 𝑥𝑗+2 = ... = 𝑥𝑗+𝑠/𝑠𝑖 (see

e.g. fig. 2-2).

The assumption that the system 𝑋 must have at least one distinct response for each

environmental state 𝑌 (i.e. 𝐻(𝑌 |𝑋) = 0) is generalized as follows: an “environmental

component” 𝑦𝑖 is defined for each system component 𝑥𝑖 ∈ 𝑋, such that each 𝑦𝑖 is a random

variable containing the environmental states that require a distinct response from the system

component 𝑥𝑖. Then, for the system to effectively interact with its environment, 𝐻(𝑦𝑖|𝑥𝑖) = 0

for each 𝑖, i.e. there cannot be two environmental component states for a given state in

the corresponding system component. This formulation allows for constraints among the

environmental components to induce constraints among the system components. Letting

𝑌 = {𝑦1, ..., 𝑦𝑁}, we see that 𝐻(𝑦𝑖|𝑥𝑖) = 0 implies 𝐻(𝑌 |𝑋) = 0 and, thus 𝐻(𝑦𝑖|𝑥𝑖) = 0

is a stronger condition: not only must the system match the environment overall, but this

matching must be properly organized.

Although it may not seem so at first, any interaction between a system and its envi-

ronment can be formulated as above: if we start with a more general formulation in which

each system component 𝑥𝑖 interacts with environmental components 𝑦𝑖1 , 𝑦𝑖2 , ..., 𝑦𝑖𝑛𝑖
, which

allows for each system component to interact with multiple environmental components and

vice versa, then we can simply redefine the environmental components such that each 𝑥𝑖 is

associated with the random variable 𝑦𝑖 ≡ (𝑦𝑖1 , 𝑦𝑖2 , ..., 𝑦𝑖𝑛𝑖
) (see fig. 2-3 for an example).

Definition 2. An environment (𝑌, 𝑓) for system 𝑋 is a system 𝑌 together with a bijection

𝑓 : 𝑌 → 𝑋.

Definition 3. A system 𝑋 matches its environment (𝑌, 𝑓) iff 𝐻(𝑦|𝑓(𝑦)) = 0 for all 𝑦 ∈ 𝑌 .
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Figure 2-3: Defining the environmental components. Regardless of the interactions between
a system and its environment, environmental components can always be defined such that
they have a one-to-one relationship with system components. For instance, suppose that for
the system {𝑥1, 𝑥2, 𝑥3} to effectively interact with its environment {𝑦1, 𝑦2, 𝑦3, 𝑦4}, 𝑥1 must
have a distinct response for each possible state of 𝑦1 and 𝑦3, 𝑥2 must have a distinct response
for each possible state of 𝑦1, and 𝑥3 must have a distinct response for each possible state of
𝑦2, 𝑦3, and 𝑦4. Environmental components 𝑦1 ≡ (𝑦1, 𝑦3), 𝑦2 ≡ 𝑦1, and 𝑦3 ≡ (𝑦2, 𝑦3, 𝑦4) can
then be defined such that 𝑥1 must react only to 𝑦1, 𝑥2 only to 𝑦2, and 𝑥3 only to 𝑦3.

Example 1. Consider a system of two thermostats 𝑥1 and 𝑥2 for two rooms that can be

either on or off. The environment can be described by two variables 𝑦1 and 𝑦2 that represent

whether or not room 1 or room 2, respectively, should be heated (the bijection 𝑓 mapping

𝑦1 to 𝑥1 and 𝑦2 to 𝑥2). In order for the system to match the environment, it must be that

𝐻(𝑦1|𝑥1) = 𝐻(𝑦2|𝑥2) = 0. Thus if the need for each room to be heated is independent

of that of the other room, the thermostats must be able to operate independently of one

another; likewise if the two rooms’ need for heat are correlated, the thermostats must also be

correlated.1

Example 2. Consider a system 𝑋 in which each 𝑥𝑖 ∈ 𝑋 represents the some aspect of

policy (e.g. educational policy) being applied in region 𝑖 of a given country (the regions

could, for instance, be towns/cities). The environment (𝑌, 𝑓) could be defined by the random

variables 𝑦𝑖 (where 𝑓(𝑥𝑖) = 𝑦𝑖), such that each 𝑦𝑖 corresponds to conditions in region 𝑖 that

require a distinct policy in order for the region to be effectively governed. If the 𝑦𝑖 vary

1Note that this formalism has nothing to say regarding causation. It may be that the objective is to heat
both rooms at the same time or not at all, in which case the thermostats themselves must be connected.
Or it may be that it just so happens that the two rooms get cold at the same time, in which case two
disconnected thermostats may nonetheless exhibit correlated behavior.
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independently of one another, while the 𝑥𝑖 cannot, then the system 𝑋 will not be able to

match its environment (𝑌, 𝑓) (e.g. an education policy that is homogeneously varied entirely

at the national level will not be able to effectively interact with locales if each locale has specific

educational needs). Conversely, if there are correlations among the 𝑦𝑖 that are lacking in the

𝑥𝑖, the system will also be unable to match its environment (e.g. it would be ineffective for

each city to independently set its own policy with respect to international trade or with respect

to regulating a national corporation that spans many cities).

Note that the possible states of a system or the probabilities assigned to these states

cannot be defined without specifying the environment with which the system is interacting,

for the same system may behave differently in different environments. (Alternatively, each

individual environment need not be treated separately, since the set of possible different situ-

ations that the system may find itself in can itself be considered to be the environment, with

the system then being required to differentially respond to—and within—each situation.) In

any event, definition of a system matching its environment is ignorant of the mechanism by

which the system and the environment are related: a system matching its environment is

merely a descriptive statement.

Example 3. Returning to the example of the two thermostats, if the system (the thermostats)

and the environment (the rooms) are connected so that the state of thermostat 𝑖 depends di-

rectly on the state of room 𝑖, then the thermostat states will have precisely as much correlation

as the room states do. The thermostat states will be independent random variables if and

only if the room states are.

Example 4. Consider a system of two people in communication with one another. Such a

system is versatile in that the individuals could, depending on the circumstances, chose to

act either independently or dependently. However, it should be noted that the ability for the

two people to choose whether or not they act independently is itself a dependent behavior.

Furthermore, seemingly independent behaviors of this system may in fact be dependent if the

behaviors of one individual are correlated with the brain state of the other.
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With definition 3, we have a characterization of Ashby’s law that takes into account the

multi-scale structure of a system and its connection with its environment. The goal is then to

understand how properties of the environment constraint the corresponding properties of the

system. If an environment has a certain property and it is known that the system matches

the environment, what must be true about the system? For the single-scale case of Ashby’s

law, the system must have at least as much information as the environment. The complexity

profile, described below, generalizes this property to multiple scales. In particular, it allows

us to formulate the multi-scale law of requisite variety: “in order for a system to match its

environment, it must have at least as much complexity as its environment at every scale.”

2.3 Defining a Complexity Profile

The basic version of Ashby’s law states that for a system 𝑋 to match its environment 𝑌 , the

overall complexity of 𝑋 must be greater than or equal to the overall complexity of 𝑌 . But,

as argued in section 1.1.3, it does not make sense to speak of complexity as a single number

but rather the complexity of a system must depend on its scale. Thus, we wish to generalize

the notion of a complexity profile such that the complexity of a system and its environment

can be compared at multiple scales.

Definition 4. A complexity profile 𝐶𝑋(𝑛) of a system 𝑋 assigns a particular amount of

information to the system at each scale 𝑛 ∈ Z+. For 𝑛 > |𝑋|, we define 𝐶𝑋(𝑛) = 0. If we

wish to consider each component of the system to be of size 𝑙, we can define a continuous

version of the complexity profile (see section 2.6.2 for more detail):

𝐶𝑋(𝑠) = 𝐶𝑋(⌈𝑠/𝑙⌉) (2.1)

We wish for a complexity profile to have two additional properties: it should (1) manifest

the multi-scale law of requisite variety and (2) obey the sum rule. Each property is defined

below, with applications/examples given in sections 1.1.5 and 1.1.4, respectively.
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Definition 5. A complexity profile manifests the multi-scale law of requisite variety if, for

any two systems 𝑋 and 𝑌 , 𝑋 matching 𝑌 (per definition 3) implies that 𝐶𝑋(𝑛) ≥ 𝐶𝑌 (𝑛)

for all 𝑛.

Definition 6. A complexity profile obeys the sum rule if for any system 𝑋,
∑︀∞

𝑛=1𝐶𝑋(𝑛) =∑︀
𝑥∈𝑋 𝐻(𝑥).

The multi-scale law of requisite variety is important because it allows for the interpreta-

tion that a necessary (but not sufficient) condition for a system to effectively interact with

its environment must be that it has at least as much complexity as the environment at

every scale. The sum rule is important because it captures the intuition that for a system

composed of components with the same individual behaviors, there is a tradeoff among the

complexities of the system at various scales.

Note that examining measures of multi-scale complexity can never prove that a system

matches its environment—just as in the single-scale case, a system having more complexity

than its environment by no means guarantees that every system state corresponds to a

single environmental state. But examining multi-scale measures of information can prove

the impossibility of compatibility. The goal then, in formulating multi-scale measures, is to

create more instances in which the impossibility of compatibility can be shown. Using this

multi-scale formalism, the system must now possess more complexity than its environment

at all scales rather than merely requiring more complexity than its environment overall.

2.4 A Class of Complexity Profiles

In section 2.3, we have defined the term complexity profile and have described general prop-

erties that any complexity profile should have. We now describe a specific class of complexity

profiles that satisfy these properties. This class of profiles is not the only such class and may

not be the best one, but it serves as an instructive example and provides one useful way of

characterizing multi-scale complexity.
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 (fine grained)

Coarse-grained  
description 

Further  
coarse-graining 

Figure 2-4: Larger-scale/coarse-grained descriptions. Consider a system with eight com-
ponents. The full description (scale 1) consists of all eight components. A coarse-grained
description (scale 2) might consist of every other component, which can serve as an ap-
proximation for the system as a whole. A further coarse-grained description (scale 4) might
consist of every other component of the scale-2 description.

One way to define a large-scale or coarse-grained description of a system is to allow only a

subset of the components of the system to be described.2 As a first pass, one might divide the

system into 𝑛 equivalent disjoint subsets and then define the information in the description

of the system at scale 𝑛 to simply be the information in one of the subsets (see e.g. fig. 2-4).

However, given that the partition into 𝑛 equivalent subsets may not be possible (either due

to heterogeneity in the components or because the system size is not divisible by 𝑛), this

definition can be generalized by averaging over the the information in each of the 𝑛 subsets.

Example 5. Consider a Markov chain (𝑥1, 𝑥2, 𝑥3, ...) (for finite Markov chains of size 𝑁 ,

simply let 𝑥𝑖 ≡ 0 for 𝑖 > 𝑁). A set of disjoint, coarse-grained descriptions of the Markov

chain at scale 𝑛 could be

{(𝑥1, 𝑥1+𝑛, 𝑥1+2𝑛, 𝑥1+3𝑛, ...), (𝑥2, 𝑥2+𝑛, 𝑥2+2𝑛, 𝑥2+3𝑛, ...), (𝑥3, 𝑥3+𝑛, 𝑥3+2𝑛, 𝑥3+3𝑛, ...), ..., (𝑥𝑛, 𝑥2𝑛, 𝑥3𝑛, ...)}

2This is equivalent to the concept of the decimation approach for the position-space renormalization group
in physics.
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Thus, the information at scale 𝑛 of the Markov chain could be defined as

1

𝑛

𝑛∑︁
𝑖=1

𝐻({𝑥𝑗|𝑗 ≡ 𝑖 mod 𝑛}) (2.2)

Note, however, that this sequence of descriptions is not nested, and so cannot be used in its

entirety in definitions 8 and 9.

First we must define how to successively partition the system. We only allow for nested

sequences of partitions, so that larger-scale descriptions of the system cannot contain in-

formation that smaller-scale descriptions lack. The way in which a system is partitioned

defines a sequence of descriptions of the system, and thus different partitioning schemes can

be thought of as different nested ontologies with which to create successively coarser descrip-

tions of the system. This formulation seeks to allow for a maximally general framework for

describing a system at multiple scales, given the constraint that nested, successively larger-

scale descriptions of a system correspond to nested subsets of the system that are decreasing

in size.

2.4.1 Definition

We now formally define this class of complexity profiles. To do so, we first build up some

notation for defining nested sequences of partitions:

Definition 7. Define 𝑃 = {𝑃𝑖}∞𝑖=1 to be a nested partition sequence of a set 𝑋 if each 𝑃𝑖 is

a partition of 𝑋, 𝑃𝑖 ≤ 𝑃𝑗 (i.e. 𝑃𝑖 is a refinement of 𝑃𝑗) whenever 𝑖 > 𝑗, and 𝑃𝑖 < 𝑃𝑗 (i.e.

𝑃𝑖 is a strict refinement of 𝑃𝑗) whenever |𝑋| ≥ 𝑖 > 𝑗.

Note that, in order for the strict refinement clause of this definition to be satisfied (i.e.

for 𝑃𝑖 to have more parts than 𝑃𝑗 whenever |𝑋| ≥ 𝑖 > 𝑗), it must be that 𝑃𝑛 contains 𝑛

parts for 𝑛 ≤ |𝑋| and 𝑃𝑛 = 𝑃|𝑋| for 𝑛 > |𝑋|, since a partition of 𝑋 cannot have more than

|𝑋| parts.
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Example 6. Let 𝑋 = {𝑥1, 𝑥2, 𝑥3, 𝑥4}. An example of a nested partition sequence of 𝑋 is

𝑃 = (𝑃1, 𝑃2, 𝑃3, 𝑃4, 𝑃5, ...) = ({{𝑥1, 𝑥2, 𝑥3, 𝑥4}}, {{𝑥1, 𝑥3}, {𝑥2, 𝑥4}}, {{𝑥1, 𝑥3}, {𝑥2}, {𝑥4}},

{{𝑥1}, {𝑥2}, {𝑥3}, {𝑥4}}, {{𝑥1}, {𝑥2}, {𝑥3}, {𝑥4}}, ...)

Definition 8. Given a nested partition sequence 𝑃 of a system 𝑋,

define 𝑆𝑃
𝑋(𝑛) ≡ 𝑛𝑆𝑃

𝑋(𝑛) ≡
∑︀

𝜒∈𝑃𝑛
𝐻(𝜒) for 𝑛 ∈ Z+.

Note that 𝑆𝑃
𝑋(𝑛) is non-decreasing in 𝑛 and captures the total (potentially overlapping)

information of the system parts, while 𝑆𝑃
𝑋(𝑛) functions as a measure of the amount of

information necessary to describe the system at scale 𝑛, as described above. Information

that is 𝑛-fold redundant (i.e. is of scale 𝑛) can be counted up to 𝑛 times in 𝑆𝑃
𝑋(𝑛)—it is this

fact that motivates the following definition of a complexity profile.

Definition 9. Given a nested partition sequence 𝑃 of a system 𝑋, the complexity profile

𝐶𝑃
𝑋(𝑛) : Z+ → [0,∞) is defined as 𝐶𝑃

𝑋(𝑛) = 𝑆𝑃
𝑋(𝑛) − 𝑆𝑃

𝑋(𝑛 − 1), with the convention that

𝑆𝑃
𝑋(0) = 0.

Remark 2. For 𝑛 = 1, 𝐶𝑃
𝑋(𝑛) = 𝐻(𝑋). For 𝑛 > |𝑋|, 𝐶𝑃

𝑋(𝑛) = 0. And for 1 < 𝑛 ≤ |𝑋|,

𝐶𝑃
𝑋(𝑛) = 𝐻(𝐴) +𝐻(𝐵)−𝐻(𝐴,𝐵) = 𝐼(𝐴;𝐵) where 𝐴 and 𝐵 are the two subsets of 𝑋 that

are elements of 𝑃𝑛 but not of 𝑃𝑛−1. Thus, this complexity profile is very computationally

tractable.

Example 7. Using the nested partition sequence given in example 6 of 𝑋 = {𝑥1, ..., 𝑥4},

if 𝑥𝑖 are unbiased bits, 𝑥1 = 𝑥2, and 𝑥1, 𝑥3, 𝑥4 are mutually independent, we have 𝑆𝑃
𝑋(1) =

𝐻(𝑋) = 3, 𝑆𝑃
𝑋(2) = 𝐻(𝑥1, 𝑥3) +𝐻(𝑥2, 𝑥4) = 4, and 𝑆𝑃

𝑋(𝑛) = 4 for 𝑛 > 2. Thus 𝐶𝑃
𝑋(1) = 3,

𝐶𝑃
𝑋(2) = 1, and 𝐶𝑃

𝑋(𝑛) = 0 for 𝑛 > 2.

Example 8. Consider a system 𝑋 of 𝑁 molecules, the velocities of which are independently

drawn from a Maxwell-Boltzmann distribution for which the temperature 𝑇 is itself a random

variable. Consider a nested partitioning scheme in which at each step the largest remaining

part (or, in the case of a tie, one of the largest remaining parts) is divided as equally as
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possible in two. The resulting complexity profile will then have 𝐶(1) = 𝐻(𝑋) and 𝐶(𝑛) =

𝐻(𝑇 ) for 1 < 𝑛 << 𝑁 , since for 𝑛 << 𝑁 , the size of the parts will be large enough so

that 𝑇 can be almost precisely determined from any single part. As 𝑛 approaches 𝑁 , a

measurement of any single part will yield more and more uncertainty regarding the value of

𝑇 and so 𝐶(𝑛) will slowly decay from 𝐻(𝑇 ) to 0. Such a complexity profile captures the fact

that at the smallest scale, there is a lot of information related to the microscopic details of

each molecule, but at a wide range of larger intermediate scales, the information present is

much smaller and roughly constant, arising only from the common large-scale influence that

temperature has across the system.

2.4.2 The multi-scale law of requisite variety and the sum rule

This complexity profile roughly captures the notion of redundancy and will satisfy the prop-

erties described in definitions 5 and 6 (as proved below). It is, of course, dependent on

the particular set of partitions used—a reflection of the fact that there is no single way to

coarse-grain a system (although some may make more sense than others), and will thus not

capture the redundancies present in an absolute sense, as the complexity profile described

in refs. [45, 12] does. But that complexity profile, while it does obey the sum rule, does not

manifest the multi-scale law of requisite variety. Thus, while it characterizes the information

structure present in a system, it does not allow us to compare a system to its environment

in a mathematically rigorous way.

Theorem 2.4.1. Multi-scale law of requisite variety. If a system 𝑋 matches its environment

(𝑌, 𝑓), then for all nested partition sequences 𝑃 of 𝑋, 𝐶𝑃
𝑋(𝑛) ≥ 𝐶𝑃 𝑓

𝑌 (𝑛) at each scale 𝑛, where

𝑃 𝑓 is the corresponding nested partition sequence of 𝑌 (see definition 10 below).

Proof. See section 2.6.1.

Definition 10. Given a nested partition sequence 𝑃 of a set 𝑋 and a bijection 𝑓 : 𝑌 → 𝑋,

define 𝑃 𝑓 to be the nested partition sequence of 𝑌 such that ∀𝑛 ∈ Z+, 𝑦1, 𝑦2 ∈ 𝑌 belong to

the same part of 𝑃 𝑓
𝑛 iff 𝑓(𝑦1), 𝑓(𝑦2) ∈ 𝑋 belong to the same part of 𝑃𝑛.
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One of the advantages of having the complexity profile depend on the partition is that

theorem 2.4.1 holds for all possible nested partitions of the system, assuming its environment

is partitioned in the same way. Thus, regardless of how the partitions are used to define

scale, the system must have at least as much complexity as its environment at all scales, so

long as scale is defined in the same way for the system and its environment.

Furthermore, not only must all possible complexity profiles of the system match the

corresponding complexity profile of the environment, but all possible complexity profiles of

all possible subsets of the system must match the corresponding complexity profile of the

corresponding subset of the environment, as stated in the following corollary to theorem 2.4.1.

This is a powerful statement, since it implies that not only must the system have at least

as much complexity as its environment at all scales, but also that subdivisions within the

system must in some sense be aligned with the natural subdivisions within the environment

(see section 1.1.6).

Corollary 2.4.2. Subdivision matching. Suppose a system 𝑋 matches its environment

(𝑌, 𝑓). Then for any subsets 𝑌 ′ ⊂ 𝑌 and 𝑋 ′ = 𝑓(𝑌 ′) ⊂ 𝑋, 𝐶𝑃
𝑋′(𝑛) ≥ 𝐶𝑃 𝑓

𝑌 ′ (𝑛) at each

scale 𝑛 for all nested partition sequences 𝑃 of 𝑋 ′.

Proof. Since 𝑋 matches 𝑌 , 𝑋 ′ matches 𝑌 ′. Therefore theorem 2.4.1 applies to 𝑋 ′ and

𝑌 ′.

We now state and prove the sum rule:

Theorem 2.4.3. Sum rule. For any system 𝑋 and all nested partition sequences 𝑃 of 𝑋,∑︀∞
𝑛=1𝐶

𝑃
𝑋(𝑛) =

∑︀
𝑥∈𝑋 𝐻(𝑥)

Proof.
∑︀∞

𝑛=1𝐶
𝑃
𝑋(𝑛) = lim𝑛→∞ 𝑆𝑃

𝑋(𝑛)− 𝑆𝑃
𝑋(0) = 𝑆𝑃

𝑋(|𝑋|)− 0 =
∑︀

𝑥∈𝑋 𝐻(𝑥)

Thus, regardless of which partitioning scheme is used, i.e. regardless of how scale is

defined, there is a necessary tradeoff between complexity at larger and smaller scales.
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2.4.3 Choosing from among the partitioning schemes

Because of the dependence on the partitioning scheme, definition 9 defines a family of com-

plexity profiles. That there is no single complexity profile for this definition can be thought

of as a consequence of their being no single way to coarse-grain a system. In other words,

implicit in any particular complexity profile of a system is a scheme for describing that sys-

tem at multiple scales. While there is no such scheme that is “the correct scheme” in an

absolute sense, for any particular purpose (and often for almost any conceivable purpose),

some schemes are far better than others.

But before examining this question, we first consider a strong advantage of the multiplic-

ity of complexity profiles: theorem 2.4.1 applies to all of them. Thus, any complexity profile,

regardless of the partitioning scheme, can potentially be used to show a multi-scale com-

plexity mismatch between system and environment. This is useful when one has information

about the probability distributions of the system and environment separately but not nec-

essarily on the joint probability distribution of system and environment together, such that

one cannot directly determine whether the system matches the environment (since quantities

such as 𝐻(𝑦|𝑥) would be unknown for any given system component 𝑥 and environmental

component 𝑦).

Assuming one knows how the system components correspond to the environmental com-

ponents, one can test for potential incompatibility between the system and environment by

considering any nested partition sequence of any subset of the system and the corresponding

subset of the environment, as per theorem 2.4.1 and corollary 2.4.2. This allows the mean-

ingful comparison of system and environment for a wide variety of definitions of complexity

profiles, provided the definitions for the system and environment are consistent. In the

likely case that the complexity profiles cannot be precisely calculated, this framework thus

supports a wide variety of qualitative complexity profiles that one may wish to construct.

In the case where the correspondence between system and environmental components is

either unknown or variable, there are still ways in which to compare the system and the
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environment. For instance, if a system 𝑋 matches its environment 𝑌 , then

max
𝑃

𝐹 (𝐶𝑃
𝑋) ≥ max

𝑃
𝐹 (𝐶𝑃

𝑌 ) (2.3)

for all functions 𝐹 that map complexity profiles onto R and are non-decreasing in 𝐶(𝑛) for

all scales 𝑛. Thus, finding even a single function 𝐹 for which eq. (2.3) does not hold is

enough to show that 𝑋 cannot possibly match 𝑌 , regardless of how it may be connected.

Other such constructions that are independent of the bijection between 𝑋 and 𝑌 are also

possible.

However, although any partitioning scheme can be used to show a mismatch between

system and environment, not all partitioning schemes are equally good choices for gaining

an understanding of the structure of the system. Each part of a partition represents approx-

imating the system by describing only that subset of its components, and so, if the purpose

of the complexity profile is to characterize the structure of the system, the partitions should

be chosen accordingly. For instance, for a system {𝑥1, 𝑥2, 𝑥3, 𝑥4} where 𝑥1 = 𝑥2 and 𝑥3 = 𝑥4,

partitioning the system into {𝑥1, 𝑥2} and {𝑥3, 𝑥4} does not make sense if the goal is to create

a reasonably faithful two-component description of the four-component system.

As a heuristic, successive cuts in a nested partition sequence should cut through random

variables with significant mutual information (i.e. significant redundancy), although, of

course, taking a greedy algorithm (i.e.. first maximizing complexity at scale 2, and then

choosing the next partition to maximize complexity at scale 3, given the constraint that it

has to be nested within the previous partition, and so on) may not always match system

structure. Nonetheless, this greedy algorithm does at least provide a consistent way to define

complexity profiles across various systems such that complexity is decreasing with scale.3

3Formally, we can define this complexity profile using the nested partition sequence 𝑃 that maximizes
the complexity profile according to a “dictionary ordering” in which 𝐶𝑃1

𝑋 > 𝐶𝑃2

𝑋 if there exists an 𝑛 such that
𝐶𝑃1

𝑋 (𝑛) > 𝐶𝑃2

𝑋 (𝑛) and for all 𝑚 < 𝑛, 𝐶𝑃1

𝑋 (𝑚) = 𝐶𝑃2

𝑋 (𝑚). Equivalently, this 𝑃 maximizes
∑︀∞

𝑛=1 𝑀
−𝑛𝐶𝑃

𝑋(𝑛)
for any 𝑀 > 𝐶𝑃

𝑋(1) = 𝐻(𝑋). However, just because 𝑃 maximizes the complexity profile for 𝑋 according to
this (or any other) metric does not guarantee that for an environment (𝑌, 𝑓) of 𝑋, 𝑓(𝑃 ) will maximize the
complexity profile of 𝑌 according to the same metric.
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Figure 2-5: (a) The first and second cuts necessary to create the first three partitions dis-
cussed in example 9 are shown, together with (b) the resulting complexity profile (made
continuous via eq. (2.1)) if 𝐻(𝑥) = 1 for each 𝑥 ∈ 𝑋.

Example 9. Consider a system 𝑋 = {𝑥1, 𝑥2, ..., 𝑥8} such that 𝑥1 = 𝑥2 = 𝑥3, 𝑥4 = 𝑥5 =

𝑥6, and 𝑥7 = 𝑥8, but otherwise all components are mutually independent (i.e. 𝑥1, 𝑥4, 𝑥7)

are all mutually independent. Then intuitively we expect that 𝐶𝑋(1) = 𝐶𝑋(2) = 𝐻(𝑥1) +

𝐻(𝑥4) + 𝐻(𝑥7), 𝐶𝑋(3) = 𝐻(𝑥1) + 𝐻(𝑥4), and 𝐶𝑋(𝑛) = 0 for 𝑛 > 3. A nested partition

sequence that gives us this complexity profile is 𝑃 = (𝑃1, 𝑃2, 𝑃3, ...) with 𝑃1 = {𝑋}, 𝑃2 =

{{𝑥1, 𝑥4, 𝑥7}, {𝑥2, 𝑥3, 𝑥5, 𝑥6, 𝑥8}}, 𝑃3 = {{𝑥1, 𝑥4, 𝑥7}, {𝑥2, 𝑥5, 𝑥8}, {𝑥3, 𝑥6}}, and where it does

not matter which subsequent partitions are used, since each part of 𝑃3 contains mutually

independent random variables.

Example 10. Consider a two dimensional 4x4 Markov blanket. One way to partition it that

respects its structure is given in fig. 2-6.

Example 11. Consider a hierarchy consisting of 7 individuals: a leader with two subordi-

nates, each of which have two subordinates themselves, as depicted in fig. 2-7. The behavior

of each individual is represented by 3 random variables, each with complexity 𝑐. Thus if

examined separately from the rest of the system, the complexity of each individual is 3𝑐. On

the left, everyone completely follows the leader, resulting in a complexity of 3𝑐 up to scale 7
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 cut(3n + 3)th

 cut1st
 cut3rd  cut2nd

 cut(3n + 2)th

 cut(3n + 1)th

n ∈ {1,2,3,4}

(a)

 cut(11 + n)th

 cut1st
 cut3rd  cut2nd

 cut(7 + n)th

 cut(3 + n)th

n ∈ {1,2,3,4}

(b)

Figure 2-6: Cuts that will create a nested partition sequence for a 4x4 Markov blanket are
shown. The first three cuts partition the blanket into four parts with four components each,
as shown in (a). Each of the four parts (labeled by 𝑛 ∈ {1, 2, 3, 4}) are then subsequently
partitioned as shown in (b) . The resulting complexity profile will of course depend on the
nature of the random variables and their correlations.
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regardless of the partitioning scheme. On the right, some information is transmitted down

the hierarchy but lower levels are also given some autonomy, resulting in more complexity at

smaller scales but less at larger scales (but with the same area under the curve, consistent

with the sum rule).

2.4.4 Combining subsystems

If a system can be divided into independent subsystems, then the complexity profile of the

system as a whole can be written as the sum of complexity profiles of each of the independent

subsystems. And if a system can be divided into 𝑚 subsystems that behave identically, its

complexity profile will equal that of any one of the subsystems except with the scale axis

stretched by a factor of 𝑚. These properties are made precise below.

Theorem 2.4.4. Additivity of the complexity profiles of superimposed independent systems.

Suppose two disjoint systems 𝐴 and 𝐵 are independent, i.e. 𝐼(𝐴;𝐵) = 0, and let 𝐶 = 𝐴∪𝐵.

Consider any nested partition sequences 𝑃𝐴 of 𝐴 and 𝑃𝐵 of 𝐵. Then for all nested partition

sequences 𝑃𝐶 that restrict to 𝑃𝐴 on 𝐴 ⊂ 𝐶 and to 𝑃𝐵 on 𝐵 ⊂ 𝐶,

𝐶𝑃𝐶

𝐶 (𝑛) = 𝐶𝑃𝐴

𝐴 (𝑛) + 𝐶𝑃𝐵

𝐵 (𝑛) (2.4)

In other words, the complexity profiles of independent subsystems add.

Proof. This result follows from 𝑃𝐶
𝑖 restricting to 𝑃𝐴

𝑖 on 𝐴 and 𝑃𝐵
𝑖 on 𝐵 and the fact that

for any subsets 𝐴′ ⊂ 𝐴, 𝐵′ ⊂ 𝐵, 𝐻(𝐴′ ∪𝐵′) = 𝐻(𝐴′) +𝐻(𝐵′).

In order to formulate the second property, we first build up some notation in the following

two definitions:

Definition 11. For a system 𝑋 and positive integer 𝑚, let 𝑚 * 𝑋 = ∪𝑚
𝑖=1𝑋𝑖 where the

𝑋𝑖 are disjoint systems for which there exist bijections 𝑓𝑖 : 𝑋𝑖 → 𝑋 such that ∀𝑥 ∈ 𝑋𝑖,

𝐻(𝑥|𝑓𝑖(𝑥)) = 𝐻(𝑓𝑖(𝑥)|𝑥) = 0. In other words, 𝑚 *𝑋 contains 𝑚 identical copies of 𝑋, such

that the behavior of any one copy completely determines the behavior of all of the others.
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Figure 2-7: The hierarchies discussed in example 11 are shown, together with the resulting
complexity profiles (made continuous via eq. (2.1)) for 𝑐 = 1. The complexity profile in (c)
can be obtained from any nested partition sequence for the hierarchy in (a). The complexity
profile in (d) can be obtained from any nested partition sequence for which the first three
partitions are given by displayed cuts in the hierarchy in (b).
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Definition 12. Given a nested partition sequence 𝑃 of a system 𝑋 and a positive integer

𝑚, define the nested partition sequence 𝑚 * 𝑃 of the system 𝑚 * 𝑋 = ∪𝑚
𝑖=1𝑋𝑖 (with the

bijections 𝑓𝑖 : 𝑋𝑖 → 𝑋) as follows. For 𝑛 ≤ 𝑚, (𝑚 * 𝑃 )𝑛 ≡ {∪𝑚
𝑖=𝑛𝑋𝑖} ∪ {𝑋𝑖 : 𝑖 < 𝑛} =

{𝑋1, 𝑋2, ..., 𝑋𝑛−1,∪𝑚
𝑖=𝑛𝑋𝑖}. For 𝑛 ≥ 𝑚, define (𝑚 * 𝑃 )𝑛 such that it restricts to 𝑃 𝑓𝑖

𝑛𝑖
(see

definition 10) on each 𝑋𝑖 ⊂ 𝑚 *𝑋, where 𝑛𝑖 = ⌈𝑛/𝑚⌉ if 𝑖 ≤ (𝑛 mod 𝑚) and 𝑛𝑖 = ⌊𝑛/𝑚⌋

otherwise.

Theorem 2.4.5. Scale-additivity of replicated systems. Let 𝑃 be any nested partition se-

quence of a system 𝑋. Then

𝐶𝑚*𝑃
𝑚*𝑋(𝑛) = 𝐶𝑃

𝑋(⌈𝑛/𝑚⌉) (2.5)

In other words, the effect of including 𝑚 exact replicas of 𝑋 is to stretch the scale axis of

the complexity profile by a factor of 𝑚.

Proof. This result follows from definitions 11 and 12.

Theorems 2.4.4 and 2.4.5 indicate that for any block-independent system 𝑋, i.e. a system

in which any two components 𝑥𝑖 and 𝑥𝑗 are either completely independent (i.e. 𝐼(𝑥𝑖;𝑥𝑗) = 0)

or completely dependent (i.e. 𝐼(𝑥𝑖;𝑥𝑗) = 𝐻(𝑥𝑖) = 𝐻(𝑥𝑗)), there exists a nested parti-

tion sequence that yields the same complexity profile as that given by the formalism in

refs. [12] and [45].4

2.5 Conclusion

The motivation behind our analysis here has been to construct a definition of a complexity

profile for multi-component systems that obeys both the sum rule and a multi-scale version

of the law of requisite variety. In order to do so, we first had to generalize the law of requisite

variety to multi-component systems. We then created a formal definition for what constitutes
4The formalism in ref. [12]/ref. [45] is stated in ref. [45] to be the only such formalism that is a linear

combination of entropies of subsets of the system, that yields its results for block-indpendent systems, and
that is symmetric with respect to permutations of the components. The partition formalism in this chapter
does not contradict this statement, as the partitions are generally not symmetric with respect to permutations
of the system components.
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a complexity profile and defined two properties—the multi-scale law of requisite variety and

the sum rule—that complexity profiles should ideally satisfy. Finally, we construct a class of

examples of complexity profiles and prove that they satisfy these properties. We demonstrate

their application to a few simple systems and show how they behave when independent and

dependent subsystems are combined.

This formalism is purely descriptive, in that questions of causal influence and mechanism

(i.e. what determines the probabilities of the states of each component) are not considered;

rather only the possible states of the system and its environment and correlations among

these states are considered. By abstracting out notions of causality and mechanism, this

approach allows for an understanding of the space of all possible system behaviors and for

an identification of systems that are doomed to failure regardless of mechanism. The details

by which system and environmental components are mechanistically linked, and the evolution

and adaptability of complex systems over time are directions for future work.

More elegant profiles that those presented section 2.4 may exist, and the development of

such complexity profiles could be a focus of future work. More broadly, the sum rule could

be relaxed, allowing for other definitions of multi-scale complexity. Completely eliminating

any tradeoff of complexity among scales would likely lead to under-constrained profiles—

certainly, smaller-scale complexity must be reduced in order to create larger-scale structure.

But one could imagine other forms that this tradeoff may take other than
∑︀

𝑛𝐶𝑋(𝑛) =∑︀
𝑥∈𝑋 𝐻(𝑥). One could also imagine complexity profiles that take advantage of some external

structure; for instance, if the system can be embedded into R𝑑 where 𝑑 is far lower than the

number of system components, Fourier methods could be explored. Even more broadly, other

definitions of what it means for a system to match its environment could be considered. But

just as the sum rule could be modified but the tradeoff of complexity among scales should

nonetheless be manifest, some sort of multi-scale law of requisite variety would need to be

present so that the statement that one system has more complexity at a certain scale than

another can be meaningful.

66



With all of that said, the profiles presented here are the first to our knowledge to obey

any version of both a sum rule and to manifest any version of a multi-scale law of requisite

variety. At the very least, these formalisms provide a formal grounding that can be used

to support conceptual claims that are made using complexity profiles. Our hope is that

these formalisms spur further development in our understanding of the general properties of

multi-component systems, whether these developments are in contrast to or congruent with

the formalisms presented here.

2.6 Appendix

2.6.1 Proofs

In order to prove theorem 2.4.1, we first prove the following lemma.

Lemma 2.6.1. If 𝐻(𝐵1|𝐴1) = 𝐻(𝐵2|𝐴2) = 0, then 𝐼(𝐴1;𝐴2) ≥ 𝐼(𝐵1;𝐵2).

Proof.

𝐼(𝐴1;𝐴2) = 𝐻(𝐴1) +𝐻(𝐴2)−𝐻(𝐴1, 𝐴2) =

𝐻(𝐵1) +𝐻(𝐴1|𝐵1)−𝐻(𝐵1|𝐴1) +𝐻(𝐵2) +𝐻(𝐴2|𝐵2)−𝐻(𝐵2|𝐴2)

−𝐻(𝐵1, 𝐵2)−𝐻(𝐴1, 𝐴2|𝐵1, 𝐵2) +𝐻(𝐵1, 𝐵2|𝐴1, 𝐴2) =

𝐼(𝐵1;𝐵2) +𝐻(𝐴1|𝐵1) +𝐻(𝐴2|𝐵2)−𝐻(𝐴1, 𝐴2|𝐵1, 𝐵2) =

𝐼(𝐵1;𝐵2) + 𝐼(𝐴1;𝐴2|𝐵1;𝐵2) + 𝐼(𝐴1;𝐵2|𝐵1) + 𝐼(𝐴2;𝐵1|𝐵2) ≥ 𝐼(𝐵1;𝐵2)

We now prove Theorem 2.4.1: Multi-scale law of requisite variety. If a system 𝑋

matches its environment (𝑌, 𝑓), then for all nested partition sequences 𝑃 of 𝑋, 𝐶𝑃
𝑋(𝑛) ≥

𝐶𝑃 𝑓

𝑌 (𝑛) at each scale 𝑛.
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Proof. For any collections of random variables 𝐴 = {𝑎1, .., 𝑎𝑁} and 𝐵 = {𝑏1, ..., 𝑏𝑁}, ∀𝑖 𝐻(𝑏𝑖|𝑎𝑖) =

0 implies that 0 ≤ 𝐻(𝐵|𝐴) ≤
∑︀

𝑖 𝐻(𝑏𝑖|𝐴) ≤
∑︀

𝑖𝐻(𝑏𝑖|𝑎𝑖) = 0 and thus 𝐻(𝐵|𝐴) = 0. Using

this fact together with remark 2 and lemma 2.6.1, we get that 𝐶𝑃
𝑋(𝑛) ≥ 𝐶𝑃 𝑓

𝑌 (𝑛) for 𝑛 ∈ Z+.

Note that 𝑋 and 𝑌 being partitioned in the same way guarantees that for a subset 𝐴 ⊂ 𝑋

and the corresponding subset 𝐵 ⊂ 𝑌 , 𝐻(𝐵|𝐴) = 0.

2.6.2 Continuum limit

Complexity profiles can also be defined for continuous systems.

Definition 13. We define a continuous system 𝑋 of size 𝐿 as a sequence of discrete sys-

tems {𝑋𝑖}∞𝑖=1 with components of size 𝑙𝑖 ≡ 𝐿/|𝑋𝑖| such that 𝑋𝑖 ⊂ 𝑋𝑗 whenever 𝑖 < 𝑗 and

lim𝑖→∞ 𝑙𝑖 = 0. Then the complexity profile for the continuous system 𝑋 is defined as

𝐶𝑋(𝑠) ≡ lim
𝑖→∞

𝐶𝑋𝑖
(𝑠) = 𝐶𝑋𝑖

(⌈𝑠/𝑙𝑖⌉) (2.6)

provided such a limit exists, where 𝐶𝑋𝑖
(𝑠) is defined in eq. (2.1).

Remark 3. Note that any discrete system 𝑋 with complexity profile 𝐶𝑋(𝑛) and components

of size 𝑙 can be considered as a continuous system of size |𝑋|𝑙 per definition 13 by defining

the systems {𝑋𝑖}∞𝑖=1 (with components of size 𝑙/𝑖) such that 𝑋𝑖 = 𝑖 *𝑋 (definition 11) and

𝐶𝑋𝑖
(𝑠) ≡ 𝐶𝑋(𝑠) = 𝐶𝑋(⌈𝑠/𝑙⌉) = 𝐶𝑋𝑖

(⌈𝑖𝑠/𝑙⌉) (2.7)

(see eq. (2.1)).

Example 12. Suppose that the continuous system 𝑋 of size 𝐿 is a random continuous

function 𝑓(𝑥) for 𝑥 ∈ [0, 𝐿]. Define 𝑋𝑖 = {𝑓(𝐿/2𝑖), 𝑓(2𝐿/2𝑖), 𝑓(3𝐿/2𝑖), ..., 𝑓(2𝑖𝐿/2𝑖)}, so

that 𝑋𝑖 has 2𝑖 components, each of scale 𝐿/2𝑖. Then 𝑋 can be described by the sequence

{𝑋𝑖}∞𝑖=1.

We can extend the class of complexity profiles defined in section 2.4 as follows.
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For any nested partition sequence 𝑃 of a discrete system 𝑋 with components of size 𝑙,

the complexity profiles in eq. (2.7) can be realized by letting 𝐶𝑋(𝑛) = 𝐶𝑃
𝑋(𝑛) and 𝐶𝑋𝑖

(𝑛) =

𝐶𝑖*𝑃
𝑋𝑖

(𝑛) (see definition 12), since by theorem 2.4.5,

𝐶𝑖*𝑃
𝑋𝑖

(⌈𝑖𝑠/𝑙⌉) = 𝐶𝑃
𝑋(⌈𝑠/𝑙⌉) (2.8)

To define a partition-based complexity profile using eq. (2.6) for a continuous system

𝑋 (defined by an infinite sequence of discrete systems 𝑋1 ⊂ 𝑋2 ⊂ 𝑋3 ⊂ 𝑋4..., as per

definition 13), a nested partition sequence 𝑃 𝑖 must be chosen for each 𝑋𝑖. Of course, these

nested partition sequences must be chosen so that the limit in eq. (2.6) exists; for consistency,

it can also be required that on each 𝑋𝑖 ⊂ 𝑋𝑗, each partition 𝑃 𝑗
𝑛 of 𝑋𝑗 restricts to 𝑃 𝑖

𝑚 of 𝑋𝑖

for some 𝑚 ≤ 𝑛.
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Chapter 3

Modeling Complex Systems: A Case

Study of Compartmental Models in

Epidemiology

In this chapter, we use epidemiological compartmental (e.g. SIR, SEIR, etc.) models to

illustrate some general modelling principles, and in particular the concept of effective pa-

rameters.1

3.1 Introduction

Compartmental models such as the SIR model have been widely used to study infectious

disease outbreaks [171, 280, 55, 262, 60]. These models have informed policy makers of the

risks of inaction and have been used to analyze various policy responses. The limitations

of the assumptions of compartmental models are well-known [329, 348, 279]; we intend to

explore which assumptions are appropriate in which contexts and when and why the models

do or do not succeed.

1This chapter is taken from the following preprint: Pratyush K. Kollepara, Alexander F. Siegenfeld,
Yaneer Bar-Yam. Modeling complex systems: A case study of compartmental models in epidemiology.
arXiv:2110.02947 (2021).
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No model accurately captures all the details of the system that it represents, but some

models are nonetheless accurate because certain large-scale behaviors of systems do not

depend on all these details (see section 1.2.4). (For example, modeling material phase tran-

sitions generally does not require including the quantum mechanical details of individual

atoms.) The key to good modeling is understanding which details matter and which do not.

Paradoxically, failing to recognize that a model can be accurate in spite of certain unrealis-

tic assumptions can lead to models in which all assumptions are excused: the impossibility

of getting all the details right may discourage a careful analysis of which assumptions are

appropriate in which contexts.

During a pandemic, it is crucial that models complement decision-making. In an attempt

to obtain better predictions, it may be tempting to include more details and fine-tune the

model assumptions. However, focusing on irrelevant assumptions and details while losing

sight of the large scale behavior is counterproductive [300]. Which details are relevant

depends on the question at hand; the inclusion or exclusion of details in a model must be

justified depending on the modeling objectives. Compartmental models tend to include some

details (e.g. disease stages) while not including others (e.g. stochasticity and heterogeneity)

that, in many cases, have a far larger effect on forecasting the epidemic trajectory, estimating

the final epidemic size, and analyzing the impact of interventions.

In this chapter, we examine some common assumptions of compartmental models—such

as the distribution of generation intervals, homogeneity in population characteristics and

connectivity, and the use of continuous variables—in order to determine their relevance for

various model outcomes. Our purpose is not to argue for specific alternatives to compart-

mental models or for specific modifications but rather to illustrate how the assumptions of

these models affect their results.

3.2 The SIR model

Here we introduce the SIR model. The model divides the population into three compartments—

the fractions of individuals who are susceptible (𝑠), infected (𝑖), or recovered (𝑟). A set of
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Figure 3-1: Schematic representation of the impact of various modeling choices/assumptions.
The left column lists various details that can be incorporated into a compartmental model
(boxes with dashed borders indicate modeling choices that are analyzed in section 3.3), and
the right column lists typical potential impacts on the model output. The three panels clas-
sify the system details by ‘scale’, with the largest scale details typically having the most
impact on model output, and the smallest scale details typically having the least impact, al-
though the impact of any given assumption ultimately depends on precisely for what purpose
the model is being used. For instance, an SIRS model may not be needed if only the initial
growth of the epidemic is being modeled. Furthermore, various assumptions can compound
non-linearly to affect the model output. For instance, policy interventions such as travel
restrictions, which both rely on and affect heterogeneity in geographical connectivity, can
play a decisive role in determining whether or not a stable elimination is achieved [297]. Of
course, the actual effect of any assumption depends on its precise mathematical implemen-
tation, as well as the presence or absence of other assumptions within the model, and so this
figure should be considered as a rough schematic rather than as a definitive guide.
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three differential equations governs the dynamics:

d𝑠

d𝑡
= −𝛽𝑠𝑖 (3.1)

d𝑖

d𝑡
= 𝛽𝑠𝑖− 𝛾𝑖 (3.2)

d𝑟

d𝑡
= 𝛾𝑖 (3.3)

The parameter 𝛽 > 0 is the rate at which an infected individual transmits the disease to

a susceptible individual. The infected individuals become no longer infectious (recovered

or removed) at a rate 𝛾 > 0. Assumptions of the SIR model include homogeneity in the

infectiousness, susceptibility, and connectivity of the population, exponentially distributed

recovery times and generation intervals, that discrete and stochastic dynamics can be ap-

proximated with continuous and deterministic variables, and that there are no changes over

time in the behaviors of either the population or the infectious agent.

By recasting the equations of the model in terms of the basic reproduction number

𝑅0 = 𝛽/𝛾,

d𝑠

d(𝛾𝑡)
= −𝑅0𝑠𝑖 (3.4)

d𝑖

d(𝛾𝑡)
= (𝑅0𝑠− 1)𝑖 (3.5)

d𝑟

d(𝛾𝑡)
= 𝑖 (3.6)

it can be seen that the evolution of the system state (i.e. the fraction of people in each

of the three compartments) depends only on 𝑅0 and that 𝛾 sets the time scale for this

evolution (i.e. a change in 𝛾 would correspond simply to a stretching or compression of the

time axis). Indeed, it can be proven that the final size of an epidemic depends only on the

network of probabilities of individuals infecting each other and not at all on how quickly

individuals recover or any other time-scales associated with the progression of the disease

within individuals [248, 17, 231, 35, 54] (see Appendix section 3.5.1 for more details).
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This overall time-scale of the epidemic (set by 𝛾 in the above formulation) is an im-

portant parameter; for instance, together with 𝑅0, it tells us how quickly case counts will

grow. The SIR model describes this overall time-scale without the need for any additional

compartments. Studies with additional compartments that have focused on the details of

infectious periods, latent periods, and other disease stages can provide more information

as to the precise timing (as opposed to simply the overall fraction) of the number of indi-

viduals in particular disease stages (e.g. exposed, infectious, hospitalized, etc.) if sufficient

data is available to fit the additional parameters. This approach is useful for understanding,

for instance, lags between infections and hospitalizations. However, such details will often

have much smaller effects than regularly used assumptions that impact the overall epidemic

trajectory, such as homogeneity, mean-field connectivity, and continuous variables (section

3.3).

3.3 Analysis of key assumptions

We now examine some key assumptions of compartmental models. In section 3.3.1, we

show that assumptions concerning the distribution of generation intervals (i.e. assumptions

about diseases stages, recovery rates, etc.) do not significantly affect the overall epidemic

trajectory. In section 3.3.2 we show how the effects of heterogeneity in susceptibility and

connectivity cannot be captured by an average or effective spreading rate 𝛽, in contrast to

how the distribution of generation intervals can be described by the effective parameter 𝛾.

In section 3.3.3, we discuss the implications of using continuous and deterministic variables

to describe dynamics that are in reality stochastic and discrete.

3.3.1 SEIR models, generation intervals and effective parameters

There are some cases in which simplifying assumptions are not critical. For instance, by

assuming a constant recovery rate 𝛾, the SIR model makes the assumption that generation

intervals follow an exponential distribution. However, the growth rate and reproduction
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number can nonetheless be accurately captured despite the actual generation intervals not

being exponentially distributed, so long as 𝛾 is treated as an effective parameter. Given an

observed reproduction number 𝑅0 and initial exponential growth rate 𝜆0, one may always

find a 𝛽 and 𝛾 such that 𝑅0 = 𝛽/𝛾 and 𝜆0 = 𝛽 − 𝛾. We note in this case that 1/𝛾 need

not be the mean of the distribution of generation intervals 𝑔(𝑡). Instead, the relationship

between 𝛾, 𝜆0, and 𝑅0 is given by

1

𝑅0

=

∫︁ ∞

0

𝑔(𝑡)𝑒−𝜆0𝑡𝑑𝑡 (3.7)

which implies that the 𝛾 necessary to match 𝑅0 and 𝜆0 will be the inverse mean of 𝑔(𝑡) if

and only if 𝑔(𝑡) = 𝛾𝑒−𝛾𝑡 [343] (see Appendix section 3.5.2 for details).

Models with additional compartments such as SEIR models are often considered to be

more accurate than the SIR model since they include a more realistic generation interval dis-

tribution (see Appendix section 3.5.3). However, the precise generation interval distribution

does not affect epidemic characteristics such as the final size, the initial exponential growth

rate, and 𝑅0. As described above, these characteristics can be captured by the SIR model

by treating the recovery rate 𝛾 as an effective parameter (see Figure 3-2). More generally,

for the purposes of modelling the overall epidemic trajectory, introducing any number of

disease stages into the SIR model only amounts to changing the effective distribution of

generation intervals, which changes only the precise timing of the epidemic curve (see Ap-

pendix section 3.5.1). The SIR model is elegant in that its parameter set (the dimensionless

𝑅0 plus a time scale 𝛾) is minimal; given the larger sources of uncertainty related to other

assumptions, additional parameters in SEIR models are not justified if they serve only to

refine the generation interval distribution. (The use of SEIR models over the SIR model may

be justified in other circumstances.)

SIR, SEIR and other compartmental models are frequently used for estimating the basic

reproduction number [60], but very often, the transition rates are not treated as effective

parameters and are estimated using the inverse of mean generation, serial, latent or infectious

intervals [90, 180, 206, 276, 324, 357, 364], which, as described above, is appropriate only
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Figure 3-2: An SEIR model can be replaced with an SIR model with a nearly identical
trajectory. Important characteristics such as the growth rate, reproduction number, herd
immunity threshold and epidemic size will be exactly the same in both models. The following
parameters were used to generate this figure. SEIR: 𝛽 = 0.25, 𝜎 = 0.167, 𝛼 = 0.125. SIR:
𝛽 = 0.119, 𝛾 = 0.059

for exponentially distributed intervals. This practice is also prevalent in other epidemic

modeling literature [207, 342, 111, 92, 283, 287, 30, 31, 32, 89, 122, 137].

3.3.2 Population heterogeneity

Human populations are heterogeneous in many ways: social networks of individuals exhibit

community structure [151, 18, 167], infectiousness and susceptibility can vary across the pop-

ulation depending upon age/health conditions/behavior, different regions may have different

mitigation responses to an epidemic, etc. Therefore, in this section we will discuss the widely

used assumption of homogeneous and well-mixed populations [207, 342, 111, 92, 137]. The

homogeneity assumption has been challenged using various types of heterogeneous models

[72, 248, 157, 145, 172, 121], and these studies point towards a crucial result: heterogeneous

models can yield very different outcomes from homogeneous models.

To summarize this impact of heterogeneous infectiousness, susceptibility, and connectiv-

ity, we use a simple class of models in which the population is partitioned into multiple

groups [72, 248, 157, 145, 172, 121]. We briefly describe these models below (methods can be
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found in Appendix section 3.5.4). The purpose of these modifications is not to create a more

accurate model but to show that heterogeneity and connectivity are crucial assumptions

that can have a substantial effect on both the epidemic trajectory and its final size. We do

not claim that any particular set of assumptions regarding heterogeneity or connectivity will

accurately predict an epidemic trajectory but rather include such assumptions to show that

the space of possible outcomes is far larger than homogeneous models would imply.

Heterogeneity in infectiousness and susceptibility

The SIR model assumes that individuals spread infections in a homogeneous manner. We

consider three ways in which spreading can be heterogeneous. Figure 3-3 summarizes the

results of these modifications to the model and shows that the final size can be very different

despite identical initial exponential growth rates and basic reproduction numbers.

First, groups can be equally susceptible (without loss of generality, 𝜂 = 1) but differ in

infectiousness 𝛽. In this case, the SIR model can effectively coarse-grain this heterogeneity

by selecting the effective spreading rate 𝛽SIR = ⟨𝛽⟩, where the angled brackets indicate an

average over the whole population.

Second, the groups can have the same infectiousness 𝛽 but differing susceptibilities 𝜂.

By selecting the effective spreading rate 𝛽SIR = 𝛽⟨𝜂⟩, the initial growth rate and basic

reproduction number can be reproduced with an SIR model. However, the SIR model will

offer a substantially different prediction for later parts of the epidemic trajectory and the

final epidemic size.

In the third case, both infectiousness and susceptibility vary across groups. We consider

a special case of this scenario by assuming that infectiousness and susceptibility are propor-

tional, i.e. those who are more likely to spread the disease are also more likely to contract

it. For instance, a person who wears a mask more often or who socializes less will be both

less likely to spread and less likely to contract the disease. Assuming both susceptibility and

infectiousness are proportional to a contact parameter 𝑏, the homogeneous SIR model can

reproduce the initial growth rate and basic reproduction number by selecting the effective
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Figure 3-3: Effect of different types of heterogeneity on the trajectory of an epidemic. (I)
Heterogeneity in infectiousness. (II) Heterogeneity in susceptibility. (III) Heterogeneity in
both infectiousness and susceptibility. All four cases have the same value of 𝛾 and the same
initial growth rate (as shown in the inset). Despite similar initial behavior, (II) and (III)
exhibit different epidemic sizes (the saturated value of 𝑟(𝑡)). The equations in Appendix
section 3.5.4 were used to generate the trajectories.

spreading rate 𝛽SIR = ⟨𝑏2⟩. (Note that here, the effective spreading rate ⟨𝑏2⟩ differs from

the average spreading rate ⟨𝑏⟩2, due to the more infectious individuals being more likely to

be infected.) However, as in the previous case, the homogeneous SIR model can grossly

misestimate later parts of the trajectory and the final epidemic size.

These results show that unless all individuals are equally likely to be infected, the large-

scale effects of heterogeneity on the epidemic trajectory beyond the initial exponential growth

cannot be captured by a homogeneous model. In other words, the heterogeneity cannot be

coarse-grained into a single effective parameter.

Heterogeneous connectivity

The SIR model assumes mean-field connectivity (i.e. every individual is equally likely to

interact with every other individual). Here we consider a population for which the connec-

tivity within and between groups can be controlled through a clustering parameter between

zero and one. A clustering parameter of zero means that the groups are perfectly well-

mixed while a clustering parameter of one means that there is no inter-group interactions
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Figure 3-4: Effect of heterogeneous connectivity, infectiousness, and susceptibility on the
final epidemic size (𝑟∞). For a given value of 𝑅0, varying the clustering parameter 𝑐 from 0
to 1 (and adjusting the contact parameter 𝑏1 so as to maintain the same value of 𝑅0) in a
population containing two groups can lead to epidemics of different sizes. The dashed curves
of corresponding colors show the epidemic size for the same value of 𝑅0 in the homogeneous
SIR model. Parameter values are 𝑏2 = 0.9, 𝑛1 = 𝑛2 = 0.5, 𝛾 = 1.0 (see equation 3.42) .

(mathematical methods can be found in Appendix section 3.5.4). Figure 3-4 shows how

connectivity assumptions can affect epidemic size. More important, however, is the space of

policy responses that is opened up by the fact that connectivity is not mean-field (i.e. that

populations are not well-mixed). The geographic clustering of cases, which can be increased

with travel restrictions, can be especially helpful in containing a pandemic using only local,

targeted measures [297].

Another large-scale effect of heterogeneity is that the trajectory of the number of infec-

tions can have multiple peaks, an impossible occurrence under homogeneous compartmental

models (see Figure 3-5). Of course, the shape of an epidemic trajectory will also be affected by

policy interventions, behavioral changes in the population, evolution of the infectious agent,

and seasonal effects, as well as nonlinear interactions among and between these factors and

various heterogeneities. In Figure 3-6 (see Appendix), we discuss an observed plateau in the

epidemic time-series from India that can be partially explained on the basis of heterogeneity.
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Figure 3-5: Heterogeneous connectivity, susceptibility, and infectiousness can substantially
change the trajectory of the epidemic. Since the groups are well separated, each group
exhibits a unique growth rate. If a homogeneous compartmental model was used to forecast
the trajectory at 𝑡 ∼ 1.5, we would be led to believe that the epidemic was about to end.
Parameters: 𝑐 = 0.75, 𝛾 = 1, number of groups = 5, contact parameters 𝑏 are approximately
exponentially distributed with mean 1. Seed infection is in the group with 𝑏 = 3 (see
Appendix section 3.5.4).

3.3.3 Continuous variables and elimination of outbreaks

In compartmental models, which use continuous variables, the number of infections can

exponentially decay but will never reach zero. Such models may mischaracterize the effects

of temporary, strong interventions by predicting an inevitable “second wave” [342, 111, 137].

Stochastic compartmental models [13] are better suited for analyzing interventions since they

use discrete variables and present elimination as a possible scenario (see Appendix section

3.5.5 for details).

Stochastic models also show that not all outbreaks grow to become an epidemic [15], an

observation which can aid in identifying policies that achieve containment once cases have

been brought to a sufficiently low number. The effect of stochasticity can be particularly

pronounced if super-spreader events play a substantial role in the overall spread of the disease.

Since stochastic disease transmission events take place through the contact networks

of individuals, connectivity patterns can affect the dynamics of elimination. Suspending
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long-range connections (through lock-downs and travel restrictions) can lead to localized

epidemics that are largely independent of each other. These local epidemics will be smaller

and thus able to be more quickly eliminated. Thus, heterogeneous connectivity can interact

with stochastic effects to make elimination a more accessible prospect than homogeneous

models would imply.

3.4 Discussion

What differentiates a good model from a bad model is not its level of detail but rather the

relationship between the details included in the model and the most important behaviors of

the system. Which details are important can depend not only on the system but also on the

modelling objectives. For instance, the precise distribution of generation intervals is crucial

if attempting to calculate the reproduction number from the exponential growth/decline rate

of an epidemic, but it can generally be coarse-grained to a single time-scale in the context

of predicting overall epidemic trajectories.

SEIR models differ from the SIR model in that they use a more detailed and realistic gen-

eration interval distribution. The corrections to the epidemic trajectory from the distribution

of generation intervals will generally be small compared to other sources of error. Both SIR

and SEIR models ignore potentially important factors such as heterogeneity, stochasticity,

and behavior change/policy interventions. If such factors are to be ignored, however, the

SIR model has the advantage of not including any unnecessary (and therefore potentially

misleading) details; its output depends only on the unit-less 𝑅0, together with a time-scale

set by the effective recovery rate 𝛾.

SEIR and related models can provide a breakdown of types of infections and can help

with, for example, the management of health care resources (although often, all that matters

is the probability of an infection being of a certain type rather than the precise dynamics

between types). However, given the often far larger effects of heterogeneity and stochasticity

(not to mention behavioral change and policy response), including the details of disease

progression while ignoring these other assumptions may provide a false sense of confidence in
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the accuracy of the model. More importantly, a misunderstanding of the relative importance

of assumptions in any given model may narrow the set of interventions considered.

The idea that some details and assumptions are more important than others is frequently

used in mathematics and physics. In mathematics, functions are often approximated locally

using a Taylor expansion, with each higher order term providing additional details. A higher

order term (finer-grain correction) is used only when all lower-order terms (coarser-grain

corrections) have been included. To do otherwise—or to include some corrections at a given

scale while ignoring others—is fundamentally unsound and can lead to nonsensical results.

When modeling a real-world system, the various details do not necessarily fit cleanly into a

Taylor expansion, but the general conceptual principle still holds: details of lower relative

importance should be considered only after all of the larger-scale effects have already been

taken into account.

Agent-based or network models can transcend some of the limitations of compartmental

models. Like any model, however, they may suffer from the flaw of arbitrarily focusing

on some details while leaving out others, thereby mischaracterizing the space of large-scale

behaviors of the epidemic. As agent-based and network models are generally more detailed,

especially careful attention must be paid to this point.

We have not examined many details such as contraction of generation intervals [195],

policy responses to an outbreak, temporal and geographic heterogeneity, time varying im-

munity, seasonal effects, and the emergence of disease variants, among others, which may

influence the large-scale behaviors of an epidemic in dramatic ways. The unpredictability

inherent to epidemics underscores the need for a precautionary principle for acting under

uncertainty [95]. A careful examination of model assumptions is needed, not to evaluate the

accuracy of the assumptions themselves—they will always be inaccurate—but to see how

they do or do not affect the link between our actions and the space of possible outcomes.
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3.5 Appendix

3.5.1 Epidemic size

The epidemic size is not affected by the generation interval distribution. This can be seen by

considering an epidemic process on a graph of 𝑁 nodes, where an infected individual has a

chance 𝑝 of infecting any other susceptible, and that these infection events are independent

of each other. The infected contacts made in this process constitute an Erdos-Renyi graph

[54, 35]. Thus, size of the epidemic is the size of the giant component of the Erdos-Renyi

graph, the expectation value of which is given by 𝑧 = 1− exp(−𝑝𝑁𝑧), which is identical to

the epidemic size of the SIR model if 𝑅0 = 𝑝𝑁 . Under the assumptions of homogeneity, the

epidemic size depends only on 𝑅0, and not on the generation interval distribution, spreading

or recovery rates.

More generally, consider a set of nodes on which each transmission event leads to a

directed edge. The transmission events need not be independent (to account for super

spreading behavior or heterogeneity). The final size of the epidemic is the number of nodes

that are connected directly or indirectly to the seed infection node. So, the final size depends

only on the probabilities of transmission (existence of a directed edge between a pair of

nodes), and does not depend on the temporal properties of the process such as generation

intervals or the number or types of stages in a compartmental model.

3.5.2 Generation intervals

The SIR model, despite its unrealistic assumptions about the generation interval distribution,

can correctly capture the initial exponential growth rate, the basic reproduction number 𝑅0,

and the epidemic size (subject to the assumption of homogeneity).

A general result is that if the generation intervals of an epidemic are given by a random

variable 𝑇 , the relationship between the effective reproduction number 𝑅 and growth rate is
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given by

𝑅 = 1/𝑀𝑇 (−𝜆) (3.8)

where 𝑀𝑇 (𝜇) = E[𝑒𝜇𝑇 ] is the moment generating function of the distribution of 𝑇 and 𝜆 is

the exponent of growth or decline [343]. This relationship is valid for any distribution of

generation intervals and applies whenever the population size and number of infections is

large enough that stochastic effects can be ignored. (There is also the implicit assumption

that 𝑅 and the generation interval distribution are roughly constant over the time interval

during which exponential growth/decline is observed.)

Within an SIR model, the generation intervals are exponentially distributed with mean

1/𝛾, so equation (3.8) yields

𝑅0 = 1 + 𝜆0/𝛾 (3.9)

where 𝜆0 is the initial exponential growth rate. If an SIR model is to accurately describe

𝑅0 and 𝜆0 for an observed epidemic, then 𝛾 is determined by Equation (3.9). But since

actual generation intervals are not exponentially distributed, the inverse recovery rate 1/𝛾

can not be estimated as the mean of the observed generation intervals. Instead, 𝛾 (and 𝛽)

serve as effective parameters that coarse-grain the actual distribution of generation intervals

𝑇 in such a way that the SIR model yields the correct initial growth rate 𝜆0 and basic

reproduction number 𝑅0:

𝛾 =
𝜆0

𝑅0 − 1
=

𝜆0

1/𝑀𝑇 (−𝜆0)− 1
̸= 1

E[𝑇 ]
(3.10)

𝛽 = 𝛾𝑅0 =
𝜆0

1−𝑀𝑇 (−𝜆0)
(3.11)

Nonetheless, much of the modeling literature (e.g. [90, 180, 206, 276, 324, 357, 364, 207, 342,

111, 92, 283, 287, 30, 31, 32, 89, 122, 137]) uses 𝛾 = 1
E[𝑇 ]

.
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3.5.3 The SEIR model

The SEIR model is an enhanced SIR model where a new compartment of exposed individuals

(who have been infected but are not infectious) is introduced. Exposed individuals transition

to the infectious compartment at a rate 𝜎. The model is described these differential equations:

d𝑠

d𝑡
= −𝛽𝑠𝑖 (3.12)

d𝑒

d𝑡
= 𝛽𝑠𝑖− 𝜎𝑒 (3.13)

d𝑖

d𝑡
= 𝜎𝑒− 𝛼𝑖 (3.14)

d𝑟

d𝑡
= 𝛼𝑖 (3.15)

Convolving the two exponential distributions corresponding to the transitions from exposed

to infectious and infectious to recovered [343] gives the following distribution of generation

intervals

𝑔(𝑡) =
𝜎𝛼

𝜎 − 𝛼
(𝑒−𝛼𝑡 + 𝑒−𝜎𝑡) (3.16)

which, when combined with equation (3.8), yields

𝑅0 = (1 + 𝜆0/𝜎)(1 + 𝜆0/𝛼) (3.17)

where 𝜆0 is the initial exponential growth rate and 𝑅0 is the basic reproduction number.

Combining equations (3.17) and (3.9) allows us to find an effective 𝛾 of the SIR model in

terms of the effective parameters of the SEIR model such that the basic reproduction number

and the initial growth rate of both the models are equal:

𝑅0 = (1 + 𝜆0/𝜎)(1 + 𝜆0/𝛼) = 1 + 𝜆0/𝛾 (3.18)

Thus, any SEIR model can be replaced with an SIR model with the same initial growth rate

and 𝑅0 (and thus final size). (Note that for both models, 𝛽 is also an effective parameter:
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for the SEIR model, 𝛽 = 𝑅0𝛼, while for the SIR model, 𝛽 = 𝑅0𝛾) The two models will differ

only in terms of the precise timing the epidemic curve later on in its trajectory, but such

differences will be swamped by other sources of error such as heterogeneity and stochasticity.

3.5.4 Heterogeneity

Heterogeneity in infectiousness, susceptibility and connectivity that were explored in section

3.3.2 use a common framework in which a population of size 𝑁 is divided into multiple

groups. For a group 𝑘: size of the group is 𝑁𝑘 and the density is 𝑛𝑘 = 𝑁𝑘/𝑁 . The

number of susceptible, infected and recovered individuals is 𝑆𝑘, 𝐼𝑘, 𝑅𝑘 respectively and their

corresponding densities are 𝑠𝑘 = 𝑆𝑘/𝑁, 𝑖𝑘 = 𝐼𝑘/𝑁, 𝑟𝑘 = 𝑅𝑘/𝑁 , such that 𝑠𝑘 + 𝑖𝑘 + 𝑟𝑘 =

𝑛𝑘. For two groups 𝑘 and 𝑙, the inter group interactions (infectiousness, susceptibility and

connectivity) are captured by 𝐵𝑘𝑙. The modified SIR equations can be written as:

d𝑖𝑘
d𝑡

= 𝑠𝑘
∑︁
𝑙

𝐵𝑘𝑙𝑖𝑙 − 𝛾𝑖𝑘 (3.19)

d𝑠𝑘
d𝑡

= −𝑠𝑘
∑︁
𝑙

𝐵𝑘𝑙𝑖𝑙 (3.20)

d𝑟𝑘
d𝑡

= 𝛾𝑖𝑘 (3.21)

It can be seen that a system state with no infections (𝑖*𝑘 = 0 for all 𝑘) is a fixed point of

these equations. At the beginning of the epidemic, the number of infections in each group

will be approximately zero (𝑖𝑘 ≈ 0) and most of the population will be susceptible (𝑠𝑘 ≈ 𝑛𝑘).

Thus equation (3.19) can be linearized about the fixed point 𝑖*𝑘 = 0 to give

d𝑖𝑘
d𝑡

= 𝑛𝑘

∑︁
𝑙

𝐵𝑘𝑙𝑖𝑙 − 𝛾𝑖𝑘 (3.22)

This is a set of linear differential equations whose initial time behaviour can be understood

from the eigenvalues of the matrix 𝑀 where 𝑀𝑘𝑙 = 𝑛𝑘𝐵𝑘𝑙 − 𝛾𝛿𝑘𝑙. More precisely, the top

eigenvalue of 𝑀 gives the initial exponential growth rate of number of infections. As the
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epidemic progresses, the fraction of infected population is no longer close to zero and the

epidemic deviates from exponential growth.

The basic reproduction number is the top eigenvalue of the next generation matrix [118,

338]. The next generation matrix 𝐺 is given by

𝐺𝑘𝑙 =
𝑛𝑘𝐵𝑘𝑙

𝛾
(3.23)

The next generation matrix can also be obtained from the matrix 𝑀 using 𝐺 = 1 + 1
𝛾
𝑀 .

Thus the basic reproduction number can be computed using equation (3.9).

The size of the epidemic 𝑟𝑘(𝑡 → ∞) can be estimated by using equations (3.20) and

(3.21), integrating from 𝑡 = 0 to ∞, with the condition that 𝑖𝑘(𝑡 → ±∞) = 0.

𝑟∞𝑘 = 𝑛𝑘

[︂
1− exp

{︃
−1

𝛾

∑︁
𝑙

𝐵𝑘𝑙𝑟
∞
𝑙

}︃]︂
(3.24)

𝑟∞ =
∑︁
𝑘

𝑟∞𝑘 (3.25)

Heterogeneity in individual characteristics

The following equations were used for the three cases described in section 3.3.2 of the main

text and give expressions for the initial exponential growth rate 𝜆0, the basic reproduction

number 𝑅0 and final epidemic size.

Case I: Heterogeneous infectiousness and homogeneous susceptibility (𝐵𝑘𝑙 = 𝛽𝑙).

𝜆0 =
∑︁
𝑙

𝑛𝑙𝛽𝑙 − 𝛾 (3.26)

= ⟨𝛽⟩ − 𝛾 (3.27)

𝑅0 = 1 + 𝜆0/𝛾 = ⟨𝛽⟩/𝛾 (3.28)
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One can show that eq. (3.24) is satisfied if 𝑟∞𝑙 = 𝑛𝑙𝑟
∞, and thus

𝑟∞𝑘
𝑛𝑘

= 1− exp

{︂
−⟨𝛽⟩𝑟∞

𝛾

}︂
= 𝑟∞ (3.29)

𝑟∞ = 𝑟∞SIR (3.30)

Thus, an SIR model with an effective spreading rate 𝛽SIR = ⟨𝛽⟩ not only reproduces the

initial growth rate and basic reproduction number but also the final size (and, as it can be

shown with similar logic, the entire epidemic trajectory).

Case II: Heterogeneous susceptibility and homogeneous infectiousness (𝐵𝑘𝑙 = 𝛽𝜂𝑘)

𝜆0 = 𝛽
∑︁
𝑘

𝑛𝑘𝜂𝑘 − 𝛾 (3.31)

= 𝛽⟨𝜂⟩ − 𝛾 (3.32)

𝑅0 = 1 + 𝜆0/𝛾 = 𝛽⟨𝜂⟩/𝛾 (3.33)

𝑟∞𝑘
𝑛𝑘

= 1− exp

{︃
−𝛽𝜂𝑘

𝛾

∑︁
𝑙

𝑟∞𝑙

}︃
(3.34)

By selecting the effective spreading rate 𝛽SIR = 𝛽⟨𝜂𝑘⟩, the initial growth rate and basic

reproduction number can be reproduced by an SIR model, but a different final size 𝑟∞ =∑︀
𝑘 𝑟

∞
𝑘 will result because

𝑟∞ = 1− ⟨exp
[︀
−(𝛽/𝛾)𝜂𝑘𝑟∞

]︀
⟩ < 1− exp

[︀
−(𝛽/𝛾)⟨𝜂𝑘⟩𝑟∞

]︀
(3.35)

due to the concavity of the function 1 − 𝑒−𝑥, where the average over the values of 𝜂𝑘 is

weighted by the population fractions 𝑛𝑘.
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Case III: Heterogeneous susceptibility and infectiousness (𝐵𝑘𝑙 = 𝑏𝑘𝑏𝑙)

𝜆0 =
∑︁
𝑘

𝑛𝑘𝑏
2
𝑘 − 𝛾 (3.36)

= ⟨𝑏2⟩ − 𝛾 (3.37)

𝑅0 = 1 + 𝜆0/𝛾 = ⟨𝑏2⟩/𝛾 (3.38)

𝑟∞𝑘
𝑛𝑘

= 1− exp

{︃
−𝑏𝑘

𝛾

∑︁
𝑙

𝑏𝑙𝑟
∞
𝑙

}︃
(3.39)

By selecting the effective spreading rate 𝛽SIR = ⟨𝑏2⟩, the initial growth rate and basic re-

production number can be reproduced by an SIR model. Theorem 4 of [17] proves that for

a given 𝑅0, when susceptibility and infectiousness are proportional to each other in each

group, the final size is less than that of a homogeneous SIR model.

Heterogeneous connectivity

In the previous section above, the rate 𝐵𝑘𝑙 at which an individual in group 𝑘 infects an

individual in group 𝑙 can be described solely in terms of the individual characteristics of

members of groups 𝑘 and 𝑙. But in reality, connectivity patters tend to be clustered. In

order to capture some of these clustering effects (albeit in a simplified manner), we allow

for a higher probability of the disease spreading within groups than between groups. For

instance, it is generally more likely for the disease to spread between two individuals living

within the same city than between individuals living in different cities.

To account for this, we let 𝐵𝑘𝑙 = 𝑏𝑘𝑏𝑙𝐶𝑘𝑙 with 𝐶𝑘𝑙 given by

𝐶𝑘𝑙 = 1− 𝑐+
𝑐

𝑛𝑘

𝛿𝑘𝑙 (3.40)

where 𝑐 ∈ [0, 1] is the clustering parameter. Note that 𝐶𝑘𝑙 is normalized such that

∑︁
𝑙

𝑛𝑙𝐶𝑘𝑙 = 1 (3.41)
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Figure 3-6: Time series of new COVID-19 infections from the state of Chhattisgarh in India
shows an epidemic plateau between 2021-04-16 and 2021-05-06. Three districts of the state
(out of 27), Durg, Raipur and Rajnandgaon peaked around 2021-04-16, while the rest of
the districts in the state peaked around 2021-05-06. Such a disparity in the trajectories is a
result of the heterogeneity in the social contact structures as well as timing and severity of the
interventions. The homogeneous compartmental models when used at the scale of the state
will not be able to capture the space of possible trajectories that arise out of heterogeneity.
Epidemic data was obtained from [102].

In Figure 3-4 of the main text, we explore the case of two groups with different contact

parameters 𝑏1 and 𝑏2 and a connectivity parameter 𝑐. The basic reproduction number 𝑅0 is

then given by

𝑅0 =
1

2𝛾
(𝑛1𝐵1 + 𝑛2𝐵2 +

√︀
(𝑛1𝐵1 − 𝑛2𝐵2)2 + 4𝑛1𝑛2𝐵2

𝑐 ) (3.42)

where 𝐵1 = 𝑏21(1− 𝑐+ 𝑐/𝑛1), 𝐵2 = 𝑏22(1− 𝑐+ 𝑐/𝑛2), and 𝐵𝑐 = 𝑏1𝑏2(1− 𝑐).

Heterogeneity in the population can cause epidemic trajectories to deviate from simple

trajectories (growth and decline), as shown in Figure 3-5 of the main text. One such deviation

is a plateau in the epidemic trajectory observed in both simulations [234] and epidemic data.

Figure 3-6 shows such a plateau in the second wave of COVID-19 epidemic in Chhattisgarh,

India.
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Figure 3-7: Continuous compartmental models forecast a deterministic second wave of infec-
tions. The shaded region of the plot shows the time period for which intervention is imposed
by reducing the spreading rate. The blue curve shows the trajectory of number of infections
in the SIR model: After interventions are removed, the infections rise again. The scatter plot
trajectory shows the number of cases in the stochastic SIR model, with each marker type
corresponding to a single realization of the model. The trajectories with the pink and yellow
squares show that there is a finite probability for the epidemic to be eliminated during the
intervention and that a second wave does not always occur. Due to the stochastic nature of
disease spread, interventions cannot be held in place for a pre-determined amount of time
but rather must be calibrated to real-time observations. For instance, for the case of the pink
circles and yellow squares, the interventions could be lifted earlier than they were in this
simulation, while for the blue triangles, the interventions would need to be kept in place for
longer. Simulation parameters: 𝛽 = 4.1, 𝛾 = 1, 𝑁 = 1000. The spreading rate 𝛽 is reduced
by a factor of 4 during lockdown period which lasts from 𝑡 = 1.0 to 𝑡 = 20.0. The time step
used is ∆𝑡 = 0.00017.
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3.5.5 Stochasticity

Elimination of an epidemic is a large-scale behavior with very a important implication: unless

new cases are imported, a new wave of infections can not occur, thereby paving the way for

a safe relaxation of interventions. Continuous models do not exhibit elimination behavior.

Stochastic models show that if the effective reproductive number is held below 1, elimination

will eventually occur (see Figure 3-7).

For Figure 3-7, we use the discrete time Markov chain (DTMC) formulation for simulating

the stochastic epidemic [13]. A discrete population of size 𝑁 is described by the state (𝑆, 𝐼),

where 𝑆 is the number of susceptible and 𝐼 is the number of infected individuals. Similar

to the deterministic SIR model, 𝛽 and 𝛾 are the effective spreading and recovery rates. The

simulation starts with a single infected individual (the population is in a state (𝑁 − 1, 1)),

and at each successive time step the system can transition to either one of the two states: (a)

a susceptible individual becomes infected, (b) an infected individual recovers; or the system

can remain in the same state. The transition probabilities for each of these scenarios, when

the system is in a state (𝑆, 𝐼), are:

𝑃 (𝑆 − 1, 𝐼 + 1) = 𝛽
𝑆𝐼

𝑁
∆𝑡 (3.43)

𝑃 (𝑆, 𝐼 − 1) = 𝛾𝐼∆𝑡 (3.44)

𝑃 (𝑆, 𝐼) = 1−
(︁
𝛽
𝑆

𝑁
+ 𝛾

)︁
𝐼∆𝑡 (3.45)

where ∆𝑡 is the time step for the simulation. Its value must be selected such that all transition

probabilities lie between zero and one.
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Chapter 4

Pandemic Response

Understanding what models cannot predict is sometimes more important than understanding

what they can. For example, in a chaotic system such as the weather, only very short-term

predictions are accurate because small changes in the present can result in very large changes

in the future. The trajectory of the COVID-19 pandemic is another example: because the

number of infections depends exponentially on the growth rate of the epidemic, small in-

accuracies in the prediction of the growth rate will lead to large changes in the number of

deaths after enough time. Furthermore, the growth or decay rate of the epidemic depends on

the precise implementation details of interventions, and a very small change in the strength

of interventions could be the difference between two hugely different outcomes: exponential

growth until saturation versus exponential decay until elimination. Gaining an approximate

understanding of the trajectory of the epidemic is important, but, when there is so much un-

certainty arising from underlying disease and social dynamics in addition to the uncertainty

over exactly how interventions will be implemented, detailed refinements to models are not.

More generally, spending effort trying to pin down details in models is futile if any

accuracy gained is swamped by uncertainty in the measurements or by inaccuracies in the

core model assumptions. What is the purpose of refining a model by 10% if there is a

50% uncertainty stemming from other aspects or assumptions of the model, or if there is

a relevant behavior of the modeled system that the model fails to capture all together?
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Models that attempt to capture a system’s small-scale detailed behavior will inevitably

include some details and leave out others. Depending on which details are included, such

models may mischaracterize the system’s large-scale behavior, and when they do work, it is

often because their specific assumptions are a special case of a simpler, more general model.

Thus, sometimes it is not the complicated models but the deceptively simple ones that are

most effective for understanding a system’s large-scale behavior.1

We now give a simple, general model that captures the effects of system details through

a few larger-scale effective parameters.2

4.1 Introduction

The outbreak of coronavirus disease 2019 (COVID-19), caused by severe acute respiratory

syndrome coronavirus 2 (SARS-CoV-2), emerged in Wuhan, China, reportedly in December

2019 [354] and has since become a severe pandemic [353]. Understanding the dynamics of

disease transmission both within and between regions [345, 275, 96, 98, 6, 33, 323, 34] can

provide insight into how to eliminate the outbreak by imposing restrictive measures only

where the virus is locally spreading, thus minimizing larger-scale economic impacts [166,

156, 23, 75]. Regions could be cities, counties, states, or any other partition of a population

such that the disease transmission occurs predominantly within (as opposed to between)

regions. The choice of region size depends on the spatial granularity at which policy makers

are willing and able to control disease transmission.

Since it is impossible to model all the details of real-world systems, identifying large-scale

behaviors is necessary to determine which details matter and how [193, 50, 298]. For COVID-

19, the parameters for these large-scale behaviors include the average size of an outbreak

within a region and the transmissibility of the outbreak between regions. The values of these

1This and the above paragraph have been taken from a preprint version of the open-access article: Alexan-
der F. Siegenfeld, Nassim Nicholas Taleb, Yaneer Bar-Yam. What models can and cannot tell us about
COVID-19. PNAS 117, 16092-16095 (2020)

2The rest of this chapter is a slightly modified version of an article published open access under a Creative
Commons Attribution 4.0 International License: Alexander F. Siegenfeld and Yaneer Bar-Yam. The impact
of travel and timing in eliminating COVID-19. Communications Physics 3, 204 (2020).
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two parameters, both of which can be controlled with interventions, determine whether the

behavior of the epidemic within a collection of regions (e.g. a country) is that of exponential

spread until saturation (e.g. dynamic endemic equilibrium or herd immunity) or exponential

decay until elimination. In the latter regime, elimination will be stable and most regions

within the collection can fully open up their economies, with only local and sporadic social

distancing measures needed to contain outbreaks arising from hidden or imported cases.

A central concept in the study of disease spread is the reproductive number 𝑅, i.e. the av-

erage number of people to whom a typical infected individual will transmit the disease [119].

To consider the transmission between regions, an analogous region-to-region reproductive

number 𝑅* can be defined as the number of other regions (including those that have been

previously infected) to which a single infected region will transmit the infection on aver-

age [35, 97]. Just as an outbreak cannot sustainably propagate (i.e. elimination is stable)

among individuals within a region if 𝑅 < 1, an outbreak cannot sustainably propagate among

regions within a collection if 𝑅* < 1.

Here, we analyze how local measures can support the elimination of COVID-19 while

avoiding large-scale lockdowns where they are unnecessary. We find that reductions in travel

and the speed with which regions act to contain future outbreaks play decisive roles in

whether COVID-19 is eliminated from a collection of regions (i.e. whether 𝑅* < 1). Such

an elimination is stable: for each outbreak caused by imported or undetected cases, only a

few regions—fewer than 1/(1−𝑅*) on average—need to temporarily impose measures while

the rest of the regions in the collection remain open. If infected regions (including those

that become re-infected in the future) impose control measures shortly after experiencing

community transmission (i.e. shortly after no longer being a “green zone”), the number of

infected regions, and thus the number of regions in which such measures are required, will

exponentially decrease over time.
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4.2 Results

4.2.1 General model

The disease is modeled as being transmitted among individuals within a region, with travel

allowing the disease to spread between regions. A collection of regions is defined as any

partition of a population such that travel/social contact within each region far exceeds that

between them (e.g. the U.S. could be partitioned by county or commuting zone bound-

aries), in order that an infected individual is far more likely to transmit the virus to someone

within the same region rather than to someone in a different region (i.e. transmission be-

tween regions can be treated as a first-order perturbation). Policy makers are assumed to

act homogeneously within each region and to have the ability to act independently between

regions—thus, the choice of how to partition a population into regions must take into consid-

eration the spatial granularity at which policy makers are willing and able to make decisions.

Treating larger areas as single regions means that social distancing measures will be homo-

geneously applied to larger areas but also means that it is easier to achieve lower per capita

travel rates between such areas.

We define a region as infected if someone with the infection enters the region. Community

transmission, also known as community spread, is said to occur when individuals within a

region are infected from an unknown source [85]. Conditioning on region 𝑐 being infected,

we let 𝑁𝑐 be a random variable (that could be zero) denoting the total number of new

infections that occur in region 𝑐 from the time after the region is infected to the time at

which there is no more community transmission, at which point we define the region as

no longer infected. Let 𝑝𝑐 be the probability that an infected individual in region 𝑐 will

travel to another region during the period in which that individual is contagious. Then,

the region-to-region reproductive number for region 𝑐—which we define as the expectation

of the number of regions that region 𝑐 will infect if it becomes infected—is 𝑅𝑐
* = E[𝑁𝑐]𝑝𝑐.

The expected outbreak size E[𝑁𝑐] can be greatly reduced if regions impose strong social

distancing measures shortly after detecting community transmission (these social distancing
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measures can be lifted once community transmission has been contained), while 𝑝𝑐 can be

reduced by reducing travel out of infected regions.

𝑅𝑐
* may differ from region to region, with 𝑅𝑐

* for a particular region depending not only

on internal factors but also on the network connectivity between that region and others,

which in turn depends on the sizes of regions (i.e. the scale/level of granularity of the

interventions). If the interventions are sufficiently fast and strong such that 𝑅*—the average

value of 𝑅𝑐
* over a collection of regions with each region weighted by its probability of being

infected [119]—is less than one, then the outbreak will not be self-sustaining within that

collection of regions. Put another way, a collection of regions can exist in one of two regimes:

a regime for which elimination is a stable fixed point of the system and a regime for which

it is unstable (see fig. 4-1). A change in policy can shift a collection of regions from the

unstable regime (𝑅* > 1) to the stable regime (𝑅* < 1) or vice versa. Although the values

of 𝑁𝑐 for a collection of regions could currently be high, 𝑅* is determined by E[𝑁𝑐] and 𝑝𝑐

for the regions that will be infected or re-infected in the future after social distancing has

eliminated the virus from currently infected regions.

We note that if region 𝑐 were infected multiple times, E[𝑁𝑐] would be higher than if it

were infected once, but it is assumed that infecting an already infected region will on average

contribute no more to disease spread than infecting a currently uninfected region. Thus,

like the basic reproductive number, this region-to-region reproductive number overestimates

the disease spread away from the limit of most regions being uninfected by counting a

single region that has been infected multiple times during a single outbreak as multiple

regions being infected. To the extent that a region being infected multiple times has a linear

effect on its expected total number of cases, this approximation will not impact the values

of 𝑅*. However, if a region that is currently implementing control measures because of

previous importations receives additional imported infections, these additional importations

are not likely to have as large an effect as the previous ones that occurred before control

measures were implemented. Thus, 𝑅* may be overestimated when a high total number of

infections within a collection of regions makes it common for regions to experience multiple
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importations during a single outbreak. We also note that, as in SIS compartmental models,

an infected region in which the virus is contained can later be re-infected.

It is important to keep in mind that a collection of regions can be in the stable regime, in

which the region-to-region reproductive number for the collection 𝑅* is less than one, while,

at any given time, the reproductive number 𝑅 of most regions within the collection is greater

than one. In other words, in order for 𝑅* < 1 for the collection of regions, individual regions

within the collections need only maintain 𝑅 < 1 so long as community transmission persists

within them; otherwise, they can lift social distancing measures and open up economically.

For every infection that a collection of regions with 𝑅* < 1 imports (not including cases that

were quarantined at the border), the average number of regions within that collection that

will need to impose social distancing measures is bounded by 𝛼
∑︀∞

𝑛=0(𝑅*)
𝑛 = 𝛼/(1 − 𝑅*)

where 𝛼, which can be reduced with testing and contact tracing, is the probability that an

imported case will result in community transmission within a region. Thus, border control

need not be perfect; if a collection of regions has sufficiently good border control and policies

that ensure 𝑅* < 1, elimination will remain stable while most of the collection’s regions

remain open most of the time.

4.2.2 Modeling the approximate size of regional outbreaks

We now describe a simple mathematical model to estimate 𝑁𝑐, not to provide a precise

description of the epidemic trajectory but rather to clarify how various interventions may

affect outbreak size. This specific model assumes exponential growth before control measures

are implemented followed by exponential decline afterwards. However, the validity of this

assumption is not essential to the main results, which depend only on the number of infected

individuals traveling out of each region. Modeling the number of active cases within a

region using exponential growth and decay serves mainly to give a quantitative handle on

the rates of increase and decrease in cases, but comparable results could be obtained using

other epidemic trajectories. (Similarly, although SIS and SIR models assume an exponential

distribution of generation intervals, this particular assumption does not affect the conditions
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Figure 4-1: Phase diagram of COVID-19 for a collection of regions. Elimination can
either be stable or unstable; the stability of elimination is a function of (1) the average total
number of cases that will result from the disease being transmitted to a region (which depends
on, among other factors, how quickly regions locally impose social distancing measures if
they are infected or re-infected), and (2) the probability that an infected individual in one
region will infect an individual in another (which depends on the rate of travel between
regions). Note that the stable regime does not require that every region implement social
distancing measures but rather only those with active community transmission. Thus, once
elimination is achieved, it can be maintained while most regions remain economically open,
with outbreaks caused by hidden or imported cases contained by social distancing measures
that are localized in both space and time. Image source: [300].
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under which such models are valid, so long as their recovery rate 𝛾 is treated as an effective

parameter.) The one key assumption is that the reproductive number within individual

regions can be reduced below one with sufficiently strong measures such as mask-wearing,

social distancing, contact tracing, etc. This assumption has been validated empirically by

the many regions around the world in which the number of cases has declined for a sustained

period of time.

Let 𝑖𝑐0 be a stochastic factor that roughly corresponds to the initial foothold that the

virus gains in region 𝑐 conditioning on an infected individual entering the region, with 𝑖𝑐0 = 0

corresponding to the case in which no one was infected or a few people were infected but

the outbreak was contained by contact tracing/quarantine or otherwise spread no further

(e.g. no community transmission). The probability distribution of 𝑖𝑐0 will depend on the

distribution of infectiousness [224], a function of both biological and social factors. If the

outbreak is contained (𝑖𝑐0 = 0), then the number of active infections remains at zero for the

purposes of this model because—by definition—the outbreak has no chance of spreading to

other regions.

If the outbreak is not contained (𝑖𝑐0 ̸= 0), the number of active infections is modeled as

growing with time 𝑡 at an exponential rate 𝑒𝑟𝑐𝑡. Then, after time 𝑇𝑐 (the delay in response),

the region implements social distancing measures that cause the number of active infections

to decay as 𝑒−𝑡/𝜏𝑐 , where 𝜏𝑐 is the time-constant (i.e. the inverse of the rate) of decay.

Such exponential decrease will occur if the social distancing measures, together with mask-

wearing and testing/contact tracing/quarantine, can reduce the reproductive number (𝑅) of

the virus below one. The greater the reduction in 𝑅, the smaller the value of 𝜏𝑐 and thus

the faster the decrease in infections. (For 𝑅 < 1, 𝑅 is related to 𝜏𝑐 by 1 =
∫︀∞
0

𝑅𝑔(𝑡)𝑒𝑡/𝜏𝑐𝑑𝑡

where 𝑔(𝑡) is the distribution of generation intervals [344].) We note that this assumption

of exponential increase followed by exponential decay after intervention assumes that the

proportion of susceptible individuals is roughly constant, i.e. that the region intervenes

before a significant fraction of its population is infected, which is the regime with which

we are concerned. To the extent that this assumption does not hold, its use will result in
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Figure 4-2: Representative epidemic trajectory of an outbreak within a single
region. The number of active infections in a region 𝑐 according to the model described by
eq. (4.1) are shown as a function of time. The time at which community transmission begins
is defined as 𝑡 = 0. At 𝑡 = 𝑇𝑐 (a duration of 𝑇𝑐 after the start of community transmission),
control measures that reduce the reproductive number of the virus to less than one are
implemented. At 𝑡 = 𝑇𝑐, the size of the outbreak is 𝑖𝑐0𝑒𝑟𝑐𝑇𝑐 where 𝑖𝑐0 is a stochastic factor and
𝑟𝑐 is the rate of exponential growth without the control measures. In order to eliminate the
community transmission, we estimate that the control measures must remain in place for a
duration of approximately 𝜏𝑐(𝑟𝑐𝑇𝑐+ln 𝑖𝑐0) (see eq. (4.2)), where 𝜏−1

𝑐 is the rate of exponential
decay in the number of infections under the control measures. Thus, the longer the region
waits to enact the measures, the longer the total amount of time they must remain in place.

an overestimate of the number of infected individuals and thus does not affect our main

conclusions.

The number of active infections in region 𝑐 as a function of time (see fig. 4-2) can therefore

be written as:

𝑖𝑐(𝑡) =

⎧⎪⎨⎪⎩𝑖𝑐0𝑒
𝑟𝑐𝑡 𝑡 ≤ 𝑇𝑐

𝑖𝑐0𝑒
𝑟𝑐𝑇𝑐𝑒−(𝑡−𝑇𝑐)/𝜏𝑐 𝑡 ≥ 𝑇𝑐

(4.1)

The social distancing measures can be lifted once no active infections remain in the

region or once there is no more community transmission and the remaining infections can be

contained with contact tracing. Solving for 𝑖𝑐(𝑡) = 1 (assuming 𝑖𝑐0 ̸= 0) yields an approximate
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duration for the social distancing measures of

𝜏𝑐(𝑟𝑐𝑇𝑐 + ln 𝑖𝑐0) (4.2)

As the number of cases becomes increasingly small, testing and contact tracing become

increasingly effective and can hasten the end of community transmission, thereby allowing

the social distancing measures to be lifted. The probability that the number of infections

will rebound after the social distancing measures are lifted—in which case an additional

phase of such measures will be needed, as in the Imperial College report [137]—will depend

on the probability of importation from other regions, which in turn will depend on the

region-to-region reproductive number 𝑅*. Even though the virus can be re-imported, as

long as 𝑅* < 1, the number of infected regions will on average decrease over time, since

re-importation events are included in 𝑅*.

4.2.3 Modeling transmission between regions

Each infected region 𝑐 infects a currently uninfected region with a probability rate propor-

tional to the number of active infections 𝑖𝑐(𝑡) times the probability rate 𝑝𝑐 that an infected

individual will travel to an uninfected region. The number of new infected regions spawned

by region 𝑐 can thus be modeled as a Poisson process with rate 𝑖𝑐(𝑡)𝑝𝑐. As described above,

this modeling assumption overestimates the spread of the disease to new regions by counting

a single new region that has been infected multiple times (possibly by multiple other regions)

as multiple new infected regions. The smaller the number of regions infected and the smaller

the probability of one region infecting another, the smaller the probability that the same

region will be infected twice. Nonetheless, for certain regional connectivity networks, this

model may overestimate 𝑅*. (Our main conclusions are unaffected because 𝑅* will be less

than one if its overestimate is.)

Let 𝑝𝑐0 be the per capita probability rate before time 𝑇𝑐 of individuals in region 𝑐 traveling

to other regions and 𝑝𝑐1 be the probability rate afterwards (𝑝𝑐1 will be less than 𝑝𝑐0 if travel is

104



discouraged and/or restricted at the time social distancing measures are implemented). The

number of new regions that are infected by region 𝑐 will then be a Poisson random variable

with a mean of

𝑖𝑐0𝑝
𝑐
0

∫︁ 𝑇𝑐

0

𝑒𝑟𝑐𝑡𝑑𝑡+ 𝑖𝑐0𝑝
𝑐
1𝑒

𝑟𝑐𝑇𝑐

∫︁ 𝜏𝑐(𝑟𝑐𝑇𝑐+ln 𝑖𝑐0)

0

𝑒−𝑡/𝜏𝑐𝑑𝑡 (4.3)

=

⎧⎪⎨⎪⎩𝑖𝑐0

(︁
𝑝𝑐0

𝑒𝑟𝑐𝑇𝑐−1
𝑟𝑐

+ 𝑝𝑐1𝜏𝑐(𝑒
𝑟𝑐𝑇𝑐 − 1

𝑖𝑐0
)
)︁

𝑖𝑐0 > 0

0 𝑖𝑐0 = 0

(4.4)

Taking the expected value over 𝑖𝑐0 (and allowing for a slight overestimate of 𝑅𝑐
* by treating

the 1
𝑖𝑐0

term as negligible when 𝑖𝑐0 > 0) yields

𝑅𝑐
* = E[𝑁𝑐]𝑝𝑐 = E[𝑖𝑐0]

(︂
𝑝𝑐0
𝑒𝑟𝑐𝑇𝑐 − 1

𝑟𝑐
+ 𝑝𝑐1𝜏𝑐𝑒

𝑟𝑐𝑇𝑐

)︂
(4.5)

(The value of 𝑅* for a collection of regions is then an appropriately weighted average of 𝑅𝑐
*

over that collection, as described above.)

4.2.4 Parameter estimation for COVID-19

In order to better understand the extent of the measures required to achieve 𝑅* < 1, we esti-

mate the values of the parameters in eq. (4.5) (see fig. 4-3 and Methods) in order to determine

𝑅𝑐
* as a function of the time-delay before social distancing measures are enacted, as shown

in fig. 4-4. Note that the time-delay is measured from the time at which exponential growth

begins to occur—which could be as early as the beginning of community transmission within

the region—not the time at which exponential growth is first measured. The latter may lag

the former due to delays in testing and the possibility of pre-symptomatic/asymptomatic

spread.
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Figure 4-3: Logarithmic plots of confirmed cases by date of symptom onset in China and Italy.
(a) The daily number of confirmed cases in China—by date that these patients self-reported as the onset of
their symptoms—are shown as dots on a logarithmic scale. The solid lines are the best ordinary least squares
linear fits to the natural logarithm of the number of cases: For Jan. 11-23 (up until the lockdown), the slope
(in units of day−1) is 0.228 (𝑅2 = 0.991, 95% confidence interval (CI) [0.214, 0.242]), which corresponds to
a doubling time of 3.04 days. For Feb. 2-5 the slope is −0.145 (𝑅2 = 0.999, 95% CI [−0.160, − 0.131]),
which corresponds to a halving time of 4.78 days. Data are from the Chinese Center for Disease Control and
Prevention [359], which includes cases diagnosed through Feb. 11. Not pictured: There is a drop in cases
with onsets of symptoms after Feb. 5 [359], likely due to many of those cases being diagnosed after Feb. 11.
(b) The daily number of confirmed cases in Italy by date of symptom onset are shown as dots on a logarithmic
scale (data are from Italian authorities [184]). The best ordinary least squares linear fits are shown as solid
lines and have slopes (in units of day−1) of 0.262 (𝑅2 = 0.927, 95% CI [0.202, 0.322]) for Feb. 16-25,
0.123 (𝑅2 = 0.923, 95% CI [0.102, 0.144]) for Feb. 25 - Mar. 10, and −0.068 (𝑅2 = 0.901, 95% CI
[−0.078, − 0.058]) for Mar. 13 - Apr. 5. The change in the exponential growth rate from 0.262 to 0.123
likely occurred due to partial measures implemented by Italy, but it was not until a nationwide lockdown
was implemented on March 9 that exponential growth changed to exponential decline. The rate of decline
is much slower in Italy than in China, perhaps due to China’s stronger lockdown enforcement and contact
tracing/quarantine measures.
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Figure 4-4: Dependence of the region-to-region reproductive number on travel
policies and the time delay before regions that become infected impose social
distancing measures. Each curve depicts, under different travel policies, the average
number of regions 𝑅𝑐

* to which region 𝑐 will transmit the disease as a function of the time
delay 𝑇𝑐 between when region 𝑐 experiences community transmission and when it imposes
social distancing measures (eq. (4.5)). If the region-to-region reproductive number 𝑅* (a
weighted average of 𝑅𝑐

* over a collection of regions) is less than one, the number of infected
regions will exponentially decrease and the elimination of the disease within that collection of
regions will be stable; otherwise, the number of infected regions will increase until saturation.
Parameter values: All curves use E[𝑖𝑐0] = 3.7, 𝜏𝑐 = 15 days, and 𝑟𝑐 = 0.228 day−1. Solid
curve: no travel reduction; 𝑝𝑐0 = 𝑝𝑐1 = 0.004 day−1. Dashed curve: 10-fold (responsive) travel
reduction after time 𝑇𝑐; 𝑝𝑐0 = 0.004 day−1 and 𝑝𝑐1 = 0.0004 day−1. Dotted curve: general
(preemptive) 10-fold travel reduction; 𝑝𝑐0 = 𝑝𝑐1 = 0.0004 day−1. Note that some of these
parameter estimates are conservative and are likely to overestimate 𝑅𝑐

* as a function of 𝑇𝑐—
see Methods for discussion.
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4.3 Discussion

Our analysis and parameter estimates are conservative and are therefore likely to overesti-

mate 𝑅*, meaning that there may be more room for error than fig. 4-4 suggests. However,

given the considerable uncertainty surrounding pandemics and the impossibility of precisely

predicting their trajectories [300], 𝑅* should be reduced as much as possible so as not to

take any chances, as well as so that the virus will be eliminated (and economies more fully

reopen) as quickly as possible. Since 𝑅* is proportional to both E[𝑁𝑐] and the travel rates

between regions, any intervention that reduces the sizes of outbreaks within regions and/or

travel between them will also reduce 𝑅*. In the language of eq. (4.5) (see table 4.1):

• A reduction in travel from region 𝑐 results in a linear reduction in 𝑅𝑐
* through 𝑝𝑐0 and

𝑝𝑐1.

• Improvements in testing, contact tracing, and quarantine reduce 𝑅𝑐
* through E[𝑖𝑐0], 𝑟𝑐,

and 𝜏𝑐.

• Preemptive measures (i.e. measures before 𝑇𝑐, including when no spreading has been

detected) such as mask-wearing and the reduction of large gatherings reduces the

probability of a super-spreader event as well as general transmission, reducing 𝑅𝑐
*

through both E[𝑖𝑐0] and 𝑟𝑐. Because—in the absence of interventions—a small fraction

of COVID-19 cases cause most of the spread [278, 130], the reduction of super-spreader

events can have an outsized impact.

• Reductions in 𝑟𝑐𝑇𝑐 not only exponentially reduce 𝑅𝑐
* (as well as the total number of

infections within the region) but also linearly reduce the amount of time for which the

social distancing measures must remain in place. Early-detection systems [3, 200] and

more comprehensive testing may greatly reduce 𝑇𝑐.

• Stronger social distancing measures (after time 𝑇𝑐) decrease 𝜏𝑐, which results in a linear

decrease in both 𝑅𝑐
* and the time for which the distancing measures must remain in

place.
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Table 4.1: Summary of parameters affecting the region-to-region reproductive number

Param. Description
𝑟𝑐 The rate of exponential growth

in active infections in region 𝑐
before control measures are im-
plemented.

𝜏𝑐 The time-constant (inverse rate)
of exponential decline in active
infections after the control mea-
sures are implemented.

𝑇𝑐 The time delay between the
start of exponential growth and
the implementation of the con-
trol measures.

𝑖𝑐0 A stochastic measure of the ini-
tial foothold that the virus gains
prior to exponential growth,
with 𝑖𝑐0 = 0 corresponding to
containment.

𝑝𝑐0 The probability rate that an in-
fected individual in region 𝑐 will
travel outside the region before
the control measures are im-
posed.

𝑝𝑐1 The probability rate that an in-
fected individual in region 𝑐 will
travel outside the region after
the control measures are im-
posed.
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We conclude with a few comments. First, without the timely implementation of control

measures that reduce the local reproductive number to less than one, restricting travel from

infected regions serves only to delay the spread of the outbreak, as found in other studies [27,

270, 74, 147, 133, 349, 89]. However, when a reduction in travel is coupled with such measures,

the travel reduction will not only delay the spread of the outbreak but in some cases will

also be the determining factor in whether or not the outbreak is eliminated. (If 𝑅* < 1 can

be achieved without reducing travel, travel reductions can greatly decrease the duration and

total case count of the epidemic by further reducing 𝑅*.) Empirically, travel restrictions,

when combined with other sufficiently strong interventions, have been found to substantially

curb the COVID-19 epidemic [203].

Second, because 𝑅𝑐
* depends exponentially on 𝑇𝑐, the longer a region waits to imple-

ment social distancing measures, the more important it becomes to act without delay. It is

important to note, however, that there is no advantage to delaying for even a short time.

Immediately implementing social distancing measures as soon as there is evidence of the

disease spreading within the region will not only reduce the total amount of time for which

such measures must remain in place but will also exponentially reduce the probability of

infecting or re-infecting another region. Thus, there is no tradeoff here between health and

economics—acting quickly will reduce the duration of both the disease and the economic

harm.

Practically speaking, all regions within which the virus is spreading must implement and

maintain control measures that reduce the local reproductive number to less than one un-

til the virus has been eliminated or contained. If a locale experiences another outbreak of

community transmission (e.g. because the virus was re-imported), sufficiently strong inter-

ventions should be implemented in a large enough region around that locale so that the per

capita rate of travel out of the region is sufficiently low. Per capita travel rates between

regions do not have to be zero, but they must be small—precisely how small depends on

the parameters in eq. (4.5). In the event that some regions “defect” by not containing their

outbreaks (thereby putting other regions at risk), other regions must either quarantine trav-
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elers from those regions or maintain precautions that keep their local reproductive numbers

below one to avoid further outbreaks. Due to the higher rates of travel between neighboring

regions, extra precautions are necessary in a region that has a neighbor with widespread

disease transmission.

Finally, like transmission within a region, transmission between regions is an exponential

process. At first the number of infected regions is deceptively small, but if 𝑅* > 1, this

number exponentially grows. If, however, a collection of regions adopts a set of protocols

that achieves 𝑅* < 1, sustained propagation of the disease between the regions will not be

possible, and future outbreaks caused by importations will die out while leaving most regions

within the collection unaffected.

4.4 Methods

The doubling time of the epidemic can vary from location to location and depends on pre-

lockdown interventions (see e.g. the change in the growth rate for Italy in fig. 4-3). Using

the number of confirmed cases in China by date of symptom onset (rather than by date of

diagnosis) [359] yields a doubling time of 3.04 days in the period leading up to the Jan. 23

lockdown, which corresponds to 𝑟𝑐 = 0.228 day−1 (fig. 4-3). Some studies estimated the

doubling time for COVID-19 at approximately 7 days [357, 216], but even a 5 day doubling

period is implausibly long, given that in various countries, even with some preventative

measures, the number of infections increased by far more than a factor of 64 over a 30

day period [355]. Part of the difficulty in estimating the doubling time from the initial

period of transmission is that ‘super-spreader’ events may play an important role in the

transmission process [224, 278, 130]. The presence of super-spreader events indicates that the

transmission process may be dominated by relatively uncommon events and that therefore

standard statistical approaches may underestimate the rate of spread—and thus overestimate

the doubling time—when the total number of cases is still small [320]. (Overestimates of the

doubling time lead to underestimates of 𝑅0.) Furthermore, due to heterogeneity from both

social and biological factors in transmission rates among various subgroups in a population,
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the expected growth rate in the very earliest phase of an epidemic depends on the subgroups

in which the disease is initially introduced and may not be reflective of the true reproductive

number [119].

While 𝑖𝑐(𝑡) is equal to the number of active infections rather than the daily number of

new cases, the doubling time for each will be equal during a period of exponential growth,

and therefore the exponential rate of growth of the daily number of new cases can be used to

estimate 𝑟𝑐. We note that a doubling time of 3 days will likely be a substantial overestimate

for regions that, even when cleared of the virus, still maintain precautionary measures such

as mask-wearing, working from home when possible, and avoiding large gatherings.

From this growth rate 𝑟 = 0.228 day−1 in China before the Jan. 23 lockdown, the basic

reproductive number 𝑅0 (which also varies by location and time) can be calculated for China

before Jan. 23 using
1

𝑅0

=

∫︁ ∞

−∞
𝑔(𝑡)𝑒−𝑟𝑡𝑑𝑡 (4.6)

where 𝑔(𝑡) is the distribution of generation intervals [344]. Empirically, we generally observe

the distribution of serial intervals (the times between the onsets of symptoms in two succes-

sive cases in a transmission chain) rather than the distribution of generation intervals (the

times between two successive infections in a transmission chain) [261]. The means of the two

distributions will, however, be the same. The distribution of generation intervals is affected

by non-pharmaceutical interventions; for example, if infected individuals are quarantined,

the transmission that is not prevented will more likely occur at shorter generation intervals.

In the period before the Jan. 23 lockdown, the mean serial interval (which equals the mean

generation interval) was estimated to be 7.8 days, significantly longer than estimates of 5.1

days and 2.6 days for the time periods Jan. 23-29 and Jan. 30-Feb. 13, respectively [11].

As we are estimating 𝑅0 in China before Jan. 23, we focus on the distribution of generation

intervals from that period (with the mean of 7.8 days). If all transmission occurred at the es-

timated mean generation interval of 7.8 days, 𝑅0 = 𝑒7.8𝑟 = 5.9. However, due to the spread of

generation intervals, 𝑅0 = 5.9 will be a substantial overestimate. 𝑅0 can be underestimated

by approximating the distribution of generation intervals 𝑔(𝑡) by the distribution of serial
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intervals (estimated as a normal distribution with mean 7.8 days and standard deviation 5.2

days [11]), which yields 𝑅0 = 2.9. (𝑅0 = 2.9 is an underestimate because the distribution of

serial intervals generally has a larger variance than the distribution of generation intervals,

and serial intervals, unlike generation intervals, can be negative [261].) Thus, for China

before Jan. 23, 2.9 < 𝑅0 < 5.9, but without a distribution of generation intervals it is hard

to be significantly more accurate. We estimate 𝑅0 = 3.7, which can be obtained by taking

the distribution of generation intervals 𝑔(𝑡) to be uniformly distributed between 0 and 15.6

days (15.6 being chosen so that the mean generation interval is 7.8 days).

The values of 𝜏𝑐 that can be achieved depend on the effectiveness of the social distancing

measures. The data from China (see fig. 4-3) indicate a halving time of as few as 4.78 days

is achievable, which corresponds to 𝜏𝑐 = 6.9 days. However, as a more conservative estimate,

we use 𝜏𝑐 = 15 days from Italy’s data, which exhibited a particularly slow decline in cases

compared with most other European countries [355]. (The halving time of the daily number

of new cases will equal the having time of the number of active infections 𝑖𝑐(𝑡), which is why

𝜏𝑐 can be estimated from this data.)

E[𝑖𝑐0] is the expected “effective” number of people an infected traveler will infect while

visiting region 𝑐, taking into account containment efforts. For instance, if the outbreak is

contained such that exponential growth never occurs, the effective number of people infected

by the traveler is zero, even if the traveler did infect some individuals in region 𝑐. We estimate

that in the absence of any mitigating policies (mask-wearing, testing, etc.), E[𝑖𝑐0] ∼ 𝑅0 ∼ 3.7;

the degree to which E[𝑖0𝑐 ] differs from 𝑅0 depends on how likely a typical traveler is to transmit

the virus relative to a typical resident, as well as on the effectiveness of contact tracing and

other containment efforts. For regions in which preemptive measures (e.g. mask-wearing,

avoiding large gatherings, etc.) are taken, we expect that E[𝑖𝑐0] ∼ 𝑅0 ∼ 3.7 is a substantial

overestimate since there is a far greater chance that an infected traveler will not spark an

uncontained outbreak (and thus 𝑖𝑐0 will be 0). Good testing and contact tracing policies

can also substantially increase the chance that 𝑖𝑐0 = 0 (thereby reducing E[𝑖𝑐0]) by reducing

the probability of community transmission. And a rigorous enough quarantine policy at the
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border of a region may reduce E[𝑖𝑐0] to nearly zero by preventing infected travelers from even

having a chance to infect individuals in the region.

The value of 𝑝𝑐 depends on the frequency of travel out of region 𝑐. As previously noted,

there is some choice in how to partition a population into a collection of regions. In general,

the larger the regions, the lower the frequency of per capita travel out of them but the more

homogeneous the application of the social distancing measures. Since 𝑝𝑐 is smaller for larger

regions and 𝑁𝑐 is not strongly affected by the size of regions, 𝑅* will be lower if larger regions

are chosen, but at the cost of the social distancing measures being applied over larger areas

for each new outbreak.

Regions do have to be large enough so that transmission between regions can be treated

as a first-order (linear) perturbation to a system in which most spread occurs within regions.

Thus, how small the regions can be depends on the extent to which travel between them can

be reduced. A region could be as small as, for example, a neighborhood if the neighborhood

was willing to take measures so as to greatly reduce contact with people outside of it. (We

note that the regions within any given collection can differ in both geographic size and in

population from one another.)

Although 𝑝𝑐 will depend on the size of region 𝑐 as well as the travel behavior of individuals

within that region, we still wish to get an estimate of a plausible value for 𝑝𝑐. Considering

a collection of regions within the U.S. that are large enough such that travel between the

regions is predominantly by flight yields a per capita travel rate of 0.004 flights out of a region

per person per day. This estimate is obtained by dividing the 1.01 billion total passengers

traveling by plane to, from, or within the U.S. in 2018 [337] by the 2018 U.S. population

and the number of days in 2018, and then also dividing by 2 so that only flights out of

and not into a region are counted. Using this estimate for 𝑝𝑐0 assumes that the probability

that an infected individual will travel equals that of the general public. Travelers may on

average have more social contacts than the general public or may become infected because

of their travels, which could mean that infected individuals are more likely to be traveling

than the general public. On the other hand, an individual who has COVID-19 symptoms
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or has tested positive for COVID-19 may be less likely to travel than the general public. It

should also be noted that, compared to 2019 numbers, U.S. air travel in April and May of

2020 was down by approximately a factor of 10 (the effects of a 10-fold reduction in travel

are shown in fig. 4-4) and U.S. air travel in June was down by approximately a factor of

5 [336].
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Chapter 5

Unmasking the Mask Studies: The

Importance of Theory

There is no such thing as purely empirical observations; all data require a framework in

which they can be interpreted, and assumptions must always be drawn in order to link data

to conclusions in scientific studies. However, perhaps due to a lack of ability to distinguish

between good and bad theory, many fields have an implicit distrust of theory and modeling

in general (see section 3.1). The danger is that a distrust of theory doesn’t result in no

theory being used; rather, it leads to the use of a default theory in which the assumptions

are not made explicit. The default theories used when considering empirical studies tend

to assume independence: for instance, if an empirical study—even a randomized controlled

trial—shows that 𝑋 causes 𝑌 , such a result is meaningful only to the extent the effect of 𝑋 on

𝑌 is independent of the context of the trial, heterogeneity within the sample of individuals,

etc. Such assumptions of independence, especially when they remain implicit, can result

in misleading conclusions for complex systems, which are precisely those for which various

causes are strongly interconnected.

In this chapter, we give an account of how a neglect of theory resulted in an incorrect

interpretation of the evidence regarding the efficacy of surgical masks at the beginning of
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the COVID-19 pandemic.1 The error was twofold. First, no explicit assumptions were made

relating the frequency of mask use to the probability of infection. While concerns about

the frequency of mask use in the studies were often qualitatively raised, such theory was

not quantitatively included in previous meta-analyses [188]. In other words, there was an

implicit assumption within the mathematics of the meta-analyses that the efficacy of masks is

independent of how often they are worn. As shown below, a relatively simple model linking

mask use frequency to infection probability can correct this error; indeed, good theory is

often simple (see also chapter 4), and overly complicated theory could be part of the reason

why it is distrusted in the first place.

Second, naive empiricism was trusted over the simple theoretical consideration that given

what we know about how respiratory viruses are transmitted, and given what we know about

how masks work, we can conclude that masks will provide at least some protection against

respiratory viruses, a conclusion that was immediately drawn by countries such as Taiwan

and Japan. Interpretations of data can be flawed in many ways, and there is also a legibility

bias: searching only for conclusions that can be drawn from hard data is analogous to the

drunk man searching for his keys under the streetlamp.

5.1 Introduction

In 1910, one of the first western-trained Chinese physicians adapted surgical masks for use

against a respiratory plague that killed more than 60,000 people in four months [155]. The

logic behind their function is transparent: a mask can block some viral or bacterial particles

from entering and/or dispersing from the wearer’s respiratory tract. They have been used for

prevention in a wide range of disease outbreaks and medical settings, and there is currently

a general consensus that surgical and cloth masks help prevent infected individuals from

spreading COVID-19. Surprisingly, given the logic of their utility, there is less of a consensus

1Most of this chapter is a slightly modified version of the preprint https://arxiv.org/abs/2102.04882,
which was later published as: Pratyush K. Kollepara, Alexander F. Siegenfeld, Nassim Nicholas Taleb, Yaneer
Bar-Yam. Unmasking the mask studies: why the effectiveness of surgical masks in preventing respiratory
infections has been underestimated. Journal of Travel Medicine 28, taab144 (2021).
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that surgical/cloth masks also protect the wearer and many government health organiza-

tions did not initially recommend wearing them during the early months of the COVID-19

pandemic.

It is well established that surgical and cloth masks partially block virus-containing air-

borne droplets of various sizes [64, 143, 221, 250, 14, 339, 215, 109, 201, 94]. Cloth masks,

surgical masks, respirator masks (e.g. N95), and powered air-purifying respirators are un-

derstood to be capable of providing increasing levels of protection. The amount of virus

transmitted between an infected and a susceptible individual is therefore expected to be

reduced if either is wearing a mask, with both wearing masks giving the best protection.

However, this straightforward inference has been difficult to establish in experimental stud-

ies. Here we analyze why some experimental studies find masks to be effective while others

do not. We determined that the studies that did not find surgical masks to be effective were

under-powered to such an extent that even if the masks were 100% effective, they still would

have been unlikely to find a statistically significant result. Statistical power is the probability

that a study will find a statistically significant result if its intervention does in fact have a

certain effect. Our results concerning the statistical power of mask studies are summarized in

fig. 5-1, which shows that all studies that had a large enough sample size and/or adherence for

80% power (above and to the right of the gray lines) show a statistically significant reduction

in infections among mask-wearers. As would be expected, most studies with less statistical

power (towards the lower left) did not find a statistically significant effect. We also provide

a framework for understanding the nonlinear effects of mask-wearing on the probability of

infection. Experiments that do not take such factors into account provide misleading results

unless interpreted carefully. While the precautionary principle [159] would recommend the

use of masks during the COVID-19 pandemic in any case (due to the asymmetric risks of

using vs. not using masks), the analyses we provide gives consistency to theoretical analyses,

experimental studies, and epidemiological recommendations.

119



10-2 10-1 100

Effective adherence in the mask group

100

101

102

103

104

105

106

N
um

be
r 

of
 in

fe
ct

io
ns

 in
 th

e 
no

n-
m

as
k 

gr
ou

p

1

2

3 4

5
6

7

8

9

10

11

12

13

14

15

16
17

18

19

20 21

22

23

n
 No statistically significant reduction in infections in mask group for study #n

n
 Statistically significant reduction in infections in mask group for study #n

Power < 80 %

Power > 80 %

Sample size (shown as the expected number 
of infections in the non-mask group) necessary for
80% statistical power as a function of effective adherence, 
for various probabilities of infection without a mask:

1% 10% 30% 50% 60%

Figure 5-1: The effective adherence and sample sizes of studies that found masks to be effective (red
triangles) and those that did not (blue squares). Empirical studies with higher levels of statistical power
consistently show that masks protect the wearer; studies with lower statistical power are mixed, as would be
expected. The statistical power depends on the sample size, the effective adherence (i.e. mask effectiveness
multiplied by the fraction of exposures for which masks are on average worn in the mask group), and
probability of being infected without a mask in the setting of the study. Each curve depicts the required
sample size (expressed as the expected number of infections in the non-mask group) as a function of effective
adherence in order for the study to have a power of 80%, i.e. an 80% probability of finding a statistically
significant result (𝑝 < 0.05, two-tailed). The curves are calculated assuming equal-sized non-mask and
mask groups, with each curve representing a different probability of infection in the non-mask group; the
total sample size is thus the expected number of infected individuals in the non-mask group (which is
what is plotted) divided by the probability of infection and then multiplied by two. We assume that the
probability of infection is reduced linearly with increasing effective adherence (see fig. 5-2); this assumption
will underestimate the true necessary sample size. The scattered data points depict the size and effective
adherence of studies taken from a recent systematic review [69]; the study numbers correspond to those in the
first column of fig. 5-5. The effective adherence for the studies are overestimated by assuming that masks are
100% effective; even with this assumption, the studies numbered 1 through 14 were found to have less than
80% statistical power. Note that the power of the studies (reported in fig. 5-5) depend on the probability
of infection in the non-mask group and the size of the mask group in addition to the information present
in this figure; the location of the studies in this figure relative to the curves should therefore be considered
only approximately. In particular, some of the studies have smaller overall sample sizes than implied by this
figure, due to their non-mask and mask groups not being equal in size. Mathematical details can be found
in the Appendix.
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5.2 Statistical power

Some empirical studies find masks to be effective in preventing disease transmission while

others do not [159, 232, 103, 8, 360, 69, 93]. However, due to poor statistics, even the studies

with negative results are not inconsistent with masks being highly effective. While some

of the studies conducted a power analysis to estimate the sample size required to obtain a

statistically significant result with 80% probability (i.e. to achieve 80% power, the standard

level by convention), these power analyses did not take in to account the possibility of

low adherence (i.e. masks being worn for a low percentage of exposure events) and/or the

possibility of a very low probability of infection even without a mask. When we consider such

factors, none of the studies we analyze that did not find masks to be effective had sufficient

statistical power.

The sample of studies we consider is taken from a recent systematic review [69]; see ta-

ble 5.2 for a list of studies that were excluded and why. Most of the studies we examine

measure whether surgical masks protect the wearer; the exceptions are studies nos. 8, 12

and 15, which measure whether masks prevent the wearer from infecting others, and studies

nos. 1, 7, 13, and 18, in which both the susceptible and infected individuals sometimes wore

masks (see table 5.1).

In order to account for adherence, we make two conservative assumptions that will result

in our overestimating the studies’ statistical powers. First, we assume that the degree to

which a mask reduces the probability of infection is proportional to the fraction of exposures

for which it is worn (e.g. we assume wearing a mask half as often provides half as much

protection); in fact, wearing a mask half as often will reduce the probability of infection by

less than half as much (see fig. 5-2), meaning that we overestimate the statistical power of

these studies. Second, the numbers we calculate represent the power the studies would have

had were masks 100% effective (i.e. were it impossible to become infected while wearing a

mask). To the extent that masks are less than 100% effective, even larger sample sizes would

be needed.
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Figure 5-2: Left: A susceptible individual’s probability of infection as a function of effective adherence 𝛼𝛾
(mask effectiveness 𝛾 multiplied by the fraction of exposures for which the mask is worn 𝛼) for various values
of that individual’s total effective exposure 𝑣𝑇 (the total effective exposure is proportional to the number
of exposure events). Note that if a mask were 100% effective (𝛾 = 1), then the effective adherence would
simply equal the adherence 𝛼. The curves denoting the infection probabilities are given by 1 − 𝑒−(1−𝛼𝛾)𝑣𝑇

(eq. (5.5)). For high values of 𝑣𝑇 , the infection probability is nonlinear in the adherence, while for low values
of 𝑣𝑇 , the infection probability decreases approximately linearly with adherence. Right: For a group of
individuals (e.g. in an arm of a study), the total effective exposure will in general vary from individual to
individual such that even if on average the total effective exposure is relatively low, it may be high for the
individuals who make up the bulk of those being infected. Thus, while using the average effective exposure
would predict an approximately linear decrease of infection probability with increasing adherence, such an
approach may overestimate the expected effect of partial mask usage. The dashed curve depicts the expected
percentage of infected individuals for the homogeneous case in which everyone experiences the same total
effective exposure, whereas the solid curve depicts a case in which the exposure is heterogeneous; in both
cases, the percentages of individuals that would be infected without masks (e.g. in a control group) are
identical (approximately 10%).
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For example, a randomized control trial (RCT) at the Hajj pilgrimage [10] assumed a

reduction in infection rate from 12% to 6% in order to determine the sample size necessary

for a statistical power of 80%. After taking into account that the randomization was done

by cluster (i.e. tent) rather than individual, the required sample size was ∼ 6000. However,

the study reports that individuals in the intervention group on average wore masks for far

less than half the time. Under these conditions, even with perfectly effective masks, a 50%

reduction in infection probability is impossible. Adherence can be estimated by the product

of the fraction of people who wore masks and the fraction of time during which exposure is

possible for which masks were used. The data reported in the study indicate an adherence

in the mask group of 3.2%, which could cause at most a 3.2% reduction in the probability of

infection. However, the adherence in the control group was 1.8%, meaning that the maximum

possible expected reduction in infection between the two groups would be 0.032−0.018
1−0.018

= 0.014

(eq. (5.10)). Thus the effective adherence value used for this study is 0.014. In addition,

the probability of infection without masks is reported to be quite low (2%). Under these

conditions, the required sample size to achieve the desired statistical power of 80% would

be ∼ 7.8 million (with individual randomization; with cluster randomization an even larger

number of participants is needed). Power analyses for other studies and the methods used

are described in the appendix and summarized in figs. 5-1 and 5-5 and table 5.1.

Other factors such as false positives may also limit statistical power. For instance, a

recent study [77] conducted in Denmark reported that a mask recommendation did not have

a statistically significant effect: in the study’s primary composite outcome, 42 vs. 53 peo-

ple tested positive in the intervention and control groups, respectively. However, the vast

majority of these positive results were from antibody tests, and given the antibody test’s

comparable incidence and false positive rates (approximately 2% and 0.8%, respectively), a

substantial fraction of the positive antibody tests in both the control and intervention groups

are likely to be false positives, which would affect both the study’s power and its statistical

analyses [321]. Further false positives could arise from individuals who were infected before

the study but for whom seroconversion did not occur until partway through the study. How-
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ever, false positives were not accounted for in the study’s statistical analysis or conclusions.

If only the more reliable PCR tests are considered, then the reduction in infection due to

masks (0 vs. 5 infections) is statistically significant (𝑝 < 0.05).

5.3 Nonlinear effects

We now describe a framework to account for the nonlinear aspects of mask effectiveness.

Given that there is a threshold for the viral dose (the amount of the virus inhaled) below

which the probability of infection is very small due to the innate immune system [361, 235],

and given that the probability of infection 𝑝 will converge to one (for susceptible individuals)

as the viral dose 𝑣 is increased without limit, the probability of infection as a function of

viral dose 𝑝(𝑣) is described by a sigmoid function or S-curve (fig. 5-3, see Appendix for

details). (Concave curves have also been used to model dose response curves, but such an

approach ignores threshold effects [317, 326].) For a single exposure event, we can define the

dimensionless effective exposure 𝑣 ≡ − ln(1− 𝑝(𝑣)) such that the probability of infection is

1 − 𝑒−𝑣. Conveniently, the effective exposure is additive for independent exposure events,

i.e. the total probability of infection is given by 1 − 𝑒−𝑣𝑇 where the total effective exposure

𝑣𝑇 is simply equal to the sum of the effective exposures for each exposure event.

Because the probability of infection is a concave function of the total effective exposure

(fig. 5-3), the protection afforded by a mask is super-linear in the percentage of exposures

for which it is worn (e.g. wearing a mask twice as often is more than twice as effective; see

fig. 5-2). These nonlinear effects can be substantial for high cumulative exposures. Under

such conditions, a mask may need to be worn for most or nearly all of the exposure events

in order to provide significant protection; otherwise the individual is likely to be infected

during the exposures for which the mask is not worn. In the limit of an extremely high total

exposure, a mask will of course not have an effect on the probability of infection since a

susceptible individual will be infected with nearly 100% probability regardless of whether or

not the mask is worn.
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Figure 5-3: Left: A representative function for a susceptible individual’s probability of infection 𝑝 as
a function of viral dose 𝑣 for a single exposure event, together with the effective exposure 𝑣 ≡ 𝑓(𝑣) ≡
− ln(1− 𝑝(𝑣)). 𝑓(𝑣) is convex for all 𝑣, while 𝑝(𝑣) is convex for sufficiently small 𝑣. The convexity of 𝑓(𝑣)
(which is demonstrated in the Appendix) yields an S-curve for 𝑝(𝑣). Note that for any particular viral dose
𝑣, the effective exposure 𝑣 = 𝑓(𝑣) can vary from individual to individual. Right: A depiction of how the
total effective exposure 𝑣𝑇 and the probability of eventually becoming infected scale with the number of
exposure events. The total effective exposure is the sum of the effective exposures from each exposure event;
see Appendix for details.

On the other hand, for low total exposures, the protection masks provide will be approxi-

mately proportional to the fraction of exposures for which they are worn. It should be noted

that the total exposure of individuals can vary within any given study, such that even if the

overall probability of infection is low, most of those who were infected may have been sub-

jected to high cumulative exposures. Studies with low overall probabilities of infection also

have an additional difficulty, which is that large sample sizes will be necessary in order that

there may be enough infections in the non-mask group to produce a statistically meaningful

comparison. In other words, for sufficiently low total exposure, the probability of infection

will be quite low even without a mask, and so further reductions to this probability, even if

proportionally large, will be small in absolute terms.

We can also analyze certain compound effects that are not considered in most empirical

studies. For instance, masks worn on both the infected and susceptible individuals may

prevent a transmission event even if neither mask individually would have. Furthermore,

this compound effect may be super-linear: if the effect of only an infected individual wearing

a mask is to reduce the infection probability by a factor of 𝑝1 and the effect of only a

susceptible individual wearing a mask is to reduce the infection probability by a factor of 𝑝2,
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Figure 5-4: The effect of both the susceptible and infected individual wearing a mask can be much larger
than the effect of only one of them wearing a mask. In the depicted example, the total effective exposure 𝑣0
if neither the infected nor susceptible individual are wearing masks is such that the probability of infection
𝑝inf(𝑣0) is very close to 1. If each mask reduces the effective exposure by a factor of 4, then the probability
of infection if only one of the two individuals is wearing a mask is 𝑝inf(𝑣0/4) = 0.92, i.e. a reduction in
risk by a factor of 1.08. If both individuals are wearing a mask, however, the probability of infection is
𝑝inf(𝑣0/16) = 0.46, corresponding to a reduction in risk by a factor of 2.17, which is greater than the product
of the effects of each mask individually (shown by the red dotted curve). For illustrative purposes we have
assumed that the infectious individual wearing a mask has the same effect as the susceptible individual
wearing a mask, but relaxing this assumption will not qualitatively change the results; see Appendix for
details.

both individuals wearing a mask could reduce the infection probability by far greater than a

factor of 𝑝1𝑝2, especially for large total effective exposures. In the example shown in fig. 5-4,

the probability of transmission is reduced by only a factor of 1.08 (a 7% reduction) due to

one or the other individuals wearing a mask, while if both wear a mask, the probability of

transmission will be reduced by a factor of 2.17 (a 54% reduction). Similarly, just as there

can be a super-linear compound effect from both individuals wearing masks, there can also

be super-linear compound effects when mask-wearing is combined with other behaviors that

reduce exposure, such as social distancing. Nonlinear effects continue to accumulate when

multiple individuals perform multiple behavioral changes that reduce exposure. Recognizing

these nonlinear effects is key to appreciating the effectiveness of transmission prevention

policies.
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It should also be noted that the proportional risk reduction from masks is expected

to be large because—due to the convexity of the S-curve (fig. 5-3) when exposure is low

(as is likely for many exposure events)—the probability of the mask-wearer being infected

is decreased by a greater factor than the decrease in the viral dose [322] (see Appendix).

For these low exposure events, although the probability of infection may be small for any

given potential transmission event, given multiple events, the large factors by which the

probabilities of infection decrease due to this convexity can significantly reduce both the

spread of the virus and the probability that the wearer eventually is infected. In other

words, wearing a mask may not only prevent the wearer from spreading viruses to others

but may also have a surprisingly large protective effect for the mask-wearer. Indeed, studies

that analyze population-level data show that masks significantly reduce transmission [178,

230, 196, 212, 88].

In addition to the probability of infection, the implications of a nonlinear dose-response

curve apply to several other outcomes as well. In all of the above analyses, the probability

of infection can be replaced with the probability of death or the probability of a particular

degree of severity of symptoms, each of which can have a unique S-curve (that can also vary

from individual to individual). Thus, even when a mask does not prevent infection, it may

reduce the severity of symptoms and the chance of long-term health damage or death. It has

been observed for the influenza virus that increasing the viral dose may lead to more adverse

symptoms [244, 341, 141], an effect that may also apply to SARS-CoV-2 [86, 141, 181, 59].

5.4 Conclusions

Masks block some fraction of viral particles from dispersing from those who are infected and

from infecting those who are susceptible and are understood to prevent disease transmission

through this mechanism. However, this simple understanding has been questioned based

upon mixed empirical evidence. Here we have shown that studies that did not find masks

to be effective had too little statistical power to imply anything about the effectiveness of

masks.
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We have also shown that for many exposure events, masks will reduce the probability

of infection by a greater factor than the factor by which they filter viral particles. This

effect is also compounded non-linearly when both infected and susceptible individuals wear

masks. When interpreted in light of this a priori reasoning and the other considerations

discussed above, the evidence indicates that, in addition to preventing the wearer from

spreading respiratory infections, masks also protect the wearer from contracting them. The

studies that did not find statistically significant effects prove only that masks cannot offer

protection if they are not worn.

5.5 Appendix

5.5.1 Accounting for non-linearities in the effectiveness of masks

In this section we develop a framework with which to understand the effect of masks. We

show that even if masks were to reduce the viral dose by only a modest factor, they may have

a significantly larger impact on the probability of infection. We demonstrate that wearing

a mask more frequently can super-linearly reduce one’s chance of infection (e.g. wearing a

mask 80% of the time reduces one’s probability of infection by more than twice as much as

wearing a mask 40% of the time). We also show that when both infected and susceptible

individuals wear masks, there can be a super-linear compound effect (e.g. if only infected

individuals wearing masks reduces the probability of infecting susceptible individuals by a

factor of 3 and only susceptible individuals wearing masks reduces the probability of being

infected by a factor of 2, then if both wear masks the probability of infection will be reduced

by a factor that is greater than 2× 3 = 6).

General Framework

Although there is insufficient data to precisely describe the probability of infection as a

function of the viral dose inhaled in a single exposure event, we can nonetheless derive some

constraints on its shape. For a susceptible individual, the probability of infection (or any
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other outcome such as hospitalization or death) 𝑝 is a function of the viral dose 𝑣, i.e. the

quantity of virus to which the individual is exposed. (This function 𝑝(𝑣) will vary from

individual to individual based on biological factors, but should retain the general properties

described below.) For small 𝑣 the probability of a susceptible individual becoming infected

will approach zero, and for large 𝑣 this probability will approach one, so 𝑝(0) = 0 and

𝑝(∞) = 1. Since receiving two viral doses at once should not result in a lower probability of

infection than the hypothetical in which the exposure to each viral dose could be modeled

as an independent event, we have that

𝑝(𝑣1 + 𝑣2) ≥ 𝑝(𝑣1) + 𝑝(𝑣2)− 𝑝(𝑣1)𝑝(𝑣2) (5.1)

Equality will hold only in the absence of threshold effects; given that such effects are well

established, we expect the inequality to be strict for small 𝑣1 and 𝑣2. In order to charac-

terize the set of functions satisfying eq. (5.1), we transform 𝑝(𝑣) using 𝑝(𝑣) ≡ 1− 𝑒−𝑓(𝑣), or

equivalently, 𝑓(𝑣) ≡ − ln(1− 𝑝(𝑣)). Eq. 5.1 is then equivalent to

𝑓(𝑣1 + 𝑣2) ≥ 𝑓(𝑣1) + 𝑓(𝑣2) (5.2)

Thus eq. (5.1) is equivalent to 𝑓(𝑣) being convex. Choosing a convex 𝑓(𝑣) and then trans-

forming back to 𝑝(𝑣) yields an S-curve (fig. 5-3), also known as a sigmoid function or sigmoid

curve.

When 𝑓(𝑣) ≪ 1, it can be shown by Taylor expansion that 𝑝(𝑣) ≈ 𝑓(𝑣). Thus, for

small viral doses, 𝑝(𝑣) will be convex as well. If a mask reduces the viral dose 𝑣 by a factor

𝑏 [64, 143], then the mask will reduce the probability of infection (or of some other outcome

denoted by 𝑝(𝑣) such as the probability of severe infection or death) by a factor of 𝑝(𝑣)
𝑝(𝑣/𝑏)

, which

depends on 𝑣. When 𝑝(𝑣) is convex, the factor by which the mask reduces the probability of

infection will be greater than 𝑏 (since convexity implies that 𝑝(𝑣/𝑏) < 1
𝑏
𝑝(𝑣) + (1− 1

𝑏
)𝑝(0) =

1
𝑏
𝑝(𝑣)). Thus, for small exposures, masks can result in a surprisingly large reduction in
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the probability of infection. We treat the impact of masks in more generality below, after

introducing a framework for considering multiple exposure events.

The S-curve describes the probability of infection for a single exposure event. For 𝑁

independent exposure events, the probability of getting infected is 𝑝inf = 1−
∏︀𝑁

𝑖=1(1−𝑝(𝑣𝑖)).

Using the form 𝑝(𝑣) = 1− 𝑒−𝑓(𝑣) as discussed above,

𝑝inf = 1− 𝑒−
∑︀𝑁

𝑖=1 𝑓(𝑣𝑖) (5.3)

Defining the effective exposure 𝑣 ≡ 𝑓(𝑣) and defining 𝑝(𝑣) ≡ 1− 𝑒−𝑣,

𝑝inf = 𝑝(𝑣𝑇 ) (5.4)

where 𝑣𝑇 =
∑︀

𝑖 𝑣𝑖 is the total effective exposure. Considering the effective exposure 𝑣 rather

than the actual dose 𝑣 is convenient since the effective exposure for repeated independent

exposures is simply the sum of the individual effective exposures. Note that for small effective

exposures, the probability of being infected is approximately equal to the effective exposure,

i.e. 𝑝(𝑣) ≈ 𝑣 for 𝑣 << 1.

One mask

Let 𝛾 be the typical amount by which a mask reduces the effective exposure from a single

exposure event—i.e. 𝑣 → (1− 𝛾)𝑣.

Since 𝑓(0) = 0 and 𝑓(𝑣) is convex, the simplest possible expression for 𝑓(𝑣) is the scale-

free form 𝑓(𝑣) = (𝑣/𝑣0)
𝛽, for some 𝑣0 > 0 and 𝛽 > 1. In this case, if a mask reduces the viral

dose 𝑣 to 𝑣/𝑏, 𝛾 can be calculated exactly as 𝛾 = 1−𝑏−𝛽, regardless of 𝑣. For small exposures,

the infection probability is roughly equal to the effective exposure, which is reduced by a

factor greater than 𝑏 (i.e. 1
1−𝛾

> 𝑏) due to convexity (𝛽 > 1), consistent with the analysis

above. This effect could potentially be quite large: e.g. for 𝛽 = 4, a mask filtering half of the

viral particles (𝑏 = 2) corresponds to a sixteen-fold reduction in effective exposure (𝛾 ≈ 0.94).

If we relax this assumption on the function 𝑓 , then 𝛾 becomes an effective parameter that
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may depend on the distribution of viral doses to which an individual is exposed. Regardless

of the precise form of 𝑓(𝑣), however, 1
1−𝛾

> 𝑏 will always hold due to the convexity of 𝑓(𝑣),

i.e. masks will always have a disproportionately large effect on the effective exposure (and

thus also on the infection probability when the effective exposure is small).

Then, if a mask is worn for a fraction 𝛼 of all exposures, the total effective exposure will

be reduced from 𝑣𝑇 to (1− 𝛼𝛾)𝑣𝑇 . The probability of infection is thus

𝑝((1− 𝛼𝛾)𝑣𝑇 ) = 1− 𝑒−(1−𝛼𝛾)𝑣𝑇 (5.5)

(see fig. 5-2).

Thus, we see that for any fixed 𝛾 (mask effectiveness) and 𝑣𝑇 (total effective exposure

without a mask), the benefit of wearing a mask is a convex function of the fraction 𝛼 of the

exposure events for which it is worn. In other words, wearing a mask 𝑥 times as often will

reduce the infection probability by more than a factor of 𝑥. Thus, even if masks were 100%

effective (𝛾 = 1), a study in which participants wear masks 10% of the time would need to

have sufficient power to detect less than a 10% reduction in the probability of infection. Our

analysis therefore overestimates the true power of the studies.

Two masks

To the extent that two masks together have an approximately linear effect on the effective

exposure (e.g. if one person wearing a mask reduces effective exposure by 1 − 𝛾1 and the

second person wearing a mask reduces effective exposure by 1−𝛾2, then both wearing masks

reduces effective exposure by 1 − 𝛾12 ≈ (1 − 𝛾1)(1 − 𝛾2)), the effect on the probability of

transmission will be super-linear, since the probability of infection 𝑝(𝑣) is concave in the

effective exposure 𝑣. In other words, especially for individuals who would have received a

large total effective exposure without masks, both the susceptible and infectious individu-

als wearing masks will have a larger effect than would be calculated if each mask had an

independent effect on the probability of transmission.
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If the effect of the two masks on the effective exposure is super-linear (i.e. 1 − 𝛾12 <

(1 − 𝛾1)(1 − 𝛾2)), then the effect on the probability of transmission will be super-linear to

an even greater extent. If the effect of the two masks on the effective exposure is sub-linear

(i.e. 1− 𝛾12 > (1− 𝛾1)(1− 𝛾2)), then whether or not they still have a super-linear effect on

the probability of transmission will depend on the total effective exposure.

(Note: Under the simplest possible form for 𝑣 = 𝑓(𝑣), i.e. 𝑓(𝑣) = (𝑣/𝑣0)
𝛽, if the mask

on the infected individual reduces 𝑣 by a factor of 𝑏1, the mask on the susceptible individual

reduces 𝑣 by a factor of 𝑏2, and together the masks reduce 𝑣 by a factor of 𝑏1𝑏2, then the

masks will have a linear effect on effective exposure, i.e. 1 − 𝛾12 = (1 − 𝛾1)(1 − 𝛾2). Under

other forms for 𝑓(𝑣) or assumptions about how the masks affect 𝑣, other behavior is possible.)

5.5.2 Power analyses

Let 𝑝1 and 𝑝2 be the probabilities of getting infected in the non-mask (size 𝑁1) and mask

group (size 𝑁2), respectively. Defining 𝜖 = 𝑝1 − 𝑝2, the null hypothesis is 𝐻0 : 𝜖 = 0 and the

alternate hypothesis is 𝐻1 : 𝜖 ̸= 0. A test statistic is

𝑊 =
𝑝1 − 𝑝2√︀

𝑝1(1− 𝑝1)/𝑁1 + 𝑝2(1− 𝑝2)/𝑁2

=
𝑝1 − 𝑝2

𝑠
(5.6)

where 𝑝1 and 𝑝2 refer to the observed fraction of infections, assumed to be normally dis-

tributed random variables whose means are 𝑝1 and 𝑝2 (this approximation is asymptotically

exact). We use the shorthand 𝑠 for the denominator of 𝑊 ; note that 𝑠 is an estimator for 𝑠,

where 𝑠2 = 𝑝1(1− 𝑝1)/𝑁1 + 𝑝2(1− 𝑝2)/𝑁2 is the sum of the asymptotic variances of 𝑝1 and

𝑝2. Asymptotically, 𝑊 − 𝜖/𝑠 follows a standard normal distribution. Using the standard

notation Φ(𝑧1−𝛼/2) = 1 − 𝛼/2 where Φ(𝑥) is the standard normal cumulative distribution

function, the rejection region under 𝐻0 for a significance level of 𝛼 is given by the union of

𝑊 < −𝑧1−𝛼/2 and 𝑊 > 𝑧1−𝛼/2 (5.7)
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No. Name Year Mask Use Adhe-
rence

Size of 
non-mask 

group

Fraction of 
non-mask 

group 
infected

Size of 
face 
mask 
group

Fraction 
of face 
mask 
group 

infected

Statisti-
cal 

Power

Required 
sample 

size for a 
power of 

0.8

Actual 
sample 

size

Primary 
Outcome

Significant 
reduction in 
infections in 
mask group?

(I) (II) (III) (IV) (V) (VI) (VII) (VIII) (IX) (X) (XI) (XII) (XIII) (XIV)
1 Cowling (ITTA) [45] 2008 0.37 205 0.06 61 0.07 0.118 2910 266 Antibody Test No

2 MacIntyre (ITTA) [19] 2009
45% people 
used masks 0.36 100 0.030 94 0.064 0.078 6444 194 ILI No

3 MacIntyre (PPA) [19] 2009
Less than 
2/5 days 0.32 170 0.053 19 0.211 0.066 4636 189 ILI No

4 MacIntyre (PPA) [19] 2009 5/5 days 0.80 170 0.053 18 0.000 0.298 530 188 ILI Yes

5 Alfelali (ITTA) [24] 2020
Extremely 

low 0.014 3139 0.019 3199 0.030 0.051 7862388 6338 PCR No

6 Alfelali (PPA) [24] 2020
~1.6 

hours/day 0.068 2200 0.036 1291 0.051 0.067 176108 3491 PCR No
7 Simmerman  (ITTA)  [46] 2011 0.23 292 0.226 291 0.227 0.347 1866 583 ILI No

8 Canini (ITTA)  [48] 2010
3.9 

hours/day 0.38 158 0.158 148 0.162 0.345 990 306 Antibody Test No

9 Aiello (ITTA)  [44] 2010
~4 

hours/day 0.33 177 0.452 99 0.444 0.699 330 276 ILI (Fever) No

10 Aiello (ITTA)  [43] 2012
~5 

hours/day 0.42 370 0.138 392 0.117 0.735 884 762 ILI No

11 Aiello (ITTA)  [43] 2012
~5 

hours/day 0.42 370 0.043 392 0.031 0.284 3074 762 PCR No

12 MacIntyre (ITTA) [47] 2016
~4 

hours/day 0.33 295 0.010 302 0.003 0.074 22924 597 ILI No
13 Cowling (ITTA) [49] 2009 0.44 257 0.054 258 0.070 0.269 2234 515 PCR No
14 Barasheed (ITTA)  [50] 2014 0.25 53 0.528 36 0.306 0.236 440 89 ILI Yes

15 Sung (pre-post) [51] 2012
Hospital 

setting 0.80 920 0.103 454 0.033 1.000 260 1374 PCR Yes

16 Choudhry (survey) [52] 2006
Most of the 

time 0.59 477 0.612 340 0.150 1.000 52 817 ARI Yes

17 Al-Jasser (survey) [53] 2013
Most of the 

time 0.59 656 0.550 216 0.454 1.000 62 872 URTI Yes

18 Suess (ITTA)  [54] 2012 0.80 82 0.232 69 0.087 0.938 102 151 PCR Yes

19 Wu (survey) [55] 2004
Mask usage 

outdoors 0.80 73 0.630 70 0.386 1.000 22 143 ILI Yes

20 Kim (survey)  [56] 2012
Mask usage 
in schools 0.80 4164 0.057 466 0.030 1.000 486 4630 ILI Yes

21 Lau (survey) [57] 2004
Mask usage 

in public 
places

0.80 511 0.466 479 0.192 1.000 38 990
Probable 

SARS Yes

22 Lau (survey) [58] 2004
Mask usage 
in hospitals 0.80 98 0.173 177 0.079 0.927 144 275

Probable 
SARS Yes

23 Wu (survey) [59] 2016
Mask usage 
in hospitals 0.80 10298 0.477 2728 0.423 1.000 36 13026 ILI Yes

Figure 5-5: Summary of statistical power analysis. Given the adherence levels reported in the studies the sample size
necessary for a statistical power of 80% for a two-tailed test and significance level of 0.05 (assuming participants are equally
divided between the non-mask and mask groups) is presented in column XI. The statistical power given the actual sizes of
the non-mask and mask groups is presented in column X. These calculations were made for the case in which masks are 100%
effective; if masks are effective but not perfectly so, the necessary sample sizes for 80% power (column XI) will be larger, while
the statistical powers given the actual sample sizes (column X) will be lower. Studies found to have greater than 80% power are
in bold (nos. 15-23), and studies that found a statistically significant reduction in infections in the mask group are italicized
(nos. 4, 14-23). Adherence is defined as the fraction of exposure for which masks were used; calculations of adherence for
each study are presented in table 5.1. For studies that reported multiple analyses, each analysis is listed as its own entry (e.g.
Aiello (2012) [5] performed one analysis in which infection is defined by influenza-like illness (no. 10) and one analysis in which
infection is defined by a positive PCR test result (no. 11)). Note that only in the intention-to-treat analyses are participants
randomly divided between the non-mask and mask groups; in survey and per-protocol analyses, which group a participant
belongs to depends on whether or not that individual reported wearing a mask with a frequency above a threshold decided by
the study.
Abbreviations: ITTA: Intention-to-treat analysis; PPA: Per-protocol analysis; ILI: Influenza-like illness; ARI: Acute respi-
ratory infection; URTI: Upper respiratory tract infection; PCR: Polymerase chain reaction test (nasopharyngeal swab test);
SARS: Severe Acute Respiratory Syndrome
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The various studies may use slightly different statistical tests, but the differences between

tests should be small and will asymptotically disappear entirely. For any particular values of

𝜖 and 𝑠, the probability 𝑊 < −𝑧1−𝛼/2 is asymptotically given by Φ(−𝑧1−𝛼/2 − 𝜖/𝑠) and the

probability 𝑊 > 𝑧1−𝛼/2 is asymptotically given by 1− Φ(𝑧1−𝛼/2 − 𝜖/𝑠) = Φ(−𝑧1−𝛼/2 + 𝜖/𝑠).

Thus, given 𝜖 and 𝑠, the power, denoted by 1− 𝛽 and equal to the probability that the null

hypothesis is rejected if it is indeed false, is asymptotically given by

1− 𝛽 = Φ(−𝑧1−𝛼/2 − 𝜖/𝑠) + Φ(−𝑧1−𝛼/2 + 𝜖/𝑠) (5.8)

Under the assumptions that masks are fully effective (𝛾 = 1) and that the probability of

infection 𝑝inf decreases linearly with the adherence, the effect of mask usage is

𝑝inf → 𝑝inf(1− 𝑎) (5.9)

where the adherence 𝑎 is the average fraction of exposure events for which the masks were

used (see section 1 of the Appendix; here we use 𝑎 instead of 𝛼 for the adherence to avoid

confusion with the significance level). Thus, for an infection probability 𝑝inf = 𝑝1 in the

non-mask group (size 𝑁1), the infection probability in the mask group (size 𝑁2) will be

𝑝2 = 𝑝1(1 − 𝑎). Thus, by estimating 𝑝1 and 𝑎 for each study, we can use eq. (5.8) to find

power of each study given the sizes of their non-mask and mask groups, as well as the sample

size (i.e. total number of participants) that would have been required for 80% power. For

the latter estimate, we assume a study design in which the participants are evenly divided

between the non-mask and mask groups (i.e. 𝑁1 + 𝑁2 = 2𝑁1 = 2𝑁2) and rounded up the

necessary sample size to the nearest even integer.

For certain studies, some participants in the non-mask group used masks as well. In this

case, adherence in both the mask group and non-mask group must be considered. Under

the assumption that probability of infection decreases linearly with effective adherence, the

probability of infection in the non-mask group 𝑝1 is related to the probability of infection

without masks 𝑝0 by 𝑝1 = 𝑝0(1 − 𝛾𝑎1) where 𝑎1 is the adherence in the non-mask group
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and 𝛾 is mask effectiveness. Then the probability of infection in the mask group will be

𝑝2 = 𝑝0(1 − 𝛾𝑎2) where 𝑎2 is the adherence in the mask group. The net adherence 𝑎 is

defined by 𝑝2 = (1− 𝛾𝑎)𝑝1, which yields 𝑎 = 𝑎2−𝑎1
1−𝛾𝑎1

. In our analyses we assume 𝛾 = 1, which

leads to an overestimate for the net adherence 𝑎 of

𝑎 =
𝑎2 − 𝑎1
1− 𝑎1

(5.10)

We estimate 𝑝1 using the observed fraction of infections in the non-mask group 𝑝1. To

check the robustness of our conclusions, we did a sensitivity analysis and found that if 𝑝1

differs from 𝑝1 by a standard deviation (i.e. if we increase our estimate of 𝑝1 by
√︁

1
4𝑁1

),

all studies that were under-powered (< 80%), except for one [5] remain under-powered.

(To ensure robustness we used
√︁

1
4𝑁1

as the standard deviation, which is the maximum

possible value of the true standard deviation
√︀

𝑝1(1− 𝑝1)/𝑁1.) If 𝑝1 underestimates 𝑝1

by two standard deviations, another study [4] would have greater than 80% power under

our assumptions. It should be noted, however, that these assumptions overestimate the

power in multiple ways (fully effective masks, overestimated adherence values, assuming a

linear relationship between adherence and effectiveness, and the fact that individuals whose

infections were not detected until after the start of the study could have actually been

infected before they start of the study, i.e. before the mask intervention was implemented).

A more significant limitation of our analysis is in the difficulty in estimating adherence.

Adherence is often reported qualitatively, and even when quantitative, it is reported as the

amount of time for which one wears a mask, which may differ from the fraction of exposures

for which masks were worn. To account for this difficulty, our strategy has been to consis-

tently overestimate statistical power; to this end, we have erred on the side of overestimating

adherence (see table 5.1), and have also used other overestimating assumptions described in

the previous paragraph.
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Table 5.1: Adherence calculations for each study.

No. Name Year Masks used

by

Description and calculation

1 Cowling

(ITTA)

[105]

2008 Infected

patients

and their

contacts

Household study: 45% of 21 index cases used masks and 21% of 61 contacts wore

masks. To overestimate adherence, we assume no transmission occurs while either

the index patient or contact is wearing a mask. Neglecting correlations between

whether or not the index patient wore a mask and the number of contacts of that

index patient, an upper bound for the probability that either a contact or the index

patient corresponding to that contact used a mask is 45%+21% = 66% (this is likely

an overestimate since households in which index patients wear masks and households

in which contacts wear masks are almost certainly not mutually exclusive). In the

control group, 30 % of index patients and 1 % of contacts used masks. Those classified

as using masks used them often or always; therefore we assume that they used masks

for 80% of all exposures, a likely overestimate since the participants were asked to

use masks only when they are not sleeping or eating. Therefore, the adherence in the

mask group is estimated as 0.66× 0.8 = 0.53, and adherence in the control group is

estimated as 0.31 × 0.8 = 0.25. This leads to a net adherence of 0.37 according to

eq. (5.10).

2 MacIntyre

(ITTA)

[232]

2009 Contacts

of infected

patients

Household study over 5 days: Contacts were told to use masks when in the same room

as the index patient. We consider only the surgical mask group (the other group was

using P2 masks). On day 3, maximum adherence was reported: 45% of contacts used

masks for most of the time. We assume that those who used masks used them for 80%

of exposures, a likely overestimate since contacts did not use masks while sleeping,

even if the child (index patient) was next to them in bed, and because the contacts

could have been infected even if they were not in the same room as the index patient.

The adherence is estimated as 0.45× 0.8 = 0.36

3 MacIntyre

(PPA)

[232]

2009 Contacts

of infected

patients

Household study over 5 days (see row no. 2): Participants in this arm of the per-

protocol analysis used masks for < 2 out of 5 days. Overestimating adherence at 0.8

for 2 days gives adherence = 2/5× 0.8 = 0.32.

4 MacIntyre

(PPA)

[232]

2009 Contacts

of infected

patients

Household study over 5 days (see row no. 2): Participants in this arm of the per-

protocol analysis used masks for all 5 days. Overestimating adherence at 0.8 for 5

days gives adherence an adherence of 5/5× 0.8 = 0.8.
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5 Alfelali

(ITTA)

[10]

2020 Susceptible

individuals

Hajj study: From figure 2 of the study, we can only obtain approximate numbers

since numerical data is not available in the figure. An average across the four days

gives us the percentage of people using masks for various amounts of time. Using

the upper bounds of the reported time ranges, we compute the average mask usage

duration. For the last time range (greater than 3 hours), we assume that masks were

used on average for 5 hours. This leads to an average mask use of 0.778 hours and an

adherence in the mask group of 0.778/24 = 0.032. Participants in the control group

used masks for 0.438 hours on average, yielding an adherence in the control group of

0.438/24 = 0.018. The net adherence value is thus 0.014 (eq. (5.10)). Note that the

systematic review [69] uses an older pre-print version of this study.

6 Alfelali

(PPA) [10]

2020 Susceptible

individuals

Hajj study (see row no. 5): Those who wore masks were compared to those who

did not. The average mask use among those who wore masks was 1.637 hours; thus

adherence = 1.637/24 = 0.0682.

7 Simmerman

(ITTA)

[301]

2011 Infected

patients

and their

contacts

Household study: We compare the hand-hygiene group with the hand-hygiene +

mask group. Only median (and not mean) mask usage was reported for the index

and contact individuals; we therefore approximate the mean with the median. The

median mask usage for the index patient was 35 minutes. The mean of median

mask usage for contacts—parents, siblings and other relations—was 107.9 minutes.

We estimate that index patients and contacts were in contact for 10.4 hours per

day using data from a similar study [233] (row no. 12). Adherence is therefore

estimated as 107.9+35
60×10.4

= 0.23 (see row no. 1 for why the index and contact mask

usages were added together), a likely overestimate, given that the majority of the

households resided in small one-bedroom apartments and thus were likely in contact

for significantly greater than 10.4 hours per day on average. Furthermore, contacts

could have been infected outside of their homes. Also, it was reported that 17.6% of

individuals in the control group used masks, meaning it was likely that those in the

hand-hygiene-only group did as well (which would further reduce the net adherence).

8 Canini

(ITTA)

[81]

2010 Infected

patients

Household study: Average mask use was 3.9 hours per day (from table 3 of the study).

We estimate that index and contact patients were in contact for 10.4 hours per day

using data from a similar study [233] (row no. 12). Adherence is therefore estimated

as 3.9
10.4

= 0.38, a likely overestimate given that contacts could have been infected

outside their homes, or in their homes while not in contact with the index patient.

9 Aiello

(ITTA) [4]

2010 Susceptible

individuals

University residence hall: Mask usage was recorded inside the residence hall and they

were used for 3.92 hours per day. Assuming that residents spent 12 hours outside

the halls, we exclude it from the adherence calculation. Adherence = 3.92
24−12

= 0.33,

a likely overestimate because participants were only encouraged but not required to

use masks outside the residence halls, where they may be infected. In addition, the

participants had left the residence halls for spring break, during which they were not

required to wear masks.
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10 Aiello

(ITTA) [5]

2012 Susceptible

individuals

University residence hall: Masks were used for 5.08 hours per day. Adherence =

5.08
24−12

= 0.42 (see row no. 9).

11 Aiello

(ITTA) [5]

2012 Susceptible

individuals

University residence hall: Masks were used for 5.08 hours per day. Adherence =

5.08
24−12

= 0.42 (see row no. 9).

12 MacIntyre

(ITTA)

[233]

2016 Infected

patients

Household study: In the mask group, index patients were in contact with contacts for

an average of 10.4 hours, and used masks for an average of 4.4 hours. The adherence in

the mask group is thus estimated as 4.4
10.4

= 0.42. In the control group, average mask

usage was 1.4 hours; adherence in the control group is thus estimated as 1.4
10.4

= 0.13.

Net adherence is thus 0.33 (eq. (5.10)).

13 Cowling

(ITTA)

[104]

2009 Infected

patients

and their

contacts

Household study: We compare the hand-hygiene group with the hand-hygiene + mask

group. In the hand-hygiene + mask group, 49% of index cases and 26 % of contacts

used a mask often or always. We therefore calculate adherence in the hand-hygiene +

mask group as (0.49+0.26)× 0.8 = 0.60 (see row no. 1). In the hand-hygiene group,

5 % of contacts and 31 % of index cases used masks, which leads to an adherence

= (0.31 + 0.05)× 0.8 = 0.29 in the hand-hygiene group. Net adherence is thus 0.44

(eq. (5.10)).

14 Barasheed

(ITTA)

[53]

2014 Susceptible

individuals

Hajj pilgramage: 36 people were in the face mask group: 8 people never used a

mask; 11 people used masks for < 4 hours; 8 people used masks used for 5-8 hours;

9 people used masks for > 8 hours (from table 2 of the study). Using the upper

limits of the duration ranges (and 12 hours for the > 8 hour group), adherence =
1
36

(8× 0/24 + 11× 4/24 + 8× 8/24 + 9× 12/24) = 0.25.

15 Sung (Pre-

post) [314]

2012 Potentially

infected

individuals

Visitors had to use face masks when they visited patients in their rooms and the

incidence of infections was recorded among the patients. Although adherence was

not reported, it is reasonable to assume that adherence was high since the study was

conducted in a hospital where doctors and health care workers would have ensured

that protocols are followed; in addition the visitors were in contact with patients only

for a limited duration. We therefore assume an adherence of 0.8

16 Choudhry

(Survey)

[91]

2006 Susceptible

individuals

Survey study for Hajj pilgrims: We consider the group of male pilgrims who reported

using masks most of the time, compared to a group who did not use masks. We

assume that masks were not used while sleeping or eating, and note that the pilgrims

remain susceptible to infection during such activities since they slept in shared tents.

Allotting 10 hours per day for sleeping and eating and other activities during which

masks were not worn, we estimate the adherence as 14/24 = 0.59.

17 Al-Jasser

(Survey)

[7]

2013 Susceptible

individuals

Survey study for Hajj pilgrims: We consider the group of male pilgrims who reported

using masks most of the time, compared to a group who did not use masks, and

therefore estimate adherence as 0.59 (see row no. 16).
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18 Suess

(ITTA)

[313]

2012 Infected

patients

and their

contacts

Household study: From figures 2 and 3 in the study, the average mask usage (across 8

days and across both seasons) among contacts and index patients is 69.4% and 56.4%,

respectively. From this data it is not impossible that in every household either the

index patient or contacts were wearing masks; using this potential overestimate, we

calculate adherence as 1× 0.8 = 0.8 (see row no. 1).

19 Wu

(survey)

[356]

2004 Susceptible

individuals

Survey study: Face mask usage was reported only outside the home. Adherence was

reported subjectively – ‘Never’, ‘Sometimes’, ‘Always’ (table 1 of the study). We

compare the groups which used masks always and never used masks, and use an

adherence value of 0.8 for the ‘Always’ group, a likely overestimate since participants

could have been infected from household contacts.

20 Kim

(survey)[197]

2011 Susceptible

individuals

Survey study among school children for influenza: Mask usage during school hours

was reported as ‘continuous’, ‘irregular’, ‘not used’. We assume an adherence of 0.8

for the ‘continuous’ group (and compare the infection rate to the group that did not

use masks), a likely overestimate since children could be infected outside of school

hours.

21 Lau

(survey)

[210]

2004 Susceptible

individuals

Survey study during SARS epidemic: Mask usage was recorded only for public

places. The study considered the frequent use of masks as using a mask, and oc-

casional/seldom/no use was considered as not using a mask. We assume a value of

0.8 for adherence, a likely overestimate since people could have gotten infected at

home where mask usage was not recorded and since some mask usage was possible

in the non-mask group.

22 Lau

(survey)

[209]

2004 Susceptible

individuals

Survey study during SARS epidemic: Mask usage was recorded only during hospital

visits to patients with SARS. We use an adherence value of 0.8 for hospital settings

(see row no. 15). For this study 0.8 is likely an overestimate since SARS infection

could have occurred outside of the hospital as well.

23 Wu

(survey)

[358]

2016 Susceptible

individuals

Survey study for influenza-like illness. Mask usage was recorded only during hospital

visits. We use an adherence value of 0.8 for hospital settings (see row no. 15). For

this study 0.8 is likely a substantial overestimate since infection could have occurred

outside of the hospital as well.
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Table 5.2: Studies not included in power analysis.

Name Year Reason for exclusion from power analysis
Shin [296] 2018 Study was randomized for testing a common cold drug rather than mask usage, and mask usage was

comparable in both of the groups.
Zhang [363] 2013 Unknown adherence and incomplete data.
Jolie [190] 1998 Animal to human transmission: We consider only human to human transmission for our analysis.
Tahir [318] 2019 Animal to human transmission: We consider only human to human transmission for our analysis.
Larson [208] 2010 Mask adherence was reported to be ‘poor’ but neither the percentage of participants using masks

nor the duration of mask usage was reported, so we could not make an estimate for the adherence.
Emamian [129] 2013 Survey study for Hajj pilgrims: Adherence for mask usage was reported only as ‘Yes’ or ‘No’. Even

occasional use of mask was considered as ‘Yes’. Since adherence data stratified by frequency and/or
duration was not reported, we could not make an estimate for the adherence.

Deris [117] 2010 Survey study for Hajj pilgrims: Adherence for mask usage was reported only as ‘Yes’ or ‘No’. Since
adherence data stratified by frequency and/or duration was not reported, we could not make an
estimate for the adherence.

Uchida [332] 2017 Survey study for children. Mask usage was reported as ‘using masks at any time or place’. Since
adherence data stratified by frequency and/or duration was not reported, we could not make an
estimate for the adherence.

Balaban [29] 2012 Survey study for Hajj pilgrims: Adherence for mask usage was reported only as ‘Yes’ or ‘No’. Since
adherence data stratified by frequency and/or duration was not reported, we could not make an
estimate for the adherence.

Zein 2002 Study not available.
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Chapter 6

Negative Representation and Instability

in Democratic Elections

We now shift our focus to political systems. This chapter considers the properties of demo-

cratic elections; the next chapter will consider consequences of geographic patterns in po-

litical opinion. As in previous chapters, the focus has been on identifying the largest-scale

behaviors—in this case, by abstracting away the details of the electoral process and consid-

ering an election as a map from the political preferences of citizens to those of the elected

official. Details are then later considered in light of these considerations. The behaviors

identified—instability and negative representation—had not been previously considered in

the formal literature due to a focus on mathematical tractability and model building (via

assumptions of concave voter preferences) rather than on the various regimes that could arise

in the space of possible election behaviors.1

1What follows is a slightly modified version of the preprint https://arxiv.org/abs/1810.11489, which
was subsequently published as Alexander F. Siegenfeld and Yaneer Bar-Yam. Negative representation and
instability in democratic elections. Nature Physics 16, 186-190 (2020).
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6.1 Introduction

The challenge of understanding the collective behaviors of social systems can benefit from

methods and concepts from physics [1, 285, 308, 84, 199, 274], not because humans are

similar to electrons, but because certain large-scale behaviors can be understood without

an understanding of the small-scale details [50], in much the same way that sound waves

can be understood without an understanding of atoms. Democratic elections are one such

behavior. Over the past few decades, physicists have explored scaling patterns in voting and

the dynamics of political opinion formation, e.g. [139, 140, 65, 87, 138, 68]. Here, we define the

concepts of negative representation, in which a shift in electorate opinions produces a shift in

the election outcome in the opposite direction, and electoral instability, in which an arbitrarily

small change in electorate opinions can dramatically swing the election outcome, and prove

that unstable elections necessarily contain negatively represented opinions. Furthermore, in

the presence of low voter turnout, increasing polarization of the electorate can drive elections

through a transition from a stable to an unstable regime, analogous to the phase transition

by which some materials become ferromagnetic below their critical temperatures. Empirical

data suggest that United States presidential elections underwent such a phase transition in

the 1970s and have since become increasingly unstable.

Elections are, fundamentally, a means of aggregating many opinions into one—those of

the citizens into that of the elected official. Here, an opinion refers to a person’s entire set of

political beliefs; i.e. each citizen (and candidate) has one opinion. For simplicity, we focus

on the case in which the set of all possible opinions can be embedded in a one-dimensional

continuous space (e.g. a position on a left-right spectrum), as in many studies in the social

choice literature (reviewed in section 6.7.3). However, our results can be extended to a

multidimensional space (see section 6.7.1). The first part of this chapter examines general

properties of electoral representation (which we connect to the voting power literature in

section 6.7.2) and instability, using a mathematical formalism that departs from the literature

in that it makes no assumptions about how people vote or even the structure of the voting

process. The second part of this chapter presents a specific model that builds upon the

142



social choice literature in order to demonstrate how, when the assumption of concave voter

preferences is relaxed, instability and negative representation can arise. The specific model

is shown to map onto the well-known mean-field Ising model [192] of magnetic materials.

The emergence of instability can couple to geospatially varying local election outcomes and

the potentially destabilizing effects of a two party system. Finally, this chapter considers the

implications of such a model for contemporary American elections.

6.2 General properties of elections: representation and

(in)stability

We define an election by 𝑦[𝑓(𝑥)], a functional that maps the distribution of electorate opin-

ions 𝑓(𝑥)—defined so that for any interval [𝑎, 𝑏] ⊂ R, the number of citizens with opin-

ions in that interval is
∫︀ 𝑏

𝑎
𝑓(𝑥)𝑑𝑥—to the election outcome 𝑦 ∈ R, i.e. the opinion of the

elected official. Note that in this framework, candidacy is endogenous: candidate opinions—

or equivalently, which candidates run—are themselves functions of the electorate opinions.

Any electoral system, regardless of its detailed mechanisms (e.g. the number of candidates

or parties, the existence of primary elections, restrictions on candidate entry, etc.) can be

conceptualized as such a process that outputs the opinion of the winning candidate based

on the electorate opinions. In order that no opinion be a priori privileged over others by the

voting system itself, the one restriction we place on this process is translational invariance,

i.e.

𝑦[𝑓(𝑥+ 𝑐)] + 𝑐 = 𝑦[𝑓(𝑥)] (6.1)

for all 𝑐 (section 6.6.1).

In order to measure the sensitivity of the election outcome to changes in electorate opin-

ions [253], we define the representation of an opinion 𝑥 by

𝑟𝑐(𝑓, 𝑥) =
𝛿𝑦

𝑐
(6.2)
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where 𝛿𝑦 is the change in outcome that occurs if an individual’s opinion changes from 𝑥 to

𝑥′ = 𝑥+𝑐 (Which could affect not only which candidate wins the general election, but also the

precise positions of the candidates who decide/are selected to run). (Representation should

not be defined using only the distance between a citizen’s opinion and that of the elected

candidate: opinions without causal influence on the election outcome are not represented,

even if they happen to align with that outcome.) It is convenient to measure representation

by

𝑟(𝑓, 𝑥) = lim
𝑐→0

𝑟𝑐(𝑓, 𝑥) (6.3)

when the limit exists, since 𝑟(𝑓, 𝑥) does not depend on 𝑐.

For a large population, a number of results hold if the election is differentiable (see

section 6.6.2 for details). First,

𝑟(𝑓, 𝑥) =
𝑑

𝑑𝑥

𝛿𝑦

𝛿𝑓(𝑥)
(6.4)

Second, 𝑟𝑐(𝑓, 𝑥) is the average of 𝑟(𝑓, 𝑥) over the interval [𝑥, 𝑥+ 𝑐], and thus representation

of individual opinions can be measured by 𝑟(𝑓, 𝑥) alone. Third, the total representation of

the electorate’s opinions equals 1:

∫︁ ∞

−∞
𝑓(𝑥)𝑟(𝑓, 𝑥)𝑑𝑥 = 1 (6.5)

We now show that all unstable elections contain negatively represented opinions. An

election is unstable if an arbitrarily small change in opinion can cause a sizable change in

the election outcome (fig. 6-1), i.e. for some 𝑓 and 𝑥,

lim
𝑐→0

𝑐𝑟𝑐(𝑓, 𝑥) ̸= 0 (6.6)

If an election 𝑦[𝑓 ] is unstable for an opinion distribution 𝑓0, then if some opinion 𝑥0 changes

by a small amount 𝜖 (call the resulting opinion distribution 𝑓1), the election outcome changes

by a larger amount 𝐶, i.e. 𝛿𝑦1 ≡ 𝑦[𝑓1]−𝑦[𝑓0] = 𝐶 with |𝐶| > |𝜖|. Now consider starting with

𝑓0 and shifting all opinions except 𝑥0 by −𝜖 (call the resulting opinion distribution 𝑓2). Since
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Figure 6-1: Election outcomes (vertical dashed lines) shift in response to a shift in the
distribution of electorate opinions (𝑓(𝑥), denoted by the solid curves, where the horizontal
axes (𝑥) denote political opinion). a-b, When not everyone votes, an election can be unstable
(eq. (6.11))—a small shift in opinions to the right causes a large swing in the election outcome.
c-d, In a stable election, by contrast, a small shift in opinions causes a similarly small shift
in outcome.
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𝑓2(𝑥) = 𝑓1(𝑥 + 𝜖), 𝛿𝑦2 ≡ 𝑦[𝑓2]− 𝑦[𝑓0] = 𝐶 − 𝜖 by translational invariance (eq. (6.1)). Thus,

𝛿𝑦1 and 𝛿𝑦2 have the same sign (since |𝐶| > |𝜖|), despite being caused by changes of opinion

in opposite directions, so one of the two changes in opinions must be negatively represented.

This proof that unstable elections always contain negatively represented opinions relies only

on translational invariance; therefore, we expect it to hold generally in real-world conditions,

regardless of the size of the electorate, the number of candidates or parties, the existence of

primaries, the effects of the Electoral College, etc.

6.3 Applications

Thus far we have presented general results that apply to all elections; we now examine a

particular class of models in order to illustrate how negative representation can arise and to

show how polarization drives elections through a phase transition into the unstable regime.

Consider an election with two candidates (or two major political parties) who choose their

positions in order to maximize their chances of winning the election (or, equivalently, choose

to run/are selected to run in the general election based on these considerations). Then,

under the assumptions of an affine linear utility difference model [39] (see section 6.6.4), the

possible election outcomes are given by (Theorem 4 of [39]):

argmax
𝑦∈R

∫︁ ∞

−∞
𝑢𝑥(𝑦)𝑓(𝑥)𝑑𝑥 (6.7)

where the utility function 𝑢𝑥 denotes the political preferences of someone with opinion 𝑥.

We note that this model always admits at least one Nash equilibrium in candidate strategies

(section 6.6.3); the instability we describe, which arises from multiple Nash equilibria, should

be distinguished from scenarios in which no Nash equilibria exist (section 6.7.3). Although

this model may not accurately describe individual and candidate behaviors, it can nonetheless

be used to describe the properties of real-world elections, since representation and instability

depend on electoral mechanisms only through the effects of these mechanisms on 𝑦[𝑓 ]—the

functional that characterizes how the election outcome varies with electorate opinions. For
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instance, this model cannot describe the deterministic voting underlying the Median Voter

Theorem [63] but can nonetheless exactly capture the collective behavior to which such

voting gives rise, namely the election of the median opinion (section 6.6.4).

6.3.1 Low voter turnout

If citizens with opinions that are far from both candidates are more likely to abstain from

voting, a phenomenon known as alienation [175, 173, 306, 268, 2], then negative representa-

tion occurs. Since not voting for either candidate is equivalent to preferring them equally, a

utility function 𝑢𝑥(𝑦) that captures this behavior will be almost flat for large |𝑦 − 𝑥|. One

such utility function is

𝑢𝑥(𝑦) = 𝑢(𝑦 − 𝑥) = 𝑒−
(𝑦−𝑥)2

2𝑎2 (6.8)

where 𝑎 is a positive constant. Representation is then given by (section 6.6.5)

𝑟(𝑓, 𝑥) ∝ − 1

𝑁
𝑢′′(𝑦* − 𝑥) =

1

𝑁𝑎4
(𝑎2 − (𝑦* − 𝑥)2)𝑒−

(𝑦*−𝑥)2

2𝑎2 (6.9)

where 𝑁 is the number of constituents. Opinions far from the election outcome (|𝑥− 𝑦*| >

𝑎) are negatively represented (𝑟(𝑓, 𝑥) < 0, see fig. 6-2): the election outcome is inversely

sensitive to changes in those opinions. For instance, given a center-left candidate and a

candidate to the right, as left-wing individuals move farther left, they may become less

likely to vote for the center-left candidate (choosing instead not to vote), which increases the

probability that the candidate on the right will win. In response, the electoral equilibrium

of future elections may shift rightward, as candidates no longer vie for these left-wing votes.

(Eq. 6.8 is just an example; more generally, negative representation will occur if and only

if 𝑢(𝑦 − 𝑥) is not concave.) Thus, individual choices to abstain when neither candidate

is appealing lead to a system-level perversion in the aggregation of electorate opinions, in

which the electorate becoming more left-wing can result in a more right-wing outcome, or

vice versa.
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Figure 6-2: When some voters abstain, opinions far from the election outcome may be
negatively represented. This graph depicts the representation (𝑟) of opinions (𝑥) as a function
of their distance from the election outcome (𝑦*) for voting behavior given by eq. (6.8).

6.3.2 A phase transition to instability

When combined with a sufficiently polarized electorate, nonvoting (in particular, non-concave

𝑢) leads not only to negative representation but also to instability. (As proven earlier,

instability cannot occur without negative representation; however, negative representation

is possible without instability—see section 6.6.6 for further discussion.) For 𝑢𝑥 defined by

eq. (6.8) and an opinion distribution 𝑓(𝑥) consisting of two normally distributed (potentially

unequally sized) subpopulations centered at ±∆ (without loss of generality, we define the

origin as the (unweighted) average of the means of the subpopulations),

𝑓(𝑥) = 𝑤1𝑒
− (𝑥+Δ)2

2𝜎2 + 𝑤2𝑒
− (𝑥−Δ)2

2𝜎2 , (6.10)

the outcome 𝑦 is given by the following condition:

𝑦/∆ = tanh(𝐽𝑦/∆+ ℎ) (6.11)

where 𝐽 , a dimensionless measure of the polarization of the electorate, is given by 𝐽 =

∆2/(𝑎2 + 𝜎2) and ℎ, a measure of the relative sizes of the two subpopulations of the elec-
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torate, is given by ℎ = 1
2
ln 𝑤2

𝑤1
. For 𝑤1 = 𝑤2 (i.e. for equally sized subpopulations), ℎ = 0,

and the election is stable for 𝐽 ≤ 1 and unstable for 𝐽 > 1. In the stable regime, 𝑦 = 0. In

the unstable regime, there are two possible outcomes described by ±|𝑦*|, and an arbitrarily

small change in ℎ can cause 𝑦 to swing between its positive and negative values (fig. 6-3).

Thus, small variations determine which subpopulation wins. The variations might include

changes in population, nuances in the candidates’ personalities, changes in the rules (simple

majority versus Electoral College system, for example), voting restrictions, and the effec-

tiveness of turnout operations. From election cycle to election cycle, the outcome can swing

between the two subpopulations, with the majority of the opinions in the losing subpop-

ulation being negatively represented (section 6.6.6). An intuitive explanation of how such

negative representation and instability arises is that, due to low voter turnout, candidates

are incentivized to focus on turning out their bases rather than winning over centrist voters.

This voting model (eq. (6.11)) is precisely equivalent to a mean-field Ising model of

a ferromagnet [192], in which each spin (magnetic dipole) interacts with every other spin,

highlighting the hidden dependencies that can arise from a system in which citizens’ behaviors

are superficially independent (section 6.6.7). This connection with the Ising model differs

from other applications of the Ising model to complex systems [40, 247, 158, 304] in two

respects: first, our analysis takes the electorate opinions as given and therefore concerns the

instability in the election dynamics rather than in the dynamics of the electorate opinions

themselves, and second, we do not impose any of the assumptions of the Ising model, but

rather show (section 6.6.7) that such an equivalence naturally arises for certain classes of

voting behavior. Because the citizens are effectively coupled through collectively choosing

a candidate, the system exhibits emergent behavior in which there can be discontinuities in

the election outcome despite the continuous voting behaviors of individuals. Such emergent

discontinuities are a common feature of complex systems [40, 239, 288, 252, 67, 164].
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Figure 6-3: The stability of elections depends on the degree of electorate polarization. a-
c, With increasing polarization (𝐽) of the electorate opinion distribution, d, the electoral
system undergoes a phase transition from possessing a single stable outcome to possessing
two possible unstable outcomes. e, In the stable regime, the outcome smoothly responds
to changes in the relative sizes of the two subpopulations (changes in ℎ). f, At the phase
transition (𝐽 = 1), the outcome is continuous but not differentiable in the relative sizes of the
two subpopulations. g, In the unstable regime, the outcome discontinuously jumps. These
figures were created using eqs. (6.10) and (6.11) for 𝑎 = 𝜎 = 1 (for which 𝐽 = ∆2/2).

150



6.3.3 Geographic considerations

These emergent discontinuities can couple to geospatial pattern formation. Given the ex-

istence of local elections, we can consider a spatially varying election outcome 𝑦(�⃗�𝑖), which

serves as an order parameter for the 2𝐷 geographic system (�⃗�𝑖 represents geographic loca-

tion). Given local interactions, the 2𝐷 Ising model exhibits a universal behavior of spatial

pattern formation [70]. Indeed, this is consistent with the observed geographic segregation

associated with political polarization [265]. (As these dynamics are consistent with social

influence [57] and homophily [243], we expect the order parameter 𝑦(�⃗�𝑖) to couple to these

forces.) One such model that exhibits this universal behavior can be constructed by coarse-

graining the local electoral outcomes 𝑦(�⃗�𝑖) into a statistical field [65, 66] 𝑦(�⃗�), drawn from a

statistical distribution with an effective local Hamiltonian (normalized by temperature) that

allows for geographic heterogeneity:

∫︁
𝑑2�⃗�

[︀
𝑡(�⃗�)𝑦(�⃗�)2 + 𝑢(�⃗�)𝑦(�⃗�)4 +𝐾(�⃗�)(∇𝑦(�⃗�))2 − ℎ(�⃗�)𝑦(�⃗�)

]︀
(6.12)

where 𝑢,𝐾 : R2 → (0,∞) and 𝑡, ℎ : R2 → R. (Note that this Hamiltonian is intended to

describe only the probability of various system configurations—not any of the dynamics.)

6.3.4 Political parties and primaries

We can also consider a model in which the political parties are explicit. Generically, the

memberships of the two parties can be expected to differ in opinion due to the forces described

in the previous paragraph. A model that captures this breaking of symmetry between the

two parties can be described by the following temperature-normalized Hamiltonian for 𝑝 :

R → [0, 1]:

− max
𝑦1,𝑦2∈R

∫︁ ∞

−∞
𝛽𝑓(𝑥)[𝑝(𝑥)𝑢𝑥(𝑦1) + (1− 𝑝(𝑥))𝑢𝑥(𝑦2)]𝑑𝑥 (6.13)

where 𝑝(𝑥) denotes the probability that a citizen with opinion 𝑥 belongs to or leans towards

one of the two parties (with 1 − 𝑝(𝑥) being the probability that they align with the other

party), where 𝛽 is a positive constant, and where the rest of the notation follows that of
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eq. (6.7). As long as at least one of these parties chooses its nominee so as to maximize

the probability of winning the general election (e.g. if primary voters vote based on this

consideration), then no changes need be made to the analysis in eqs. (6.7) to (6.11). But,

if both parties choose their nominees primarily based upon the opinions of their members

rather than upon electability, then differences in the parties’ members will generally cause

the election to be unstable, regardless of general election voting behavior. For example, if

each of the subpopulations in eq. (6.10) approximately corresponds to a political party, then

nominees based on the median or mean opinions of the party members will be located at

±∆, thus rendering the election unstable for all ∆ > 0 if the two parties have approximately

equal support. Negative representation must then also be present; one such example would

be if some opinions of the left-leaning party were to shift further to the left, resulting in

a more left-leaning nominee that is less appealing to general election voters, increasing the

likelihood that the right-leaning party’s nominee wins.

More generally, this instability arises from primary electorates greatly differing from the

general electorate. Given this inherently polarizing effect of the two-party system, electoral

reforms such as instant-runoff/ranked-choice voting or approval voting that allow for third-

party candidates to run without playing spoiler may reduce this instability. A full description

of the stability of these voting systems, as well as parliamentary forms of government, is

beyond the scope of this analysis and forms an important direction for future research.

6.4 U.S. presidential elections

Empirically, the opinions of the United States population, and in particular the opinions of

those most likely to vote, have been polarizing over the past few decades [264], while voter

turnout has remained approximately constant [240]. Thus, we might expect that over time,

election outcomes have undergone a phase transition from a stable to unstable regime, and

indeed this appears to be the case (fig. 6-4). (While elections cannot be expected to follow the

precise assumptions behind eq. (6.11), they nonetheless may fall into the same universality

class (section 6.6.8), including in the case where the space of opinions is multidimensional
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Figure 6-4: The polarization of the Democratic (dashed) and Republican (dotted) parties
between 1944 and 2012, as measured by the fraction of polarizing words in the party platforms
relative to a baseline. Party platforms are released once every four years. During the 1970s,
there appears to be a divergence, which may correspond to a phase transition of the electoral
dynamics into instability. The bifurcation associated with the universality class to which the
mean-field Ising model belongs (solid, cf. fig. 6-3d) is superimposed; 𝑅2 values are 0.86 for
the Democratic party and 0.89 for the Republican party. See section 6.6.8 for further details.
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(section 6.7.1).) Changes to the electoral process, such as reforms in the early 1970s as to

how presidential party nominees are chosen, together with increasing polarization, may have

driven this phase transition into instability. That the policies of legislators in politically

homogeneous districts are more strongly correlated with the preferences of the district’s

median voter than the policies of legislators in heterogeneous districts [146] lends further

empirical support.

6.5 Conclusion

In addition to whatever other problems may arise from instability, unstable elections also

necessarily contain negatively represented opinions, a result that, due to the generality of the

assumptions used to prove it, is expected to hold for any real-world election, regardless of the

structure of the electoral process, the number of candidates, or other details. Therefore, the

impact of electoral reforms on this instability should be considered. For instance, when voter

turnout is low, political polarization can fundamentally shift electoral dynamics, causing

large swings from election to election and leaving many negatively represented, regardless

of the outcome. These results suggest that polices that increase voter turnout will not

only result in more voices being heard but will also stabilize elections and reduce negative

representation.

6.6 Methods

6.6.1 Translational invariance

In the main text, we make the assumption of translational invariance (eq. (6.1)). Technically,

translational invariance is defined only in relation to a particular metric. Thus, the assump-

tion of translational invariance can be relaxed without invalidating our results. For the proof

that negative representation implies instability, all that is required is that the election be

continuous (rather than invariant) under translations or formally, that for 𝑓𝑐(𝑥) = 𝑓(𝑥+ 𝑐),
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Figure 6-5: By replacing the Dirac delta functions with the approximation 𝛿(𝑥) ∼ 1√
2𝜋
𝑒−𝑥2/2,

a smooth distribution is obtained from the sum of delta functions. Note that the integrals of
these distributions (taken from the lower bound of the domain of the graphs to 𝑥) are very
similar, despite the striking differences between the distributions themselves.

𝑦[𝑓𝑐] be continuous in 𝑐 (note that this property is independent of the metric). The proof

given in the main text then follows in the limit 𝜖 → 0. For the proof that the total represen-

tation sums to 1 (eq. (6.5)), there need only exist some metric on the opinion space under

which the election is translationally invariant, so long as the representation is defined under

such a metric.

6.6.2 Representation in the large-population limit

In this section, we derive properties of our representation measure when the number of

citizens 𝑁 is large. For a set of 𝑁 citizens with opinions {𝑥1, 𝑥2, ..., 𝑥𝑁}, the distribution

of electorate opinions is 𝑓(𝑥) =
∑︀𝑁

𝑖=1 𝛿(𝑥− 𝑥𝑖), which is the only distribution satisfying the

property that
∫︀ 𝑏

𝑎
𝑓(𝑥)𝑑𝑥 is the number of citizens with opinions in the interval [𝑎, 𝑏]. However,
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it is often useful to choose 𝑓(𝑥) to be a smooth function that approximates
∑︀𝑁

𝑖=1 𝛿(𝑥− 𝑥𝑖),

in the sense that the difference between
∫︀ 𝑏

𝑎
𝑓(𝑥)𝑑𝑥 and the number of citizens with opinions

in the interval [𝑎, 𝑏] is no greater than 1 for all 𝑎, 𝑏 (see fig. 6-5 for an example). For large

enough 𝑁 , the error of up to 1 opinion will generally not be significant. Alternatively, a

natural interpretation of a smooth 𝑓(𝑥) is that the opinions are themselves probabilistic (for

an example of explicitly probabilistic opinions, see section 6.7.2). Whether or not 𝑓(𝑥) is

chosen to be smooth does not matter for the results of the text, although for the results that

rely on the assumption that the number of citizens is large, the mathematics are simpler if

𝑓(𝑥) is assumed to be a function rather than a distribution. For instance, the expression for

representation in the case of median voting involves evaluating 𝑓 at its median, an operation

which is not well-defined if 𝑓 is a sum of Dirac delta functions.

In the limit of a large population (𝑁 >> 1), the change 𝛿𝑓 in the opinion distribution

arising from an individual opinion will be small compared to the opinion distribution as a

whole, and so we expand 𝛿𝑦 to first order in 𝛿𝑓 :

𝛿𝑦 =

∫︁ ∞

−∞
𝛿𝑓(𝑧)

𝛿𝑦

𝛿𝑓(𝑧)
𝑑𝑧 (6.14)

Note that eq. (6.14) does not apply to cases in which 𝑦[𝑓 ] is not differentiable, e.g. when

the election is unstable and small changes in the opinion distribution can have an outsized

impact; thus we do not use results derived from these equations when analyzing instability.

We now derive eq. (6.4). Note that when an individual opinion changes from 𝑥 to 𝑥′ =

𝑥+ 𝑐, the opinion distribution changes by

𝛿𝑓(𝑧) = 𝛿(𝑧 − 𝑥− 𝑐)− 𝛿(𝑧 − 𝑥) (6.15)

where 𝛿(𝑧) is the Dirac delta function. Representation (eq. (6.2)) is then obtained in terms

of functional derivatives of the election by substituting eq. (6.15) into eq. (6.14):

𝑟𝑐(𝑓, 𝑥) =
1

𝑐
𝛿𝑦 =

1

𝑐
(

𝛿𝑦

𝛿𝑓(𝑥+ 𝑐)
− 𝛿𝑦

𝛿𝑓(𝑥)
) (6.16)
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which, combined with eq. (6.3), yields eq. (6.4) (reproduced below).

𝑟(𝑓, 𝑥) =
𝑑

𝑑𝑥

𝛿𝑦

𝛿𝑓(𝑥)
(6.17)

By the fundamental theorem of calculus, we see from eq. (6.16) that 𝑟𝑐(𝑓, 𝑥) is the average

of 𝑟(𝑓, 𝑥) over [𝑥, 𝑥+ 𝑐].

We now prove eq. (6.5) (
∫︀∞
−∞ 𝑓(𝑥)𝑟(𝑓, 𝑥)𝑑𝑥 = 1), which holds when the election (𝑦[𝑓 ]) is

differentiable. For small 𝜖, 𝑓(𝑧 + 𝜖) = 𝑓(𝑧) + 𝜖 𝑑
𝑑𝑧
𝑓(𝑧) +𝑂(𝜖2), and thus, using eq. (6.14),

𝑦[𝑓(𝑧 + 𝜖)] = 𝑦[𝑓(𝑧) + 𝜖
𝑑

𝑑𝑧
𝑓(𝑧) +𝑂(𝜖2)] = 𝑦[𝑓(𝑧)] + 𝜖

∫︁ ∞

−∞

𝑑𝑓(𝑥)

𝑑𝑥

𝛿𝑦

𝛿𝑓(𝑥)
𝑑𝑥+𝑂(𝜖2) (6.18)

Since 𝑓 has compact support, which follows from 𝑓 being an approximation of the opinions

of a finite number of citizens, integrating by parts yields

𝑦[𝑓(𝑧 + 𝜖)] = 𝑦[𝑓(𝑧)]− 𝜖

∫︁ ∞

−∞
𝑓(𝑥)𝑟(𝑓, 𝑥)𝑑𝑥+𝑂(𝜖2) (6.19)

which can be combined with eq. (6.1) in the limit 𝜖 → 0 to yield eq. (6.5). This proof

assumes that 𝑓 is differentiable for illustrative purposes, but the result will more generally

hold if 𝑓 and 𝑟 are treated as distributions (generalized functions).

6.6.3 Nash equilibria of the electoral game

Consider a two-candidate election with endogenous candidacy: candidate positions (or,

equivalently, candidates) are chosen in order to maximize the probability of victory. In

this framework, the winner of the election will have adopted an unbeatable position 𝑦*, pro-

vided such a position exists (i.e. a candidate with position 𝑦* will have at least a 50% chance

of winning against a candidate with any other position). Formally, (𝑦*, 𝑦*) is a Nash equi-

librium, since no candidate can improve her chances by changing her position. Because the

voting game is symmetric, if (𝑦1, 𝑦2) is a Nash equilibrium, then so are (𝑦1, 𝑦1) and (𝑦2, 𝑦2);
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see, for instance, section 2.3 of [99]. Thus, if there is a unique Nash equilibrium, it must be

of the form (𝑦*, 𝑦*).

6.6.4 The utility difference model

Building upon the two-candidate election framework above (section 6.6.3), we describe the

assumptions behind the utility difference model given by eq. (6.7) and give examples of

its applications to median voting, mean voting, and an election between median and mean

voting.

Denoting the probability that a vote from someone with opinion 𝑥 will go to the first

candidate minus the probability that it will go to the second by 𝑝𝑥(𝑦1, 𝑦2) (where 𝑦1 and

𝑦2 are the opinions of the first and second candidates, respectively), we assume there exists

some function 𝑢𝑥 such that

𝑝𝑥(𝑦1, 𝑦2) = 𝑢𝑥(𝑦1)− 𝑢𝑥(𝑦2) (6.20)

This assumption yields an affine linear utility difference model [39], the potential election

outcomes for which are given by eq. (6.7). Essentially, this model assumes that the position

that maximizes a candidate’s margin of victory does not depend on the position of the other

candidate. We note that in order for eq. (6.20) to be able to be interpreted as a difference

in probabilities, the functions 𝑢𝑥(𝑦) must satisfy

max
𝑦1,𝑦2

|𝑢𝑥(𝑦1)− 𝑢𝑥(𝑦2)| ≤ 1 (6.21)

so that |𝑝𝑥(𝑦1, 𝑦2)| ≤ 1 always holds.

For 𝑢𝑥(𝑦) = −𝑎2(𝑦 − 𝑥)2 where 𝑎 is a positive constant, the mean opinion is selected,

since for a random variable 𝑋, E[(𝑋 − 𝜇)2] is minimized for 𝜇 = E[𝑋]. (Here, 𝑦 and

the support of 𝑓 must be confined to an interval of length at most 𝑎−1 in order to satisfy

eq. (6.21).) For 𝑢𝑥(𝑦) = −𝑎|𝑦 − 𝑥| (where again, 𝑎 is a positive constant, and 𝑦 and the

support of 𝑓 must be confined to an interval of length at most 𝑎−1), the median opinion is
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selected (since the median minimizes E[|𝑋 −𝑚|]), although by a different mechanism than

the deterministic voting assumptions of the Median Voter Theorem [63]. (The Median Voter

Theorem states that when political opinions lie in one dimension and everyone votes for

the candidate whose opinion is closest to his, the optimal position for a candidate to take

is that of the median voter.) Both of these functions can be viewed as limiting cases of

the hyperbolic 𝑢𝑥(𝑦) = −
√︀
𝑎2(𝑦 − 𝑥)2 + 𝑏2, with 𝑏 << 𝑎 approximating median voting and

𝑏 >> 𝑎 approximating mean voting. Under mean voting, for a citizen opinion either to the

right of both candidates or to the left of both candidates, the farther away this opinion is,

the stronger the citizen’s preference between the two candidates. Under median voting, the

strength of this citizen’s preference for one candidate over the other is independent of how

far the citizen’s opinion is from both candidates. For the intermediate case, the strength

of this citizen’s preference gets stronger up to a point and then levels off as the citizen’s

opinion moves farther away from both candidates. However, in actual elections, citizens

with opinions that are far from both candidates may be more likely to abstain from voting

(or vote for a third-party candidate), which is why eq. (6.8) may be more realistic.

6.6.5 Representation in the utility difference model

In this section, we calculate representation for the utility difference model given by eq. (6.7).

We derive the first part of eq. (6.9), and we then calculate representation for the examples

given in section 6.6.4. To do so, we must assume there is a single possible election outcome

𝑦* (see section 6.6.3). Then, from eq. (6.7),

𝑦* = argmax
𝑦

∫︁ ∞

−∞
𝑢𝑥(𝑦)𝑓(𝑥)𝑑𝑥 (6.22)

which implies

0 =

∫︁ ∞

−∞
𝑢′
𝑥(𝑦

*)𝑓(𝑥)𝑑𝑥 (6.23)

Note that eq. (6.22) satisfies 𝑦[𝑓(𝑥)] = 𝑦[𝜆𝑓(𝑥)] for any positive constant 𝜆 (scale invariance),

and let 𝑓(𝑥) = 𝑓(𝑥)/𝑁 where 𝑁 is the size of the electorate, so that
∫︀∞
−∞ 𝑓(𝑥)𝑑𝑥 = 1.
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Considering the change that arises from the addition of a single individual with opinion 𝑥0

to the population, we define 𝛿𝑦* by

𝑦* + 𝛿𝑦* = 𝑦[𝑓(𝑥) + 𝛿(𝑥− 𝑥0)] = 𝑦[𝑓(𝑥) + 𝜖𝛿(𝑥− 𝑥0)] (6.24)

where 𝜖 = 1/𝑁 . Thus, substituting 𝑦* + 𝛿𝑦* for 𝑦* and 𝑓(𝑥) + 𝜖𝛿(𝑥 − 𝑥0) for 𝑓(𝑥) into

eq. (6.23),

0 =

∫︁ ∞

−∞
𝑢′
𝑥(𝑦

* + 𝛿𝑦*)(𝑓(𝑥) + 𝜖𝛿(𝑥− 𝑥0))𝑑𝑥 (6.25)

Because
∫︀∞
−∞ 𝑢𝑥(𝑥)𝑓(𝑥)𝑑𝑥 is differentiable in 𝑓 and has a single maximum in 𝑦, expanding

eq. (6.25) to lowest order in 𝜖 yields

𝛿𝑦* = 𝜖
−𝑢′

𝑥0
(𝑦*)∫︀∞

−∞ 𝑢′′
𝑥(𝑦

*)𝑓(𝑥)𝑑𝑥
+𝑂(𝜖2) (6.26)

Noting that the denominator is independent of 𝑥0, of order 1 (i.e. independent of 𝑁), and

negative (otherwise, 𝑦* would be a minimum rather than a maximum),

𝛿𝑦

𝛿𝑓(𝑥0)
= lim

𝜖→0

𝛿𝑦*

𝜖
∝ 𝑢′

𝑥(𝑦
*) (6.27)

So, using eq. (6.4),

𝑟(𝑓, 𝑥) =
𝑑

𝑑𝑥

𝛿𝑦

𝛿𝑓(𝑥)
=

1

𝑁

𝑑

𝑑𝑥

𝛿𝑦

𝛿𝑓(𝑥)
∝ 1

𝑁

𝑑

𝑑𝑥
𝑢′
𝑥(𝑦

*) (6.28)

If 𝑢𝑥(𝑦) = 𝑢(𝑦 − 𝑥), as it must be for some function 𝑢 if the election is translationally

invariant as in eq. (6.1), then

𝑟(𝑓, 𝑥) ∝ − 1

𝑁
𝑢′′(𝑦* − 𝑥) (6.29)

Eq. 6.29 provides a direct link between citizen preferences and the representation of

opinions. (If needed, the constant of proportionality can be determined through eq. (6.5).)

Consider the examples for 𝑢 given in section 6.6.4. For 𝑢(𝑦 − 𝑥) = −𝑎2(𝑦 − 𝑥)2 and 𝑢(𝑦 −
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𝑥) = −𝑎|𝑦 − 𝑥|, we can quickly derive the representation of opinions under mean voting

(𝑟(𝑓, 𝑥) = 1
𝑁

) and median voting (𝑟(𝑓, 𝑥) = 𝛿(𝑥−𝑚)
𝑓(𝑚)

where 𝑚 is the median of 𝑓), respectively.

For 𝑢(𝑦 − 𝑥) = −
√︀
𝑎2(𝑦 − 𝑥)2 + 𝑏2, which yields an outcome between that of median and

mean voting,

𝑟(𝑓, 𝑥) ∝ (1 +
𝑎2

𝑏2
(𝑥− 𝑦[𝑓 ])2)−3/2 (6.30)

resulting in the representation of opinions being concentrated around the election outcome,

but not infinitely concentrated as it is for median voting. For 𝑢 that are not concave, there

will exist some 𝑥 such that 𝑢′′(𝑥 − 𝑦) > 0, and representation will be negative for those

opinions (see eq. (6.29)).

6.6.6 Instability in the utility difference model

Here, we explore the conditions under which instability can arise in the model described

by eq. (6.7), and we elaborate on the concrete model of instability with outcomes given by

eq. (6.11). For the model given by eq. (6.7), 𝑟(𝑓, 𝑥) = 𝑑
𝑑𝑥

𝛿𝑦
𝛿𝑓(𝑥)

is shown to be well-defined

as long as 𝑦[𝑓 ] is single-valued, i.e. eq. (6.7) has a single maximum (section 6.6.5). Thus,

instability can occur only when there are multiple maxima. (For a single maximum 𝑦* with∫︀∞
−∞ 𝑢′′(𝑥−𝑦*)𝑓(𝑥)𝑑𝑥 = 0, the functional derivative of 𝑦 is not defined, but, as can be shown

in a higher order analysis, there is no instability. In particular, for 𝛿𝑦* defined by eq. (6.24),

we can derive
1

6
(𝛿𝑦*)3 =

−𝜖𝑢′
𝑥0
(𝑦*)∫︀∞

−∞ 𝑓(𝑥)𝑢′′′′
𝑥 (𝑦*)𝑑𝑥

+𝑂(𝜖4/3)

in place of eq. (6.26), which yields 𝛿𝑦* ∝ 𝜖1/3𝑢′
𝑥0
(𝑦*)1/3 +𝑂(𝜖2/3). Note that

𝑟(𝑓, 𝑥0) =
𝑑

𝑑𝑥

⃒⃒⃒
𝑥=𝑥0

𝛿𝑦*

is well-defined for any given 𝜖 = 1/𝑁—although it is not given by eq. (6.4) since 𝛿𝑦
𝛿𝑓(𝑥)

does

not exist—thus, there is no instability.)
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For an opinion distribution in which eq. (6.7) has two maxima 𝑦*1 and 𝑦*2, if each position

is taken by one candidate, then each candidate has a 50% chance of winning the election.

However, an arbitrarily small change in the opinion distribution can favor one outcome over

the other, giving either 𝑦*1 or 𝑦*2 a chance of winning that is arbitrarily close to 100% in the

large-population limit. (For a finite population, the outcome of the election in this model

is not deterministic, and the probability of a given candidate winning is continuous with

respect to the opinion distribution. This discontinuity in 𝑦[𝑓 ] arising from multiple Nash

equilibria in the large-population limit is analogous to a first-order phase transition.)

The existence of multiple maxima in 𝑦 implies that
∫︀∞
−∞ 𝑢(𝑥 − 𝑦)𝑓(𝑥)𝑑𝑥 is not concave

(ignoring the degenerate case in which
∫︀∞
−∞ 𝑢(𝑥− 𝑦)𝑓(𝑥)𝑑𝑥 is constant over some interval).

Thus, instability can arise only in the case of non-concave 𝑢, which is precisely the same

condition under which negative representation occurs. That instability can arise only in the

presence of negative representation should not surprise us, since it was proven under more

general conditions in the main text. For this class of models, we also find that negative

representation implies that there exist distributions of opinions for which instability arises,

i.e. if 𝑢 is not concave, then there exists an 𝑓(𝑥) such that eq. (6.7) has multiple maxima.

To see why this is true, consider an opinion distribution 𝑓 such that 𝑓(𝑥) = 𝑓(−𝑥). Then,

if there is a single maximum of eq. (6.7), it must lie at 𝑦* = 0. In order for 𝑦* = 0 to be

a maximum, we must have
∫︀∞
−∞ 𝑓(𝑥)𝑢′′(𝑥)𝑑𝑥 = 2

∫︀∞
0

𝑓(𝑥)𝑢′′(𝑥)𝑑𝑥 ≤ 0 (where the equality

follows from the symmetry of 𝑢 and 𝑓). But, assuming 𝑢 is twice continuously differentiable

and not concave, there exists an 𝑓 such that 𝑓(𝑥) = 𝑓(−𝑥) and
∫︀∞
0

𝑓(𝑥)𝑢′′(𝑥)𝑑𝑥 > 0. For

such an 𝑓 , 𝑦* = 0 is not a maximum, thus contradicting our assumption that there was a

unique maximum.

To provide an example of how, for non-concave 𝑢, the election is unstable for certain

opinion distributions, we consider the 𝑢 used for the example of negative representation:

𝑢(𝑦−𝑥) = exp
[︁
− (𝑦−𝑥)2

2𝑎2

]︁
for some positive constant 𝑎 (eq. (6.8)). We take the distribution of

electorate opinions to be a sum of two (potentially unequally weighted) normal distributions
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of equal variance:

𝑓(𝑥) =
∑︁
𝛼=1,2

𝑤𝛼𝑒
− (𝑥−𝜇𝛼)2

2𝜎2 (6.31)

Then, from eq. (6.7), the outcome of the election is then given by

argmax
𝑦

∫︁ ∞

−∞
𝑓(𝑥)𝑒−

(𝑦−𝑥)2

2𝑎2 𝑑𝑥 = argmax
𝑦

∑︁
𝛼=1,2

𝑤𝛼𝑒
− (𝑦−𝜇𝛼)2

2(𝑎2+𝜎2) (6.32)

Without loss of generality, we can assume that 𝜇2 = −𝜇1 ≡ ∆ ≥ 0. Defining the normalized

election outcome 𝑦 ≡ 𝑦/∆, we solve eq. (6.32) to get the following condition:

𝑦 = tanh(𝐽𝑦 + ℎ) (6.33)

where 𝐽 = ∆2/(𝑎2+𝜎2) and ℎ = 1
2
ln 𝑤2

𝑤1
. For 𝑤1 = 𝑤2 (i.e. for equally sized subpopulations),

ℎ = 0, and the election is stable with 𝑦 = 0 for 𝐽 ≤ 1 and unstable for 𝐽 > 1. In the unstable

regime, there are two possible outcomes described by ±|𝑦*|, and an arbitrarily small change

in ℎ can cause 𝑦 to swing between its positive and negative value. In this regime, the

majority of one of the subpopulations will be negatively represented: for 𝑦* < 0, over half

of the subpopulation centered at ∆ will have opinions 𝑥 with 𝑥 − 𝑦* > ∆ − 𝑦* > 𝑎 (∆ > 𝑎

in the unstable regime), and, from eq. (6.9), representation is negative for these opinions.

Likewise, for 𝑦* > 0 in the unstable regime, over half of the subpopulation centered at −∆

will be negatively represented.

6.6.7 Connection with the mean-field Ising model

We map the voting model that gives rise to eq. (6.33) (eq. (6.11) in the main text) onto a

mean-field Ising model [192]. To begin constructing this map, note that the left-hand side

of eq. (6.32) gives the limiting value of 𝑦 as 𝑁 → ∞ when 𝑦 is drawn from a probability

distribution corresponding to the partition function

𝑍 =

∫︁ ∞

−∞

[︂∫︁ ∞

−∞
𝑒−

(𝑦−𝑥)2

2𝑎2 𝑓(𝑥)𝑑𝑥

]︂𝑁
𝑑𝑦 (6.34)
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Because 𝑦 is a gaussian random variable, we can explicitly integrate over 𝑦, which yields,

up to a multiplicative constant,

𝑍 =

∫︁ ∞

−∞
𝑒−

∑︀
𝑖
(𝑥𝑖−�̄�)2

2𝑎2 Π𝑁
𝑖=1(𝑓(𝑥𝑖)𝑑𝑥𝑖) =

∫︁ ∞

−∞
𝑒−

1
2𝑁

∑︀
𝑖,𝑗

(𝑥𝑖−𝑥𝑗)
2

2𝑎2 Π𝑁
𝑖=1(𝑓(𝑥𝑖)𝑑𝑥𝑖) (6.35)

This equation describes 𝑁 interacting probabilistic “spins,” with each spin weighted by the

opinion distribution 𝑓(𝑥), with an energy penalty proportional to its mean-square distance

from all of the other spins. For 𝑓(𝑥) given by eq. (6.31) (eq. (6.10) in the main text), the

behavior is exactly that of a mean-field Ising model (with an external magnetic field for

𝑤1 ̸= 𝑤2); in general, for bimodal symmetric 𝑓(𝑥) we expect a phase transition in which the

system will spontaneously break the symmetry between the peaks as the peaks move farther

apart. In the stable/disordered phase, both of the peaks of 𝑓(𝑥) are sampled by the “spins;” in

the unstable/ordered phase, however, only one of the two peaks is sampled, and therefore the

other peak is not represented. Despite the fact that each individual votes independently from

everyone else, citizens are coupled through their collectively choosing a candidate, which is

reflected by the effective interactions between the “spins.” In the limit of weak interactions,

i.e. 𝑎 → ∞, we recover mean voting, since in this limit, 𝑢(𝑦 − 𝑥) = exp
[︁
− (𝑦−𝑥)2

2𝑎2

]︁
≈

1 − 1
2𝑎2

(𝑦 − 𝑥)2. (Quadratic utility functions yield mean voting—see section 6.6.4.) Thus,

mean voting is a way of “independently” aggregating opinions.

For a general 𝑢(𝑦 − 𝑥𝑖) = exp[−𝑉 (𝑦 − 𝑥𝑖)] (we can always write 𝑢 in this form with

𝑉 (𝑥) ≥ 𝑐 for some 𝑐 ∈ R), we note that eq. (6.7) yields an election outcome equivalent to

the limit of 𝑦 as 𝑁 → ∞ with 𝑦 drawn from

𝑍 =

∫︁ ∞

−∞

[︂∫︁ ∞

−∞
𝑒−𝑉 (𝑦−𝑥)𝑓(𝑥)𝑑𝑥

]︂𝑁
𝑑𝑦 =

∫︁ ∞

−∞
𝑒−

∑︀
𝑖 𝑉 (𝑦−𝑥𝑖)Π𝑁

𝑖=1(𝑓(𝑥𝑖)𝑑𝑥𝑖) (6.36)

For quadratic 𝑉 , we saw above that we could exactly integrate over the election outcome 𝑦

to yield pairwise quadratic interactions between the 𝑥𝑖 variables, but for general 𝑉 , such an

integration will yield many interaction terms of higher than quadratic order between these 𝑥𝑖.

Although such integration cannot be carried out precisely, we expect this interacting system
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to undergo a phase transition for bimodal 𝑓(𝑥) if the expansion of 𝑉 produces sufficiently

strong interactions. Thus, the system’s behavior should be similar to the exactly solvable

case in which 𝑉 is quadratic.

6.6.8 Empirical data

To determine if the stability of U.S. presidential elections has changed over time, we used

data from Jordan et al. [191] on the polarization in the party platforms. Jordan et al. used a

combination of machine learning and human judgment to determine which of the frequently

used words in the party platforms were polarizing and then determined the number of po-

larizing words (classified by political issue dimensions such as economic, foreign, etc.) in the

Republican and Democratic platforms from 1944 to 2012. From this data, we calculated the

total number of polarizing words as a percentage of all words in the platforms. We chose

the percentage of polarizing words in the party platforms as a measure of political polar-

ization over other measures of ideology—such as NOMINATE scores [271], which measure

ideological purity based on agreement with other politicians—because we wanted an exter-

nal, content-based measure of divergence in opinion rather than a measure of ideology that

depends only on the positions that politicians take relative to one another. To construct

fig. 6-4, we plotted by year the fraction of polarizing words in the Democratic platforms

and the negative of the fraction of polarizing words in the Republican platforms. To cor-

rect for any time-independent bias affecting the number of polarizing words in the party

platforms—for instance, which words Jordan et al. designated as polarizing—we subtracted

from the data for each party separately the fraction of polarizing words from the year of

least polarization for that party (which was 1948 for both parties). Thus, the data shown

are the changes in the fraction of polarizing words relative to their baseline value (0.0258 for

Democratic platforms and 0.0693 for Republican platforms).

As was noted in the main text and explained in section 6.6.7, our voting model (fig. 6-

3) is equivalent to a mean-field Ising model. Real-world elections are unlikely to follow

this model exactly, and even if they did, there is no reason to believe that there would be
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a simple relationship between polarization (for which 𝐽 is a dimensionless measure) and

time. Nonetheless, if U.S. presidential elections underwent a phase transition in the same

universality class as the mean-field Ising model, then in the vicinity of the phase transition,

polarization would increase in proportion to the square root of the time from the transition,

regardless of the precise relationship between time and polarization. In much the same way,

magnetization increases near a ferromagnetic phase transition in proportion to (𝑇 − 𝑇𝑐)
𝛽,

where 𝑇 is temperature, 𝑇𝑐 is the temperature at which the phase transition occurs, and 𝛽

is known as a critical exponent, which depends only on the universality class to which the

phase transition belongs [193]. Inspired by this universality, we fit the polarization of both

parties to the piecewise function

𝑓(𝑥) =

⎧⎪⎨⎪⎩0 𝑥 ≤ 𝑥0

𝐴
√
𝑥− 𝑥0 𝑥 > 𝑥0

(6.37)

where 𝑥 is the year and 𝑓(𝑥) is the fraction of polarizing words in that year’s platform

relative to the baseline value (see above), and 𝐴 and 𝑥0 are free parameters, corresponding

to the amplitude of the polarization and the year that it begins, respectively. We found that

𝑥0 = 1970.54 and 𝐴 = 0.0079196 minimize the total sum of square errors, yielding 𝑅2 values

of 0.86 for the Democratic party and 0.89 for the Republican party. If the two parties are

considered together, 𝑅2 = 0.87.

6.7 Supplementary Text

6.7.1 Multidimensional opinion space

For the sake of simplicity, this chapter focuses on systems with a one-dimensional opinion

space, but the concepts developed here can naturally be extended to a multidimensional

opinion space, where the opinions of the electorate and candidates lie in R𝑛, as in [99, 132,
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39, 131]. This extension will be briefly outlined here. The definition of representation is

generalized by replacing eq. (6.2) with

𝑟�⃗�,𝜇𝜈(𝑓, 𝑥) =
𝛿𝑦𝜇𝑐𝜈
|𝑐|2

(6.38)

For a scalar measure, we use

tr[𝑟�⃗�] =
�⃗� · 𝛿�⃗�
|𝑐|2

(6.39)

When there exists an 𝑟𝜇𝜈(𝑓, 𝑥) such that

𝛿𝑦𝜇 =
∑︁
𝜈

𝑟𝜇𝜈(𝑓, 𝑥)𝑐𝜈 +𝑂(𝑐2) (6.40)

for all �⃗�, this 𝑟𝜇𝜈(𝑓, 𝑥) can be used in place of eq. (6.3) as a representation independent

of �⃗�. In the large-population limit, eq. (6.16) is then replaced (using Einstein-summation

notation) by the path-independent integral

tr[𝑟�⃗�(𝑓, 𝑥)] =
𝑐𝜇
|𝑐|2

(︂
𝛿𝑦𝜇

𝛿𝑓(�⃗�+ �⃗�)
− 𝛿𝑦𝜇

𝛿𝑓(�⃗�)

)︂
=

𝑐𝜇
|𝑐|2

∫︁ �⃗�+�⃗�

�⃗�

𝑟𝜇𝜈(𝑓, 𝑥
′)𝑑𝑥′

𝜈 (6.41)

where 𝑟(𝑓, 𝑥) (which satisfies eq. (6.40)) is a matrix defined by

𝑟𝜇𝜈(𝑓, 𝑥) =
𝜕

𝜕𝑥𝜈

𝛿𝑦𝜇
𝛿𝑓(𝑥)

(6.42)

The differential representation in a direction given by the unit vector 𝑣 is then given by

𝑣𝜇𝑟𝜇𝜈(𝑓, 𝑥)𝑣𝜈 , which yields the same results as eq. 7 of [253] in the limit of a continuum of

voters. The trace tr[𝑟] gives a rotationally invariant scalar measure.

The representation normalization condition corresponding to eq. (6.5) is
∫︀
𝑓(𝑥)𝑟𝜇𝜈(𝑓, 𝑥)𝑑𝑥 =

𝛿𝜇𝜈 where the integral is taken over R𝑛.
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In the multidimensional case, instability also implies a failure in representation. In a

manner analogous to eq. (6.6), instability is characterized by

lim
�⃗�→0

𝑐𝜈𝑟�⃗�,𝜇𝜈 ̸= 0 (6.43)

Generally, instability implies either that lim�⃗�→0 |𝑐| tr[𝑟�⃗�] ̸= 0, in which case negative repre-

sentation (defined by tr[𝑟�⃗�] < 0) follows in the same way as the one-dimensional case, or

that an infinitesimal change in opinion causes a finite orthogonal change in the outcome of

the election. In this case, by considering further infinitesimal changes in opinion parallel to

the first change in election outcome, and assuming that the magnitude of the change in the

outcome of the election cannot grow without bound, one either gets negative representation

directly (tr[𝑟�⃗�] < 0 for some �⃗�)—or tr[𝑟�⃗�] > 1, from which negative representation follows as

it does in the one-dimensional case.

Just as in the one-dimensional case, increasing polarization can drive the election through

a phase transition from a stable to unstable regime, as eqs. (6.35) and (6.36) apply equally

well if the opinions 𝑥𝑖 are vector quantities. The nature of the unstable regime will depend

on the symmetries present in the problem.2 For example, consider a distribution of opinions

given by

𝑓(�⃗�) =
𝑁𝛼∑︁
𝛼=1

𝑒−
(�⃗�−�⃗�𝛼)2

2𝜎2 (6.44)

where 𝑁𝛼 is the number of subpopulations. For 𝑁𝛼 = 2, the instability that occurs for

sufficiently large |�⃗�1− �⃗�2| will be very similar to what was described in the main text for the

one-dimensional case. For 𝑁𝛼 > 2, if the set of points {�⃗�𝛼} possess permutation symmetry,

the system will resemble that of a mean-field Potts model (assuming the 𝑉 in eq. (6.36) is

isotropic). However, unlike the case for 𝑁𝛼 = 2—where regardless of the values of the �⃗�𝛼,

the system possesses the appropriate symmetry to belong to the Ising universality class (due

to the overall translational invariance of the problem and thus the ability to redefine the

origin)—for 𝑁𝛼 > 2, we should not expect the system to generally possess the permutation

2However, as all of the possible phase transitions are described by a mean-field theory, they all belong to
the same universality class.
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symmetry necessary for Potts universality. Thus, we expect the real-world phase transitions

that we observe to be of the 𝑁𝛼 = 2 type, i.e. of the same type of instability observed for a

one-dimensional opinion space. For 𝑁𝛼 > 2, the situation may be able to be approximated by

𝑁𝛼 = 2, especially if there are dynamical social or political forces that pull the distribution of

opinions towards a situation in which competition is roughly balanced between two opposing

(potentially multi-party) coalitions at any given point in time.

6.7.2 The Owen-Shapley index as a special case

In this section we show that there exist functionals 𝑦[𝑓(𝑥)] for which our representation

measure (eq. (6.4)) reproduces the values of both the deterministic and probabilistic Owen-

Shapley voting power indices. Thus, these voting power indices can be thought of as special

cases of our measure. We give a brief background on the voting power literature and then

consider the case of a one-dimensional opinion space, followed by a generalization to the

case of a multidimensional opinion space for which the Owen-Shapley index was primarily

designed.

When nothing is known about the preferences of voters, their political power has tradi-

tionally been measured by a priori voting power [136], which reflects the probability that

a given individual or entity will cast the deciding vote and is usually measured by either

the Penrose index [263] or the Shapley-Shubik index [295]. More precisely, to calculate a

voter’s a priori voting power, consider a random division of the rest of the voters into two

camps. Then the probability that the excluded voter will get his way regardless of which

camp he joins is his voting power; the Penrose index and the Shapley-Shubik index differ

only in the way in which they randomly choose a division. While the Penrose index assumes

that each voter randomly chooses one side or the other, the Shapley-Shubik index re-weights

the probabilities so that each ordering of voters is equally likely.3 These indices provide

useful and counterintuitive results when the voters possess differing numbers of votes, as in
3There are some fundamental differences in the motivation behind the indices [136], but mathematically,

they are rather similar, though neither is without drawbacks: while the assumptions behind the Penrose
index are simpler, in general the sum of all voters’ Penrose indices will not equal 1, while the sum of all
voters’ Shapley-Shubik indices will.
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the European Union. For instance, under the 1958 voting rules for the European Economic

Community, Luxembourg, despite having had one vote, had no voting power, since there

were no possible divisions of the other five countries such that Luxembourg’s vote would be

decisive [144]. But in elections in which each voter has one vote, all measures of a priori vot-

ing power result in each voter having an equal amount of power. A measure of voting power

that takes voter preferences into account is needed to determine how various opinions are

differently represented. Many preference-based measures have been proposed—for instance,

the spatial Shapley-Shubik index, also known as the Owen-Shapley index [258]—but, as we

will see, these measures implicitly assume that people vote in a particular way.

In one dimension, the deterministic Owen-Shapley index [258] allows for only two possible

orderings of the voters (left to right or right to left), for which the median voter is pivotal

in both, thus yielding the same concentration of power that our representation measure

(eq. (6.3)) yields in the case of median voting (𝑦[𝑓 ] = median[𝑓 ] ≡ 𝑚 yields 𝑟(𝑓, 𝑥) =

𝑑
𝑑𝑥

𝛿𝑦
𝛿𝑓(𝑥)

= 𝛿(𝑥−𝑚)
𝑓(𝑚)

). Benati and Marzetti [56] note that this extreme concentration of power is

due to the deterministic nature of the Owen-Shapley model, which assigns zero probability

to almost all orderings. They propose a generalized election model in which voters’ opinions

have both a deterministic and a random component. In the one-dimensional case, their

treatment is equivalent to denoting the probabilistic opinion 𝑋𝑖 of voter 𝑖 by

𝑋𝑖 = 𝑥𝑖 + 𝜖𝑖 (6.45)

where the 𝑥𝑖 are deterministic and the 𝜖𝑖 are independent random variables with a continuous

probability density function 𝑓𝜖(𝜖𝑖). Denoting the distribution of the 𝑥𝑖 over the population

by 𝑓(𝑥𝑖) (note that 𝑓 will be a sum of delta functions for a finite population) and choosing

an election in which people vote for the candidate closest to their probabilistic opinions

𝑋𝑖,4 the Nash equilibrium for the two candidates’ opinions is the median of the distribution

4This election takes the form of the Random Utility Model mentioned in section 2.2 of [39].
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𝑓𝑋(𝑋) ≡ (𝑓 * 𝑓𝜖)(𝑥) =
∫︀∞
−∞ 𝑓(𝑥)𝑓𝜖(𝑋 − 𝑥)𝑑𝑥, i.e.

𝑦[𝑓 ] = median[𝑓𝑋 ] = median[𝑓 * 𝑓𝜖] ≡ 𝑚 (6.46)

The continuity of 𝑓𝑋 follows from that of 𝑓𝜖, and we have made the additional assumption

that 𝑓𝑋(𝑚) ̸= 0; otherwise, there is no unique Nash equilibrium.

We then calculate

𝛿𝑦[𝑓 ]

𝛿𝑓(𝑥)
=

∫︁ ∞

−∞

𝛿median[𝑓𝑋 ]

𝛿𝑓𝑋(𝑧)

𝛿𝑓𝑋(𝑧)

𝛿𝑓(𝑥)
𝑑𝑧 =

∫︁ ∞

−∞

sign(𝑧 −𝑚)

2𝑓𝑋(𝑚)
𝑓𝜖(𝑧−𝑥)𝑑𝑧 =

∫︁ ∞

−∞

sign(𝑧 + 𝑥−𝑚)

2𝑓𝑋(𝑚)
𝑓𝜖(𝑧)𝑑𝑧

(6.47)

which yields the representation measure (eq. (6.4)) for opinion 𝑖:

𝑟(𝑓, 𝑥𝑖) =
𝑑

𝑑𝑥𝑖

𝛿𝑦[𝑓 ]

𝛿𝑓(𝑥𝑖)
=

∫︁ ∞

−∞

2𝛿(𝑧 + 𝑥𝑖 −𝑚)

2𝑓𝑋(𝑚)
𝑓𝜖(𝑧)𝑑𝑧 =

1

𝑓𝑋(𝑚)
𝑓𝜖(𝑚− 𝑥𝑖) (6.48)

The rightmost side of eq. (6.48) is the probability that voter 𝑖 is the median—i.e. pivotal—

voter; thus, 𝑟(𝑓, 𝑥𝑖) is equal to the generalized Owen-Shapley index for voter 𝑖.

The Owen-Shapley index was developed primarily for multidimensional opinion spaces

in R𝑛. Owen and Shapley [258] consider a randomly drawn unit vector 𝑣 ∈ R𝑛 and then

order individuals by defining 𝑖 < 𝑗 if �⃗�𝑖 · 𝑣 < �⃗�𝑗 · 𝑣. (The �⃗�𝑖 are deterministic but can

easily be modified to be partially probabilistic as in [56].) The Owen-Shapley index of 𝑖

is again the probability that 𝑖 is the median of the resulting ordering. To see how this

power index is a special case of our multidimensional representation measure (eq. (6.42)),

consider the following method of choosing a candidate, given a set of voters with (potentially

probabilistic) opinions �⃗�𝑖 ∈ R𝑛:

1) Randomly choose an orthonormal basis 𝑉 = {𝑣1, ..., 𝑣𝑛} for R𝑛.

2) Conditioning on the orthonormal basis 𝑉 , let 𝑚𝛼(𝑉 ) be the median of the probability

distribution function for 𝑣𝛼 · �⃗�, where �⃗� is randomly drawn from the voter opinions �⃗�𝑖.

3) The election outcome is then given by �⃗�[𝑓 ] =
∑︀𝑛

𝛼=1 𝑚𝛼(𝑉 )𝑣𝛼.
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Note that �⃗� is now a random variable (since it depends on the orthonormal basis 𝑉 ),

and so the right-hand side of eq. (6.42) must be replaced by its expectation value, i.e.

𝑟𝜇𝜈(𝑓, �⃗�) = E[ 𝜕
𝜕𝑥𝜈

𝛿𝑦𝜇
𝛿𝑓(�⃗�)

]. From eq. (6.48) (with 𝑣 · �⃗�, 𝑣 · 𝑥𝑖, and 𝑣 · 𝜖𝑖 substituting for 𝑦, 𝑥𝑖,

and 𝜖𝑖), 𝑣𝜇𝑟𝜇𝜈(𝑓, �⃗�𝑖)𝑣𝜈 is equal to the probability that 𝑖 will be the median voter along 𝑣.

Therefore, tr[𝑟(𝑓, �⃗�𝑖)] is equal to the expected number of basis vectors along which 𝑖 will be

the median, and so tr[𝑟(𝑓, �⃗�𝑖)] is equivalent to 𝑛 times the Owen-Shapley index.

The agreement between 𝑟(𝑓, �⃗�) and the Owen-Shapley index follows from the fact that
𝑑

𝑑(𝑣·�⃗�𝑖)

𝛿median[𝑓
𝑣·�⃗� ]

𝛿𝑓(�⃗�𝑖)
measures the probability that 𝑖 is the median voter along 𝑣 for this class

of voting models. In this sense, the Owen-Shapley index of power implicitly assumes an

election in which some sort of median is chosen. This model is appropriate when voters vote

deterministically (although the options presented for them to vote on may be random). But

such deterministic voting assumes that voters distinguish between very small differences in

policy with 100% certainty, and it also assumes that there is no chance that a voter abstains.

While these assumptions may hold for assemblies of elected officials (and in particular to

the EU, where these measures are most commonly applied), they tend to fail for mass

elections, in which a citizen may sometimes vote for the candidate farther from her opinion

and sometimes may choose not to vote at all.

6.7.3 A brief review of social choice theory

Here, we briefly review the social choice literature on elections, focusing in particular on

the aspects of spatial models of elections—i.e. models that denote the political preferences

of a citizen by a point in some space that can be embedded in R𝑛 for some 𝑛—that are

most relevant to our work. (These points are often referred to as ideal points—rather than

opinions, as in this chapter—in order to emphasize the simplification that takes place when

opinions are placed in a low-dimensional space.) The social choice literature also considers

more general questions concerning the aggregation of opinions, often with counterintuitive

results [114, 20, 150, 284, 128];5 see [223] for an overview. The simplest spatial models of elec-
5For example, Arrow’s Impossibility Theorem [19] states, roughly speaking, that a dictatorship is the

only system of aggregating preferences that 1) prefers A to B if the citizens unanimously prefer A to B,
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tions take 𝑛 = 1, i.e. they assume that political preferences can be determined by a citizen’s

position on a line (often interpreted as the left-right political spectrum), e.g. [177, 63, 123].

These models assume that there are two candidates competing for a majority of the votes

and that all citizens vote and that they vote for whichever candidate is closest to them. Un-

der these conditions, there is a pure Nash equilibrium (see Methods section ‘Nash equilibria

of the electoral game’) in the candidate strategies, which is for both candidates to adopt

the position of the median voter. Downs [123] recognized the limitations of these assump-

tions and intuited qualitatively that due to the nonvoting that can arise from alienation,

“democracy does not lead to effective, stable government when the electorate is polarized.”

Subsequent work has focused on the existence of Nash equilibria in candidate strate-

gies under various assumptions concerning voter and candidate motivations. In a multi-

dimensional opinion space (𝑛 > 1), the deterministic voting that gives rise to the Median

Voter Theorem for 𝑛 = 1 does not yield a Nash equilibrium without additional restrictions

on the voters’ preferences (see e.g. [269, 113, 112]). Nash equilibria can often be restored

by considering spatial models in which citizens cast votes probabilistically, since probabilis-

tic voting allows for smoother changes in voting behavior with respect to changes in the

candidate positions (e.g. [182, 99, 132, 219, 100]; see [39] for a review). Other assumptions

include, for instance, voter abstention [175, 174], policy-motivated candidates (e.g. [80, 220])

and game-theoretic considerations on the part of the voters (e.g. [211, 242]).

In our work, we are concerned with the the functional 𝑦[𝑓(𝑥)], which maps the distribution

of citizen opinions onto the electoral outcome, rather than with the mechanism that gives

rise to this map. In the latter half of the main text, we build upon the probabilistic voting

models developed in the literature, relaxing the assumption of concave voter preferences so as

to provide a concrete demonstration of how negative representation and electoral instability

can arise, the latter of which is reflected in the existence of multiple Nash equilibria.

and 2) does not allow its preference between two alternatives A and B to be affected by citizens preferences
concerning a third alternative C.
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Chapter 7

Geospatial Political Polarization

A key aspect of complex systems is their multi-scale structure (Chapter 1). In this chapter

we consider the multi-scale structure of political opinion and some of its implications for

multi-scale governance.

7.1 Introduction

In recent years, the American electorate has become increasingly polarized [266], prompting

both concern and research into the potential mechanisms behind this change. Such concern is

justified: the more polarized the electorate, the more difficult it is for politicians to represent

that electorate in any meaningful way [123]. Furthermore, if political divisions overlap with

divisions among social networks, as appears to be the case [179], individuals may feel that

not only they, but also their entire social groups, are not represented, thereby deepening

social and political divisions.

Researchers have found many mechanisms that contribute to polarization; these mech-

anisms may be classified into two categories: “individual” and “group.” Individual polar-

ization occurs independently of social contacts. For instance, many have argued that the

proliferation of news sources has enabled individuals to consume news that reinforces their

preconceived beliefs [185, 272]. Furthermore, individuals consuming even the same media
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may interpret the information differently, in accordance with their preconceptions [362, 225].

These polarization mechanisms are individual in that they do not depend on whom a person

knows.

Group polarization, by contrast, refers to the well-documented phenomenon in which the

average opinion of a group of individuals with similar opinions grows more extreme follow-

ing deliberation, in some cases becoming more extreme than any of the original individual

opinions [183]. This tendency towards extremism is thought to be the product of informa-

tion exchange and social pressure [315]. Information exchange refers to the effect of social

contacts on the pool of information available to an individual. Social pressure arises as indi-

viduals gain confidence in their views as a consequence of their social contacts affirming their

opinions [57, 204]. If a social group encompasses a healthy mix of opinions, social interactions

serve to moderate the individual opinions of group members [124]. But, by facilitating the

selection of like-minded political discussion partners, the Internet and increasing geographic

mobility may result in more homogeneous groups whose views then become more extreme

over time.

The above discussion reviews how individual and group behaviors give rise to polarization.

However, national political opinion cannot be fully understood in terms of individual- and

group-level behaviors alone because the global properties of complex systems—such as our

society—are determined by the interactions between groups. Therefore, this chapter will

attempt to address this issue from a different perspective: it will focus on how the universal

properties of systems—the large scale patterns that emerge regardless of small-scale details—

can be used to understand certain aspects of polarization and form an avenue for further

research.

Here, we consider geographic patterns rather than on particular social mechanisms. Most

(though not all) treatments of public opinion do not consider the effect of geographic location,

or do so merely to note that geographic differences exist. These treatments view individuals

as either independent—interacting with nobody—or subject to general social forces, inter-
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acting with others regardless of their location. This is insufficient: due to spatial correlations

in political opinion (section 7.3.1), the effects of location extend beyond simple differences.

7.2 Theory

7.2.1 A Gaussian field theory

Some of the assumptions behind the theory presented in this section (section 7.2.1) and

associated sections in the appendix are later shown to be unlikely to hold (see section 7.3.2).

(Note that the assumptions in question are not used in section 7.2.2; this disclaimer applies

only to this section.) I nonetheless include what follows for three reasons. First, the analysis

is instructive and, even if it does not apply to the situation at hand, could still be used in

other contexts. Second, some insight about the system being modeled can nonetheless be

drawn, especially if causal claims are replaced with descriptive ones. And third, I believe it to

be illustrative to have a record of the theory as it was developed rather than a retrospectively

modified version.

This model recognizes the futility of attempting to capture individual behavior and in-

stead considers, at each geographic location, the aggregate political opinion of people within

a certain radius of the location.1 Although the behavior of individuals is impossible to pre-

dict, aspects of their collective behavior can be elucidated (see section 1.2). So while this

model will inevitably fail to capture all of the local forces that give rise to polarization, it will

reveal the universal properties of polarization—those that do not depend upon the details of

the system—just as the existence of sound waves does not depend on material composition.

1Formally, people occupy a geographic position 𝑥 ∈ R2. Their opinions lie in some multi-dimensional
space R𝑛 (as in the spatial model of elections [123, 99, 132]) with the average opinion of the people living in
some radius 𝑟 around location 𝑥 denoted by 𝑚(𝑥). This radius 𝑟 must be chosen to be large enough such that
𝑚(𝑥) is smoothly varying, and the parameters of the model must be implicit functions of 𝑟 so that resulting
large-scale behavior is independent of the precise choice of 𝑟. If one wishes to account for varying population
densities, one can choose 𝑟 to differ based on the local population density, such that 𝑚(𝑥) corresponds to
the aggregated opinions of the same number of people for all 𝑥.
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In this model, the aggregate opinion of a locale is influenced by intrinsic factors, which

arise from within the locale, and by interactions with the aggregate opinions of other locales.2

The effect of the intrinsic factors on a particular locale is modeled by an intrinsic parameter

for that locale. Were there no interactions with other locales, the aggregate opinion of a lo-

cale would simply equal the locale’s intrinsic parameter, plus some statistical noise. Because

political opinion is influenced by social connections and because one’s social connections are

likely to live nearby, inter-locale interactions make it more likely that nearby locales have

similar aggregate opinions. These inter-locale interactions are modeled by a single param-

eter that captures the average influence of nearby social connections on political opinion.

Given this social influence parameter and the locales’ intrinsic parameters as inputs, this

model outputs a statistical distribution for the aggregate political opinion at all geographic

locations.

As it turns out, this model is exactly solvable,3 allowing a wide range of behaviors to

be explored. For instance, some have claimed that America has been geographically self-

sorting over the past few decades, due to the fact that Americans move far more often than

they used to, coupled with the (often subconscious) tendency to move to areas inhabited by

like-minded individuals [62, 316, 189]. Even in this simple model, such geographic sorting

greatly exacerbates polarization (see figures in section 7.5.2). Before geographic sorting,

the intrinsic forces that drive differences in political opinion are largely suppressed by the

different intrinsic forces of nearby locales; but after sorting, such damping is diminished and

intrinsic differences are unchecked.4

2Mathematically, the aggregated political opinion at each point in space, 𝑚(𝑥), is treated
statistically, drawn from the probability distribution P[𝑚(𝑥)] = 1

𝑍 𝑒−𝑓 [𝑚(𝑥)] with 𝑓 [𝑚(𝑥)] =∫︀
𝑑2𝑥

[︀{︀
1
2𝑚(𝑥)2 − ℎ(𝑥)𝑚(𝑥)

}︀
+ 𝐾

2 (∇𝑚(𝑥))2
]︀
(where 𝑍 is a normalization constant). We can think of 𝑓 [𝑚(𝑥)]

as proportional to the “energy” of the configuration 𝑚(𝑥), configurations of higher energy being exponentially
less likely to occur. The first two terms in 𝑓 [𝑚(𝑥)] represent the intrinsic forces, while the third represents
the interactions with nearby locales. See section 7.5.1 for more details.

3Performing the Fourier transforms 𝑚(𝑥) = 1
𝐴

∑︀
𝑞 �̃�(𝑞)𝑒𝑖𝑞𝑥 and ℎ(𝑥) = 1

𝐴

∑︀
𝑞 ℎ̃(𝑞)𝑒

𝑖𝑞𝑥 (with 𝐴 =
∫︀
𝑑2𝑥

being area of the system), we obtain the expected values of the opinion Fourier modes: ⟨�̃�(𝑞)⟩ = ℎ(𝑞)
1+𝐾𝑞2

4More rigorously: when translating these intrinsic forces into political opinion, ℎ̃(𝑞) is decreased by a
factor of 1+𝐾𝑞2. Prior to self-sorting, we expect the intrinsic forces to be uncorrelated for nearby points in
space, and so ℎ̃(𝑞) will be dominated by rapidly varying (high-𝑞) Fourier modes, but after self-sorting, ℎ̃(𝑞)
will be dominated by more slowly varying (lower-𝑞) Fourier modes, which are suppressed by a smaller factor.
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It should be noted that polarization arises in this model from the geographic clustering

of similar forces, regardless of what the cause of this clustering is. Thus, this model explains

how polarization is exacerbated not only by geographic sorting, but by any force that divides

America across geographic lines. Such forces include the increasing alignment of political

parties along urban-rural lines, as well as any economic, cultural, religious, or political shifts

that increase (or make more salient) the differences between city and country living.

Another implication of this model is that a decrease in the strength of local social influ-

ences results in greater polarization.5 Such a decrease can have a variety of causes, including

a decrease in social capital [273] and a displacement of local social connections by long-

distance ones.

7.2.2 Geographic scale

An important aspect of this model is the scale over which opinion is aggregated. The opinion

at any given location may be averaged over those living within a few miles, or hundreds

of miles, or any distance in between. Depending on the distance over which opinion is

aggregated, political opinion can look quite different.6 In particular, it is possible to look at

political opinion with fine granularity and see a polarized distribution of opinions, but when

one decreases the granularity by aggregating over larger and larger geographic regions, one

is left with regions that are on average more moderate (section 7.5.6).

But why is scale important? If individuals diverge strongly in opinion, does it matter

whether or not aggregating opinion over a larger scale makes the distribution more moderate?

In short, yes. Divergence of opinion in and of itself does not make for an unhealthy political

climate; it is only when this divergence is accompanied by segregation and tribalism—when

people do not talk to those with opposing views, and when these homogeneous groups have

a tribal us vs. them mentality towards those with whom they disagree. The larger the

distance over which opinion must be aggregated until most regions are moderate, the more
5The parameter 𝐾 represents the average strength of local social influences. A smaller 𝐾 leads to larger

variations in opinion (i.e. larger values of �̃�(𝑞) for 𝑞 ̸= 0).
6Recall from the first footnote that the parameters of the model depend on the radius 𝑟 over which

opinions are averaged to give the opinion 𝑚(𝑥) as a continuous function of location 𝑥.
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readily such divergences in opinion lead to a tribal and segregated political climate, due

to the geographic nature of both social ties and multi-scale government (i.e. politicians

representing geographically localized groups). If individuals differ in opinion but the average

political opinion of towns and cities is moderate, local politics may be contentious, but we

can expect a rather moderate state and national political atmosphere. If towns and cities

have divergent opinions, but the aggregate opinions of states are moderate, we can perhaps

expect contentious politics at the state-level, but national politics should remain moderate.

If, when aggregated at the state level (or even larger scales), opinion is still polarized, then

we should expect to see a tribal Congress and presidential elections that divide rather than

unite.

This analysis highlights the importance of considering geographic variation in opinion,

since the distribution of opinion depends on the scale at which it is observed. At the small-

est scales, we should always expect to find some degree of polarization, for that is human

nature; the relevant question is not whether society is polarized but rather to what scale

does polarization persist.

In order to capture the effects that technologies such as the Internet have had on political

opinion, long-distance interactions can be included.7 It can be shown that these connections

will, as compared to local connections, result in more ideological homogeneity within political

tribes and consequently less common ground between them. Furthermore, if long-distance

interactions are self-selected—such that individuals with similar opinions are more likely

to interact—rather than random, then the populace can spontaneously fragment into two

opposing tribes, even in the absence of intrinsic differences.8 This spontaneous fragmentation

cannot occur when interactions are predominantly local (even if they are self-selected), which

suggests a potential key difference between the polarization of today and that of the past.

7This can be done by including the term
∫︀

𝑑2𝑥𝑑2𝑦
2𝐴 𝐽(𝑚𝑥 −𝑚𝑦)

2 in 𝑓 [𝑚].
8Such self-selected long-ranged interactions can be captured by the term

∫︀
𝑑2𝑥𝑑2𝑦

2𝐴 𝐽(𝑚𝑥−𝑚𝑦)
2𝑚𝑥𝑚𝑦. For

certain parameter regimes, the presence of this term makes the most likely configuration of opinions one in
which opinions are clustered around opposite poles (see section 7.5.7 for details).
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7.3 Precinct-level voting data from the 2016 U.S. presi-

dential election

7.3.1 Spatial structure

Here we examine in a series of figures the geospatial distribution of political opinion. Our

analysis in this section is acausal; we simply examine the geospatial correlations in political

opinion. In addition, we consider the geospatial correlations in political opinions as predicted

by demographic variables, as well as the geospatial correlations in the residuals from these

predictions.

The fact that the residuals have geospatial correlations to the extent that they do is

indicative of there being factors not explained by the demographic variables we considered

(age, sex, race, income, and educational level) that are substantially geographically correlated

and had a predictive effect on the 2016 outcome. Various regions at various scales are either

more conservative or more liberal than would be predicted by demographics alone in a fractal-

like way. In other words, even after accounting for demographics, there are geographically

correlated factors that cause same regions (e.g. the San Francisco Bay Area, Vermont, etc.)

to be substantially more liberal than expected, while other areas are substantially more

conservative.

7.3.2 Neighbor effects

In this section, we analyze spatial voting and demographic patterns with the goal of deter-

mining whether or not the political preferences of one’s geographic neighbors (specifically,

those living in nearby precincts) have any causal effects on one’s vote.

Set-up

We analyzed data from the 2016 U.S. presidential general election. We define the Republican

two-party vote-share (henceforth known simply as the vote-share) of a precinct as the number
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Figure 7-1: The share of the two-party vote that Trump won in 2016 for each precinct. Each
dot is a precinct, with its color denoting Trump’s vote share; the scale runs from blue (0%)
to white (50%) to red (100%).

of votes in that precinct for the Republican nominee (Trump) divided by the the total

number of votes for either major party (Republican or Democratic) nominee (Trump or

Clinton). Note that the vote-share will be a rational number between 0 and 1, inclusive,

and that it will not be defined for precincts in which neither Trump nor Clinton received a

single vote. A precinct’s demographically predicted vote-share is the best estimate of that

precinct’s vote share based on the distributions of age and sex, race, income level, and

educational attainment within that precinct).

In order to analyze causal effects, we asked the following question: do the demographic

variables from neighboring precincts explain some of the variance in a precinct’s vote share

that is not explained by the demographic variables from that precinct? In other words,

can the demographically predicted vote-share of a precinct be substantially improved by the

demographically predicted vote-shares of its neighboring precincts?
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Figure 7-2: The predicted share of the two-party vote for Trump in each precinct, using a
random forest model based on demographic information. The color scale is the same as in
fig. 7-1.

We note that if the answer to this question were yes, it would suggest but not prove such

causal influence. (Such correlations could be acausal if there were some factor independent

of a precinct’s own demographics but that was somehow correlated both with its vote-share

and with its neighboring precinct’s demographics.)

However, if the answer to this question is no, then any causal impact of a precinct’s

neighbors on its vote-share would have to be completely uncorrelated from the neighboring

precincts’ age, sex, race, income, and educational attainment distributions. In theory, one

could imagine causal pathways in which only the aspects of political opinion that were uncor-

related with these demographics had any causal influence, or, equivalently, that the causal

influence of the aspects of neighboring precincts’ political opinion that was due to demo-

graphics was precisely canceled by other effects of their demographics or factors correlated

with their demographics. In practice, such a precise cancellation seems implausible.
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Figure 7-3: The difference between the actual outcome and the random forest prediction
based on demographics (blue=outcome more Democratic than predicted; red=outcome more
Republican than predicted). The color scale runs from blue (residual ≤ −0.5) to white
(residual = 0) to red (residual ≥ 0.5).
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Figure 7-4: The variance in the {actual (blue) / predicted (green) / residual (red)} Republican share
of the two-party vote at each level of geographic aggregation as a function of the number of regions that
result from the aggregation. As aggregation occurs and smaller regions are aggregated into larger ones, the
number of regions decreases. The cyan, yellow, and magenta curves indicate the same, except if precincts
are aggregated randomly rather than with their geographic neighbors. The right-most data points indicate
the variance of the values for precincts (of which there are nearly 200,000), while the left-most data points
indicate the variance between the means of the two groups in to which all precincts have been aggregated (for
the geographic aggregation, that was performed using a k-d tree, the two groups are obtained by dividing
the regions according to whether they lie to the north or south of the median latitude of the precincts). Note
that for random aggregation the total variance is proportional to the number of regions (deviations from
a line with slope 1 are due to idiosyncrasies in the particular random aggregation shown—averaging over
all random aggregations would lead to a perfectly straight line). The variances for geographic aggregation
decrease far more slowly, indicating substantial geographic correlation. Note also that for the geographic
aggregation the variance decreases in an approximately scale-free fashion (i.e. linearly on a log-log scale) or
alternatively note that the additional variance that arises as one moves to finer and finer scales is roughly
constant, indicating that there is substantial variance in opinion across all scales.
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It should be noted that regardless of whether or not a precinct’s neighbors have causal

influence over its vote-share, we should expect the residuals of the predictions of vote-shares

from demographics to be correlated among nearby precincts, because there are other factors

besides the demographic variables considered that are spatially correlated and that influence

vote-share. Indeed, such patterns were observed in section 7.3.1.

Results

We find that, conditioning on a precinct’s demographic variables, including the vote-share

prediction based on demographic variables for neighboring precincts does not significantly

improve the predictive power of the model. As explained above, this finding suggests a lack

of any significant direct causal influence. If they did, we would, contrary to our observa-

tion, expect precincts to be more liberal (conservative) than expected if their neighboring

precincts had more liberal- (conservative-) leaning demographics (unless such causal forces

were somehow orthogonal to correlations in each precinct’s neighbors’ age, sex, race, income,

and educational attainment distributions).

These results imply that when considering the theory in this chapter, the parameter 𝐾

that is responsible for spatial correlations in political opinion (see sections 7.5.1 and 7.5.6)

cannot be straightforwardly interpreted as an effect of social influence. Clearly, however,

such spatial correlations in political opinion exist (section 7.3.1), and so the inclusion of

the parameter 𝐾 is not inappropriate, but care must be taken when considering which real-

world factors enter the model through 𝐾. For instance, the causal arguments presented in

sections 7.2.1 and 7.5.2 that a spatial self-sorting of political opinion contributed to polar-

ization due to individuals being less moderated by their geographic neighbors is unlikely to

hold, although of course there could be other factors that operate largely independently of

geography, or on scales smaller or much larger than the scale of individual precincts. For

instance, there could be a sorting of political opinion along social networks that is contribut-

ing to polarization that is uncorrelated with the coarse-grained geographic distribution of

political opinion. It should also be noted that this empirical analysis cannot give informa-
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tion about how extreme individual opinions are, but rather reveals patterns regarding only

an aggregate measure—the fraction of people voting for one candidate over the other—of

the political opinion in each precinct. Overall though, this empirical analysis suggests that

the theory presented should be taken as descriptive and that one should be skeptical of the

casual conclusions that are drawn from it.

7.4 Conclusion

We have examined the spatial structure of U.S. voting patterns in the 2016 general presi-

dential election, creating a predictive model based on demographics that suggests a lack of

spatial causal influence of political opinions. Thus, while social influence may have a large

impact on political opinion either within precincts or across precincts but across self-selected

ties, it appears to operate in such a way that political opinion is not affected by the average

opinion of neighboring precincts.

Nonetheless, there are substantial geospatial correlations in political opinion, both due

to correlations in demographics and correlations from other factors. We examine the nature

of the correlations both in demographics and from other factors besides the demographics

we examined (the actual voting patterns being the sum of these two), demonstrating their

multi-scale nature.

A key concept is the scale over which opinion is aggregated. When considering a federal

governance structure with governments representing individuals at various levels, this scale

becomes particularly relevant. As one example, the moderation of the U.S. Senate as com-

pared with the House of Representatives can be explained by the fact that (even without

gerrymandering) opinion aggregated at the state level will usually be more moderate than

opinion aggregated at the congressional district level.

Our geospatial results are primarily descriptive and meant to spur further theoretical

analysis. To illustrate one such possible direction, we consider the implications of this

geospatial structure for multi-scale (e.g. local, state, federal) governance systems.
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A fundamental principle in complex systems science is that the multi-scale complexity

of the system should match that of the environment (section 1.1.5). However, the multi-

scale structure of government is not at all aligned with the multi-scale structure we see

in demographics and political opinion. Most power is concentrated at the federal level,

resulting in a national government that can only represent part of the country at any one time

(chapter 6). Yet lower level governance can also be misaligned with the geographic structure

of political opinion—as can be seen, there is substantial variance in political opinion below

the level of a state but above the level of individual towns and cities that cannot be well

represented on many issues by state-wide policy.

Furthermore, as described in section 1.1.7, the states themselves do not form natural

boundaries with respect to political opinion (with the exception, perhaps, of New Hampshire

and Vermont): parts of one state are often more likely to resemble different parts of different

states than they are to resemble each other. (For instance, political opinion in New York City

resembles that in Chicago far more than it does upstate New York.) Thus, devolving power

to the states, while providing some degree of self-determination and allowing for various

policies to be tried out in parallel, may not be sufficient: to more fully capture the patterns

in political opinion and reduce the extent to which the minorities must submit to majority

rule, more decisions (which may currently be made at the state or federal level) may need to

be made on a local level. Given the large number of localities, however, it may also be useful

for locales to coordinate to some degree with similar locales, even across straight lines, thus

allowing for larger-scale coordination that aligns more with the actual spatial structure of

political opinion than the way in which larger-scale coordination traditionally occurs through

state and federal governments.

There are many reasons why polarization is bad for democracy, perhaps the most funda-

mental of which is its hindrance of effective representation, especially in the absence of com-

pulsory voting (see chapter 6). Some have argued that polarization occurs in multi-decade

cycles, and that it will eventually resolve itself with a political realignment (as occurred with

the New Deal coalition) [120]. However, the last period in which polarization was so tied
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to geography ended with a civil war. Furthermore, due to the technology-fueled dissolution

of local connections in favor of long-distance ones, the dynamics of political opinion today

may be fundamentally different from those of the past. Further analysis is needed, but po-

larization is not guaranteed to dissipate without intervention, in which case we must directly

combat it or find ways to govern in spite of it.

7.5 Appendix

7.5.1 Gaussian model

We are interested in capturing the general forces that shape political opinion, with an eye

towards understanding the different roles that local and global interactions play. Most treat-

ments of public opinion do not consider the effect of geographic location, or do so only to note

that there are in fact geographic differences. They treat individuals either as independent—

interacting with nobody—or subject to general cultural forces, interacting with everybody

with equal probability.9 But the effects of location go beyond simply differences, since people

are more likely to interact with those who live nearby. We consider both idiosyncratic forces

that independently shape opinion in each locale, as well as the forces of social context that

arise from local social interactions.

Our model considers opinion as a function of space. Formally, people occupy a geographic

position 𝑥 ∈ R𝑑 and have an opinion 𝑚 ∈ R𝑛. Since we are not so much interested in

the behavior of individual people as we are in how opinion varies over space, we consider a

continuous model of the average opinion of the people living in some radius 𝑟0 around location

𝑥, which we denote by 𝑚(𝑥).10 This radius 𝑟0 must be chosen to be large enough such that

𝑚(𝑥) is smoothly varying and does not depend on the behavior of a few individuals.11 This

9Both of these approximations are tightly related and are forms of the mean-field approximation.
10More precisely, 𝑚(𝑥) is the convolution of the opinion as a function of space with some kernel parame-

terized by the radius.
11The exact choice of 𝑟0 over which opinions are averaged is arbitrary, in the sense that the results derived

from the model should not depend on 𝑟0. In order to maintain this condition, the parameters of the model,
however, will be functions of 𝑟0.
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model is statistical, i.e. 𝑚(𝑥) is a random variable for each 𝑥, and in the absence of spatial

interactions, we denote the expected value of the opinion at each location ⟨𝑚(𝑥)⟩ by 𝑚0(𝑥).

For simplicity, we assume that the opinion at each location has the same covariance 𝜎2𝐼𝑛,

where 𝐼𝑛 is the 𝑛 × 𝑛 identity matrix. (This covariance has nothing to do with the sample

covariance of the opinions of the individuals living within 𝑟 of 𝑥, but rather reflects our

uncertainty in the value of the sample average.) Then, for any location 𝑥, the simplest

probability distribution for the average opinion around that location is gaussian and given

by P[𝑚(𝑥)] ∝ exp
[︀
− 1

2𝜎2𝑚(𝑥)2 + ℎ(𝑥)𝑚(𝑥)
]︀
, where ℎ(𝑥) = 𝑚0(𝑥)/𝜎

2. (The multiplication of

two vectors in R𝑛 should be interpreted as a dot-product.) Still under the assumption of no

spatial interactions, the probability of finding a particular spatial configuration of opinion is

then given by

P[𝑚] =
1

𝑍
𝑒−𝑓 [𝑚] (7.1)

where the normalization constant 𝑍 =
∑︀

𝑚 𝑒−𝑓 [𝑚] is known as the partition function12 and

𝑓 is defined by

𝑓 [𝑚] =

∫︁
𝑑𝑑𝑥

[︂
1

2𝜎2
𝑚(𝑥)2 − ℎ(𝑥)𝑚(𝑥)

]︂
(7.2)

where the integral is taken over all 𝑥 ∈ R𝑑.13 It can be verified that this choice of 𝑓 yields14

⟨𝑚(𝑥)⟩ = 𝜎2ℎ(𝑥) = 𝑚0(𝑥).

We then add in the simplest possible spatial interaction, an “energy” penalty of 𝐾
2
(∇𝑚(𝑥))2.

This term makes configurations in which the opinion varies a lot over short distances less

likely. Keeping the probability distribution in the form of eq. (7.1), the model is now de-

12Note that
∑︀

𝑚 represents a sum over all possible configurations of 𝑚(𝑥), i.e. all possible functions of
opinion over space. The probability that any given opinion configuration 𝑚(𝑥) occurs, P[𝑚], is proportional
to 𝑒−𝑓 [𝑚], which means that we can loosely think of 𝑓 [𝑚] as proportional to the energy of that configuration.
Note that configurations with higher energy are less likely to occur. Up to an additive constant, 𝑓 [𝑚] is also
the negative log-probability of 𝑚. Energies/log-probabilities have the property that they are additive for
noninteracting/independent events.

13Note:
∫︀
𝑑𝑑𝑥 is shorthand for

∫︀
Π𝑑

𝑖=1𝑑𝑥𝑖 where 𝑥𝑖 are the components of 𝑥.
14For this choice of 𝑓 , we note that the values of 𝑚 at each point 𝑥 in space are independent random

variables, and so we can look at the probability distribution for each point separately:

P[𝑚(𝑥)] ∝ 𝑒−[
1

2𝜎2 𝑚(𝑥)2−ℎ(𝑥)𝑚(𝑥)] = 𝑒−
1

2𝜎2 (𝑚(𝑥)−𝜎2ℎ(𝑥))
2

𝑒
1
2𝜎

2ℎ(𝑥)2

Since this distribution is gaussian, the expected value of 𝑚(𝑥) can just be read off.
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scribed by

𝑓 [𝑚] =

∫︁
𝑑𝑑𝑥

[︂
1

2𝜎2
𝑚(𝑥)2 +

𝐾

2
(∇𝑚(𝑥))2 − ℎ(𝑥)𝑚(𝑥)

]︂
(7.3)

Performing the Fourier transforms 𝑚(𝑥) = 1
𝑉

∑︀
𝑞 �̃�(𝑞)𝑒𝑖𝑞𝑥 and ℎ(𝑥) = 1

𝑉

∑︀
𝑞 ℎ̃(𝑞)𝑒

𝑖𝑞𝑥 (with

𝑉 =
∫︀
𝑑𝑑𝑥 being the length/area/volume of the system) yields

𝑓 [𝑚] =
1

𝑉

∑︁
𝑞

[︂
𝜎−2 +𝐾𝑞2

2
|�̃�(𝑞)|2 − ℎ̃(𝑞)�̃�(−𝑞)

]︂
(7.4)

from which we find that the expected values of the opinion Fourier modes are given by15

⟨�̃�(𝑞)⟩ = �̃�0(𝑞)

1 + 𝑞2𝜉2
(7.5)

where 𝜉 =
√
𝜎2𝐾 is known as the correlation length.16

7.5.2 Spatial self-sorting

Over the past several decades, people have been sorting themselves spatially, as described in

Bill Bishop’s The Big Sort [62]. Bishop argues that political polarization is a result of this

sorting. Here, we show how polarization arises from sorting in our model.

Prior to self-sorting, we expect the opinions people would have in the non-interacting

model (eq. (7.2)) to be uncorrelated for nearby points in space, and so �̃�0(𝑞) will be dom-

inated by Fourier modes with 𝑞𝜉 >> 1. With spatial interactions, these Fourier modes are

suppressed by a factor of 1 + 𝑞2𝜉2 (eq. (7.5)), and so, prior to self-sorting, natural differ-

ences in individual opinion will be largely suppressed. But after self-sorting, �̃�0(𝑞) will be

dominated by Fourier modes such that 𝑞𝜉 ∼ 1, which result in much less damping of indi-

vidual opinions. This model is extremely simple, and does not include any non-linear effects

15The Fourier modes �̃�(𝑞) are drawn from independent Gaussian distributions, allowing their expectation
values to be calculated in the manner described in the previous footnote.

16𝜉 is called the correlation length because the correlation in opinion between two points that are far apart
decays exponentially as 𝑒−𝑟/𝜉 where 𝑟 is the spatial distance between the two points.
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Figure 7-5: Before the Big Sort. We consider one spatial dimension (i.e. 𝑑 = 1), represented
by the horizontal direction of the figure, and one opinion dimension (i.e. 𝑛 = 1), represented
by the vertical direction. The expected value of the opinions 𝑚0(𝑥) for the non-interacting
model (eq. (7.2)) and the expected values of the opinions including the effects of interactions
(eq. (7.3)) are shown in blue and red, respectively, for 101 points distributed evenly in
the spatial dimension. These 101 values of 𝑚0(𝑥) (blue) are independently drawn from a
standard normal distribution, i.e. they have no spatial correlation. The lines connecting
the red dots heuristically represent the interactions between people who are near each other.
The horizontal black line is the spatial axis, corresponding to an opinion of 0.

Figure 7-6: After some sorting. This is a figure of the same people as above after they have
spatially sorted for 1000 time-steps. (In each time step, two individuals are randomly chosen,
and they are swapped if and only if the swap results in both of them being closer in opinion
to their new neighbors.) Note that the sorting does not change the values of 𝑚0(𝑥)—it just
changes the spatial locations of these values.
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Figure 7-7: After more sorting. This is the opinion distribution after 100,000 time-steps.

such as group polarization,17 but already we see that even in the simplest linear model, the

self-sorting of like-minded individuals makes consensus much harder to reach.

Although spatial self-sorting of individuals leads to �̃�0 being dominated by lower fre-

quency Fourier modes, other forces could also lead to the same mathematical effect. In other

words, polarization will arise from the geographic clustering of similar innate forces, regard-

less of what the cause of this clustering is. Even if Bishop’s argument is flawed, polarization

due to geographic clustering could still arise through the following mechanisms.

• The presidential candidates have become more aligned with an already deepening

urban-rural divide in the country.

• Bishop talks about a neighborhood by neighborhood sorting, as well as a large-scale

urban-rural sorting (where liberals move to/remain in cities/surrounding suburbs and

conservatives remain in rural areas or move to exurbs). However, many people do not

even know their neighbors, so it is likely that only the larger-scale sorting is relevant to

17Group polarization refers to the observation that the average opinion on an issue of a set of people
tends to become more extreme after they discuss the issue amongst themselves. If we consider the opinions
after the individuals discuss amongst themselves to be a function of the opinions beforehand, then the linear
part of this function can be described by this model (by a redefinition of the parameter 𝑚0(𝑥)), but any
non-linearities will not be captured.
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political polarization, consistent with a field-theory model with a minimum resolution

on the scale of entire towns/cities.

• Exogenous forces (changing economy, changing cultural and religious forces, changing

ideologies and emphases of both political parties, changing government policy) may

be heightening an urban-rural divide by both increasing and making more salient the

differences between rural and city living. (In the language of my model, the difference

between urban and rural external fields is both increasing and becoming more aligned

with the axis of polarization.)

All in all, rather than considering this sort of sorting as a general force, it would be more

accurate and fruitful to look specifically at the urban-rural divide, which could be caused

partly by sorting but also partly by an increasing alignment of politics, culture, and the

economy along the divide.

7.5.3 External influences

We ask what is the effect of adding a term −
∫︀
𝑑𝑑𝑥ℎ𝑒𝑥𝑡(𝑥)𝑚(𝑥) to the Hamiltonian. The

relevant quantity here is the susceptibility to external influence,

𝜒(𝑞) =
𝜕⟨𝑚(𝑞)⟩
𝜕ℎ𝑒𝑥𝑡(𝑞)

=
𝜎2

1 + 𝑞2𝜉2
(7.6)

The key thing to note here is that global influences have much more of an effect than local

influences. Considering that local sources of influence such as local news and community

groups are being replaced by global sources such as national media outlets and the internet,

our society in general is now much more unstable.

7.5.4 Loss of locality

The parameter 𝐾 is a measure of the strength of local interactions. A decrease in the

strength of local interactions—a decrease in 𝐾—leads to larger differences and swings in
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political opinion between localities, as seen in eqs. (7.5) and (7.6). A decrease in 𝐾 can have

a variety of causes, including

• A decrease in social capital (as described in Putnam’s Bowling Alone) will reduce local

social connections and influences.

• Self-selected social connections: various social or economic forces may result in con-

nections that are more likely to be between like-minded people. These connections

displace the random connections based on locality.

• Long-ranged connections can displace short-ranged connections. The internet and

other technologies can reduce the degree to which we are connected with those who

live near us.

7.5.5 Media effects

Thus far, media has been exogenous to the system. As in illustration of the generality of

the field theory approach, we can consider what happens if we include media in the model.

Denote the average bias of the news consumed at location 𝑥 by 𝑛(𝑥). Then we can write the

partition function as 𝑍 =
∑︀

𝑚,𝑛 𝑒
−𝑓 [𝑚,𝑛], and we write down the simplest possible form for

𝑓 [𝑚,𝑛] that includes an interaction between media bias and public opinion:

𝑓 [𝑚,𝑛] = 𝑓 [𝑚] +

∫︁
𝑑𝑑𝑥

[︀
−𝑚(𝑥)𝑛(𝑥) + 𝛼𝑛(𝑥)2

]︀
(7.7)

Note that the units of 𝑛(𝑥) are chosen so that the coefficient of the 𝑛(𝑥)𝑚(𝑥) term is 1. As it

turns out, it is possible to exactly sum over all configurations of 𝑛(𝑥) and write the partition

function only as a sum over configurations of 𝑚(𝑥):

𝑍 =
∑︁
𝑚,𝑛

𝑒−𝑓 [𝑚,𝑛] =
∑︁
𝑚

∑︁
𝑛

𝑒−𝑓 [𝑚,𝑛] =
∑︁
𝑚

𝑒−𝑓 [𝑚] (7.8)
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with

𝑓 [𝑚] =

∫︁
𝑑𝑑𝑥

[︂
(
1

2𝜎2
− 1

2𝛼
)𝑚(𝑥)2 +

𝐾

2
(∇𝑚(𝑥))2 − ℎ(𝑥)𝑚(𝑥)

]︂
(7.9)

This 𝑓 [𝑚] is in the same form as the 𝑓 [𝑚] without considering the effect of media, except with

𝜎−2 being replaced with 𝜎−2−𝛼−1. Given that the 𝛼𝑛(𝑥)2 provides an energy penalty for news

sources being too biased, we can identify 𝛼 with some notion of journalistic integrity. Thus,

that the effect of including media endogenously in the system is to increase the variance and

variability of individual opinion, with lower levels of journalistic integrity leading to larger

increases in the variability of opinion.

7.5.6 Beyond the Gaussian model

The model considered in section 7.5.1 has a free energy (𝑓 [𝑚]) that is quadratic in the

opinion-field 𝑚(𝑥), and so gives linear behavior. Although such a model can capture some

of the basic properties of spatial opinion-dynamics, it fails to capture any non-linear effects.

In this section, we add to our model terms beyond quadratic order and consider their effects.

We also treat all heterogeneity as exogenous to the system; i.e., unlike in the previous section,

we set ℎ(𝑥) = 0 for all 𝑥.

The most general choice of 𝑓 that is spatially homogeneous and isotropic and contains

only local terms consistent with rotational symmetry in opinion-space is

𝑓 [𝑚] =

∫︁
𝑑𝑑𝑥[

𝑡

2
𝑚2+

𝐾

2
(∇𝑚)2+𝑢4𝑚

4+𝑢6𝑚
6+ ...+𝑣4𝑚

2(∇𝑚)2+𝑣6𝑚
4(∇𝑚)2+ ...] (7.10)

We recall from section 7.5.1 that the parameters in a continuous model (𝑡, 𝐾, 𝑢4, 𝑢6, etc.

in the above model) depend on the radius 𝑟0 over which opinions are averaged to give the

continuous field 𝑚(𝑥). In the gaussian model, the parameters depended on 𝑟0 in a very

simple way, resulting in the global (large-scale) behavior of the system simply looking like

a scaled-up version of the local (small-scale) behavior. But the introduction of non-linear

terms, as in eq. (7.10) can cause a non-trivial flow of parameters as one looks at the system

at larger and large scales, i.e. as one increases 𝑟0. While there is generally very little we
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can say about the local behavior of a system containing many higher-order terms, there are

certain generalities we can make about the global behavior, because of the way in which such

parameters scale.

For 𝑑 ≥ 4, it turns out that all terms except for 𝑡 and 𝐾 flow to zero as 𝑟0 increases.

In other words, although the non-quadratic terms can affect behavior at small scales, the

large-scale behavior of the system will be well-described by a gaussian model. But for 𝑑 < 4,

no exact solution exists. However, there is a useful approximation scheme in which one

can calculate the behavior of the system via a power-series expansion around 𝑑 = 4, with

𝜖 = 4−𝑑 as a small parameter. For 𝑑 = 3 (𝜖 = 1), including even one term in the 𝜖-expansion

gives reasonably accurate results; for 𝑑 = 2 (𝜖 = 2), such results provide qualitative insight.

Without getting into too many details of the expansion, the only non-linear term that

we need to worry about for large-scale behavior is the 𝑢4 term, since all-higher order terms

flow to zero. Defining 𝑢 ≡ 𝑢4, we thus write

𝑓 [𝑚] =

∫︁
𝑑𝑑𝑥

[︂
𝑡

2
𝑚2 +

𝐾

2
(∇𝑚)2 + 𝑢𝑚4

]︂
(7.11)

The key insight that including the 𝑢𝑚4 term gives us is that it is possible to look at political

opinion with fine granularity, and see a highly polarized distribution with a hollowed-out

political center (fig. 7-8), but when one decreases the granularity, the parameters transform

and one is left with a more moderate political distribution (fig. 7-9). This can occur because

as one zooms out and looks at larger and larger areas, the positive 𝑢𝑚4 term results in an

increase in the value of 𝑡 that can result in a polarized distribution (𝑡 < 0) changing to an

unpolarized one (𝑡 > 0).18

Essentially, in less than 4 spatial dimensions, we can get pockets of strong political opin-

ion that arise from the interactions between individuals, while still at larger scales seeing

moderate political districts. (Note that in this model, everyone has the same intrinsic po-

litical opinions: no individual is more likely to politically lean one way or another.) This

18The way in which the parameters change as a function of scale is captured by the renormalization group
flow equations. To lowest order, the change in 𝑡 as the scale (parameterized by 𝑙) is increased is given by
𝑑𝑡
𝑑𝑙 = 2𝑡+ (4𝑛+ 8) 𝐾𝑑Λ

𝑑

𝑡+𝐾Λ2𝑢.
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Figure 7-8: A “Mexican hat” potential (𝑡 < 0, 𝑢 > 0). Note that extreme opinions in either
direction are more likely than moderate ones.

Figure 7-9: An unpolarized potential (𝑡 > 0, 𝑢 > 0)
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demonstrates a failure of mean-field theory, which predicts that society looks the same at

all scales, and underscore the importance of considering how quantities of interest vary over

space. Without going beyond mean-field theory, it is impossible to properly understand how

the political center can be hollowed out.

For the regime in which 𝑡 does eventually flow to positive values, we see that even though

we started off with a non-linear model, we end up with a Gaussian model: once 𝑡 > 0, 𝑢

becomes less and less important compared to 𝑡 as we further zoom out, and the results of

section 7.5.1 will hold at sufficiently large scales. Whether or not a system that at fine scales

appears polarized will end up in the Gaussian regime depends on the ratio |𝑡|/𝑢: for large

enough values of |𝑡| compared to 𝑢, opinion will remain polarized even when aggregated at

larger and larger spatial scales.

7.5.7 Self-selected long-ranged interactions

For long-ranged self-selected interactions, we consider terms up to the fourth order (this

may require adding a 𝑣𝑚6 term to the local Hamiltonian for stability) that respect the

symmetry 𝑚 → −𝑚. We wish to define long-range interactions so that they do not affect

the 𝑞 = 0 mode (which is really a matter of preference, since we could just redefine 𝑡 and

𝑢 to compensate). We may also of course require that they be symmetric with respect to

switching 𝑥 and 𝑦, since the integration is symmetric. The lowest order term satisfying

these conditions is (𝑚𝑥 − 𝑚𝑦)
2 term. We can then multiply this term by either 𝑚𝑥𝑚𝑦 or

(𝑚𝑥 −𝑚𝑦)
2 yielding either

∫︀
𝑑𝑑𝑥𝑑𝑦

2𝑉
𝐽1𝑚𝑥𝑚𝑦(𝑚𝑥 −𝑚𝑦)

2 or
∫︀

𝑑𝑑𝑥𝑑𝑦

2𝑉
𝐽2(𝑚𝑥 −𝑚𝑦)

4. (Note that

this formulation is equivalent to having two parameters to control 𝑚2
𝑥𝑚

2
𝑦 and 𝑚3

𝑥𝑚𝑦 terms,

which are the only two long-ranged fourth-order monomials.) We expect the effects of the

𝐽2 term to be similar to those of the 𝐽 term; thus we focus on the 𝐽1 fourth-order term as a

source of self-selected long-ranged interactions.

𝛽𝐻 =

∫︁
𝑑𝑑𝑥[𝑡𝑚2

𝑥 + 𝑢𝑚4
𝑥 +

∫︁
𝑑𝑑𝑦

2𝑉
(𝑚𝑥 −𝑚𝑦)

2(𝐽 + 𝐽1𝑚𝑥𝑚𝑦)] (7.12)
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where 𝑢 > 𝐽1 ≥ 0, 𝐽 ≥ 0. We note that minimizing 𝛽𝐻 no longer necessarily means taking

𝑚𝑥 = �̄�. Consider 𝑚𝑥 = ±𝑚 with one half probability. Then

𝛽𝐻

𝑉
= 𝑡𝑚2 + 𝑢𝑚4 +𝑚2(𝐽 − 𝐽1𝑚

2) = (𝑡+ 𝐽)𝑚2 + (𝑢− 𝐽1)𝑚
4 (7.13)

Compare with choosing 𝑚𝑥 = 𝑚, which yields 𝛽𝐻/𝑉 = 𝑡𝑚2 + 𝑢𝑚4. As long as 𝑢 > 𝐽1, this

system is still stable overall, but for 𝑡+𝐽 < 0 and 𝑡2/𝑢 < (𝑡+𝐽)2/(𝑢−𝐽1), it becomes favorable

for the population to split into two (and only two) components. (Note that −𝐽1𝑡/𝑢 > 2𝐽 is

a sufficient but not necessary condition.)

For a local Hamiltonian in which two locales are more likely to exhibit similar opin-

ions when they are in close proximity, such spontaneous fragmentation in the absence of a

symmetry-breaking external field cannot occur, since the lowest energy state of the Hamil-

tonian will be one where all locales have the same opinion. Thus, this spontaneous fragmen-

tation cannot occur when interactions are predominantly local, which suggests a potential

difference between the polarization of today and that of the past, the latter of which may

have been driven by more “external” or top-down/centralized forces.
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Chapter 8

Conclusion and Outlook

This thesis has introduced a number of complex systems principles, both directly and through

examples of applications. It has also grounded the core ideas of complexity profiles and the

multi-scale law of requisite variety in a novel mathematical formalism, modeled a strategy

for stably eliminating pandemics with a combination of local control measures and travel

restrictions, resolved a tension in the literature on surgical masks, and provided new concepts

for thinking about democratic elections and political polarization. But what are the takeaway

lessons?

In terms of general complex systems principles, a key lesson to draw attention to is the

importance of matching the universality class of the model to the real-world system. A lot of

complex systems science stems from the observation that although systems are often mod-

eled (implicitly or explicitly) with assumptions of independence, they are not actually well-

described by the mean-field-theory/central-limit-theorem universality class (section 1.2.1)

that such models fall into. The response of many complex-systems-based analyses is to use

some other tool (perhaps networks or agent-based models), which will yield a different uni-

versality class. However, such an approach ultimately suffers from the same problem as the

independence-based analyses—it is grounded in a set of microscopic assumptions, which will

inevitably get some things right and some things wrong, without sufficient consideration as

to whether the system and the model have the same behaviors at larger scales.
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While there can be value in such models, particularly in illustrating new types of large-

scale behaviors that can emerge, it is difficult to distinguish between good and bad models

based on microscopic assumptions alone. A model may seem like it matches the system

reasonably well on a small-scale, yet yield drastically different behavior at a large scale

(e.g. a model that left out electron-phonon interactions may seem relatively accurate since

such interactions are so weak, yet could completely miss the onset of superconductivity).

Conversely, a model could look completely different from the system at a small-scale, yet

yield similar large-scale behavior (e.g., as explained by Fermi liquid theory, a free-electron

model performs well for many metals despite its neglecting electron-electron interactions

that are quite strong). Thus, an approach that is sensitive to the fact that a model cannot

be evaluated based on its small-scale assumptions is needed.

As argued throughout this thesis, a universality-based approach, even if applied only

conceptually, can help identify the important behaviors of systems and distinguish between

good and bad models. This approach has a correspondence in rigorous analyses of the

renormalization group in physics; however, a general version of the renormalization group

has yet to be mathematically formalized for systems in general. Part of the difficulty is that

even within physics, the formal application of the renormalization group is relatively narrow;

for instance, a series of nested effective theories, each one more detailed than the last (e.g.

a model of the physical properties of a material within which there are models of atoms,

each of which could be described in terms of quantum fields), is conceptually related to but

not mathematically formalized in terms of renormalization group flows. Thus, an important

open question is: can the way in which multiple smaller-scale theories converge to the same

larger-scale one be formalized in any general way?1

A key lesson from pandemic response is that models must be in service of our actions in

the world, rather than our actions being slaves to our models. Implicit assumptions in models

1Of course, it is important to keep in mind that in physics, exact results are often obtained due to taking
the limit as the ratio between two scales goes to infinity; for social systems, such precise results should
not be expected, as the ratio between two scales will be finite. Thus, absolute statements about which
parameters are relevant and irrelevant may become approximate when applied to social systems. There are
of course numerous other challenges as well, including chaotic dynamics in which scales are amplified [50],
and a general lack of perfect symmetry/isotropy/homogeneity.
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can constrain the actions we consider; for example, a national model with only a single set

of variables has already excluded internal travel restrictions from its state space. A good

approach to modeling pandemics has to start with an evaluation of the space of possibilities

(section 1.1), followed by an evaluation of their costs. For any potential pandemic, any region

could start with the largest-scale question (fig. 3-1): “should we eliminate the disease?” For

each possible answer to that question, various potential strategies could be considered, and

within each strategy, various methods of implementation can be evaluated. Such an approach

doesn’t constrain the space of possibilities with narrow assumptions at a detailed level of

modeling; rather, for each potential outcome, modeling is framed as a tool to estimate how

such an outcome can be achieved. Within any large-scale framework, there is then lots

of room for detailed research on how best to achieve certain aims (e.g. what is the least

costly way to achieve a certain rate of exponential decline, what is the best way to prevent

transmission of cases between regions, etc.). By estimating costs, certain branches of the

decision tree can be ruled out. But by basing our models on our desired outcomes rather

than vice versa, we avoid self-fulfilling prophecies in which model assumptions/predictions

constrain the set of actions we consider.

For political systems, when considering proposed changes or evaluating interventions,

their effect on electoral instability should be considered (chapter 6). That elections are un-

stable is often ignored: we take for granted that small changes in electorate behavior can

have a big impact on the outcome. But it was not always this way: in 1950, for instance,

the American Political Science Association lamented that the parties were too similar to one

another and advocated that they polarize [198]. In fact, in order for elections to be stable,

all candidates with a chance of winning the election must necessarily be relatively close to-

gether. (Of course, the positions of all candidates should change from election to election as

the electorate changes.) In this way, small changes in the population can be sensitively and

stably reflected in the outcome. More research is needed to precisely understand the effects

of electoral reforms on stability: for instance, because party primaries can be a source of in-

stability (section 6.3.4), a system such as instant-runoff/ranked-choice voting that eliminates
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the need for primaries is promising. Even with a well designed electoral system, however, a

diverse electorate can only be so well represented by a single instrument (chapter 7). More

local governance may provide part of the solution, especially if localities can effectively co-

ordinate to handle larger-scale challenges (section 1.1.7). Future work could include the

design of stable, representative multi-scale (e.g. federal) electoral systems, as well as using

the concepts developed in chapters 6 and 7 to comparatively study electoral systems across

polities and time.

Election outcomes are influenced by electorate opinions, but, importantly, electorate

opinions are also influenced by election outcomes and other large-scale forces such as the

media and political campaigns/advertising. Our analysis has been limited to only part of

this loop—the way in which electorate opinions influence outcomes. Through mechanisms

by which election outcomes and other related large-scale forces influence electorate opinions,

electoral instability could lead to further polarization, which would in turn lead to further

instability in a self-reinforcing cycle. Reforms that reduce or eliminate this instability could

help to break this cycle, but further research is needed to understand how elected officials

and other “top-down” forces such as special interests interact with both each other and

“bottom-up” social ties to shape the evolution of political opinion.

Ultimately, complex systems science is not based in any particular methodology but

rather is an open-ended attempt to extend the scope of modeling beyond systems for which

there are successful paradigms. As the field of physics has itself undergone multiple paradigm

shifts and has been able to rigorously describe phenomena across many scales, many lessons

from physics are applicable to studying complex systems more generally. A key pitfall must

be avoided, however: rather than graft specific models from physics onto social systems

(a line I perhaps cross in sections 7.2.1 and 7.5), we should instead use the conceptual

framework that has made the study of physics so successful. In other words, we should

imitate rather than copy. Much of complex systems science is making explicit what has

previously been implicit, but I would be surprised if we ever find a complete framework for

modeling complex systems—all explicit formulations are mere models: necessarily partial

descriptions of an implicit whole.
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