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ABSTRACT: The first observation of the $\Lambda_b^0 \rightarrow D_s^- p$ decay is presented using proton-proton collision data collected by the LHCb experiment at a centre-of-mass energy of $\sqrt{s} = 13$ TeV, corresponding to a total integrated luminosity of $6 \text{ fb}^{-1}$. Using the $\Lambda_b^0 \rightarrow \Lambda^+_c \pi^-$ decay as the normalisation mode, the branching fraction of the $\Lambda_b^0 \rightarrow D_s^- p$ decay is measured to be $B(\Lambda_b^0 \rightarrow D_s^- p) = (12.6 \pm 0.5 \pm 0.3 \pm 1.2) \times 10^{-6}$, where the first uncertainty is statistical, the second systematic and the third due to uncertainties in the branching fractions of the $\Lambda_b^0 \rightarrow \Lambda^+_c \pi^-$, $D_s^- \rightarrow K^- K^+ \pi^-$ and $\Lambda^+_c \rightarrow p K^- \pi^+$ decays.
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1 Introduction

The Standard Model (SM) of particle physics describes the elementary particles and their interactions. In the SM, the Cabibbo-Kobayashi-Maskawa (CKM) mechanism describes how the weak interaction eigenstates are related to the mass eigenstates of the quarks and, therefore, also describes the interaction strengths among quarks via the weak interaction [1, 2]. The CKM-matrix element describing the \( b \to u \) transition, \( V_{ub} \), is the element with the smallest and most poorly determined magnitude. Better knowledge on \( |V_{ub}| \) provides a critical input to check the consistency of the SM [3, 4].

The \( \Lambda^0_b \to D^-_s p \) decay\(^1\) is a weak hadronic decay that proceeds through a \( b \to u \) transition. A single leading-order diagram contributes to this process, shown in figure 1. Therefore, the \( \Lambda^0_b \to D^-_s p \) branching fraction is proportional to \( |V_{ub}|^2 \),

\[
B(\Lambda^0_b \to D^-_s p) \propto |V_{ub}|^2 |V_{cs}|^2 f_{D_s}^2 |a_{NF}|^2 |F_{\Lambda^0_b \to p}(m^2_{D_s})|^2,
\]

where \( |V_{cs}| \) describes the \( c \to s \) quark transition, \( f_{D_s} \) is the \( D^-_s \) decay constant, \( F_{\Lambda^0_b \to p} \) is the form factor describing the \( \Lambda^0_b \) to proton transition and \( |a_{NF}| \) quantifies the nonfactorisable effects, i.e., final-state strong interactions leading to a nonfactorisable contribution in the decay amplitude. The \( f_{D_s} \) constant has been calculated with high precision using lattice QCD [5, 6] and \( |V_{cs}| \) is known to be close to unity [7]. Describing a heavy-quark decay as the product of the matrix elements of two currents is known as factorisation and leads to

\(^1\)Inclusion of charge-conjugated modes is implied unless explicitly stated.
the product of the decay constant and the form factor. Factorisation is expected to be a good approximation if the emitted meson is light relative to the other hadron, formed from the spectator quarks \[8\]. Therefore, factorisation may not hold in the \( \Lambda_0 \bar{b} \to D^- s \) decay, where the \( D^- \) meson is heavier than the proton.

The calculations of the matrix elements simplify in semileptonic decays, where they are the product of the leptonic and the hadronic currents. Therefore, semileptonic decays are used to determine \(|V_{ub}|\), where the hadronic matrix elements can be calculated using nonperturbative methods. By contrast, the knowledge of the matrix elements in hadronic decays is poorly known, as they are plagued by nonfactorisable effects in the final state. Recently, the branching fraction of the \( B^0 \to D^+_s \pi^- \) decay has been measured \[9\]. The \( B^0 \to D^+_s \pi^- \) decay proceeds with the same tree-level transition as the \( \Lambda_0 \bar{b} \to D^- s \) decay, leading to the same expression as eq. (1.1), except for the form factor and nonfactorisable effects. For the \( B^0 \to D^+_s \pi^- \) decay, the form factor is known with about 10% precision \[10, 11\], which allows for the determination of the product of \(|V_{ub}|\) and \(|a_{NF}|\). The \( \Lambda_0 \bar{b} \to D^- s \) decay can, in principle, provide another measure of the breaking of the factorisation hypothesis. However, the form factor for this decay is not accurately known yet \[12\]. Therefore, this measurement provides an incentive to address these calculations.

This paper presents the first observation and branching fraction measurement of the \( \Lambda_0 \bar{b} \to D^- s \) decay using proton-proton (pp) collision data collected with the LHCb detector at a centre-of-mass energy of 13 TeV and corresponding to an integrated luminosity of 6 fb\(^{-1}\). Data taken in Run 2 of the Large Hadron Collider (LHC) between 2015 and 2018 is used. The \( \Lambda_0 \bar{b} \to A^- \pi^- \) decay is used as a normalisation channel because it is topologically similar to the signal decay and has a relatively high branching fraction. Candidates of \( \Lambda_0 \bar{b} \to D^- s \) decays are reconstructed using the final-state particles of the \( D^- \to K^- K^+ \pi^- \) (\( A^- \to pK^- \pi^+ \)) decay. The branching fraction of \( \Lambda_0 \bar{b} \to D^- s \) is determined using

\[
\mathcal{B}(A^0_b \to D^- s p) = \mathcal{B}(A^0_b \to A^- \pi^-) \frac{N_{A^0_b \to D^- s}}{N_{A^0_b \to A^- \pi^-}} \frac{\epsilon_{A^0_b \to D^- s}}{\epsilon_{A^0_b \to A^- \pi^-}} \frac{B(A^+ \to pK^- \pi^+)}{B(D^- \to K^- K^+ \pi^-)},
\]

where \( N_X \) is the measured yield of decay \( X \) and \( \epsilon_X \) is the efficiency of the candidate reconstruction and selection. The candidate yields are determined using unbinned extended maximum-likelihood fits of the invariant mass of the \( A^0_b \) hadron. The corresponding efficiencies are determined using simulated candidates and calibration data samples.
2 Detector and simulation

The LHCb detector [13, 14] is a single-arm forward spectrometer covering the pseudorapidity range $2 < \eta < 5$, designed for the study of particles containing $b$ or $c$ quarks. The detector includes a high-precision tracking system consisting of a silicon-strip vertex detector surrounding the $pp$ interaction region, a large-area silicon-strip detector located upstream of a dipole magnet with a bending power of about 4 Tm, and three stations of silicon-strip detectors and straw drift tubes placed downstream of the magnet. The tracking system provides a measurement of the momentum, $p$, of charged particles with a relative uncertainty that varies from 0.5% at low momentum to 1.0% at 200 GeV/c. The minimum distance of a track to a primary $pp$ collision vertex (PV), the impact parameter (IP), is measured with a resolution of $(15+29/p_T)$ μm, where $p_T$ is the component of the momentum transverse to the beam, in GeV/c. Different types of charged hadrons are distinguished using information from two ring-imaging Cherenkov detectors. Photons, electrons and hadrons are identified by a calorimeter system consisting of scintillating-pad and preshower detectors, an electromagnetic and a hadronic calorimeter. Muons are identified by a system composed of alternating layers of iron and multiwire proportional chambers. The online event selection is performed by a trigger, which consists of a hardware stage, based on information from the calorimeter and muon systems, followed by a software stage, which applies a full event reconstruction. At the hardware trigger stage, events are required to have a muon with high $p_T$ or a hadron, photon or electron with high transverse energy in the calorimeters. For hadrons, the transverse energy threshold is 3.5 GeV. Events selected by the hadron trigger or by any other trigger independently of the signal candidate are used in this analysis. The software trigger requires a two-, three- or four-track secondary vertex with a significant displacement from any primary $pp$ interaction vertex. At least one charged particle must have a transverse momentum $p_T > 1.6$ GeV/c and be inconsistent with originating from a PV. A multivariate algorithm [15, 16] is used for the identification of secondary vertices consistent with the decay of a $b$ hadron.

Simulation is required to calculate reconstruction and selection efficiencies, and to determine shapes of invariant-mass distributions. In the simulation, $pp$ collisions are generated using PYTHIA [17] with a specific LHCb configuration [18]. Decays of unstable particles are described by EVTGEN [19], in which final-state radiation is generated using PHOTOS [20]. The interaction of the generated particles with the detector, and its response, are implemented using the GEANT4 toolkit [21, 22] as described in ref. [23].

3 Selection of candidates

The $A^0_b \rightarrow D_{s}^- p$ ($A^0_b \rightarrow A^{+}_s \pi^-)$ decay is reconstructed by selecting $D_{s}^- \rightarrow K^- K^+ \pi^-$ ($A^{+}_s \rightarrow pK^- \pi^+$) candidates and combining them with a proton (charged pion), which is referred to as the companion particle. A kinematic fit [24] is used to improve the $A^0_b$ mass resolution by constraining the $D_{s}^-$ ($A^{+}_s$) mass to its known value [7]. The $D_{s}^- p$ ($A^{+}_s \pi^-$) invariant mass, $m(D_{s}^- p)$ ($m(A^{+}_s \pi^-)$), is required to be within the range 5200–6200 (5400–6200) MeV/c$^2$ and the unconstrained $K^- K^+ \pi^- (pK^+ \pi^-)$ invariant mass must be within 1948–1988 (2266–2306) MeV/c$^2$. 
Candidates that have been selected by the trigger requirements, as described in the previous section, are subject to further offline selection to reduce the background contributions. First, a preselection reconstructs $b$-hadron and $c$-hadron candidates with good-quality vertices by reconstructing four well-reconstructed tracks with high transverse and total momentum and inconsistent with originating from any PV. A gradient-boosted decision tree (BDTG) algorithm [25, 26] is used to reduce the background contributions due to random combinations of final-state particles. This BDTG classifier is trained on $B^0_s \rightarrow D_s^- \pi^+$ candidates taken in 2011 and 2012 (Run 1) and is described in ref. [27]. The BDTG is suitable for decays topologically similar to $B^0_s \rightarrow D_s^- \pi^+$, as it does not use particle identification variables. The BDTG classifier combines a number of track-related variables, including the transverse momentum of the companion particle, the $b$-hadron and $c$-hadron candidate’s radial flight distance and the companion and $b$ hadron’s minimum $\chi^2_{IP}$, where $\chi^2_{IP}$ is defined as the difference in the vertex-fit $\chi^2$ of the PV reconstructed with and without the candidate. A more detailed description of the BDTG classifier is given in ref. [28]. It has been verified using $A^0_b \rightarrow D^+ s_\pi^0$ simulation that this BDTG performs well in separating signal from combinatorial background.

To separate $A^0_0 \rightarrow D^+ s_\pi^0$ from backgrounds with a misidentified final-state particle, a requirement on the PID of the companion proton is applied. This requirement is based on multivariate techniques to combine the PID and tracking information of all LHCb subsystems to get a single discriminating variable [29]. The optimal requirements for the BDTG classifier and the companion identification variables are simultaneously determined by maximising the figure of merit $\epsilon_{\text{sig}}/(5 + \sqrt{N_{\text{bg}}})$ [30] expected for the signal region $(m(D^+_s s_\pi^0) \in [5580, 5660] \text{MeV}/c^2)$. Here, $\epsilon_{\text{sig}}$ is the signal efficiency of the corresponding BDTG and PID requirements in addition to the other selection requirements, and $N_{\text{bg}}$ is the expected number of background events in the signal region for the given set of selection requirements. The optimal point of this figure of merit corresponds to a tight PID requirement on the companion proton with a signal efficiency of 76%, calculated after applying the other selection requirements. For the $A^0_0 \rightarrow A^+_c K^-$ sample, similar to the signal sample, a PID requirement is imposed on the companion pion to remove contributions from $A^0_0 \rightarrow A^+_c K^-$ decays.

To further reduce contributions of backgrounds due to misidentification of the final-state particles, PID requirements are imposed on the decay products of the $c$-hadron. Furthermore, vetoes are applied to the $D^0_s h^\pm$ samples to reduce the contribution from $D^- \rightarrow K^+ \pi^- \pi^-$ and $A^+_c \rightarrow pK^- \pi^+$ decays misidentified as $D^- \rightarrow K^- K^+ \pi^-$ candidates. In these vetoes, the $D^+_s$ candidates are reconstructed as $D^- \rightarrow K^+ \pi^- \pi^-$ or $A^+_c \rightarrow pK^- \pi^+$ decays, and a tight PID requirement is imposed on those near the known $D^-$ or $A^-_c$ mass. The PID requirements together have a signal efficiency of 56% for the $A^0_0 \rightarrow D^+_s p$ sample and 71% for the $A^0_0 \rightarrow A^+_c \pi^-$ sample, calculated after applying the other selection requirements. Finally, contributions from $b$-hadron decays not including a charm hadron are suppressed by a requirement on the $c$-hadron’s flight-distance significance, defined as the distance between the $b$- and $c$-hadron decay vertices divided by the uncertainty on this measurement. This requirement is applied to all samples.

The efficiency of the candidate selection is calculated using simulated $A^0_0 \rightarrow D^+ s_\pi^0$ and $A^0_0 \rightarrow A^+_c \pi^-$ decays, except for the PID and hardware-trigger efficiencies, which are
Table 1. A breakdown of the relative efficiency ratios of the $A_b^0 \rightarrow A_c^+ \pi^-$ and $A_b^0 \rightarrow D^-_s p$ decays, calculated after applying the preceding requirements. The uncertainty on the efficiencies is due to the size of the simulation and calibration samples.

determined using calibration data samples. The efficiency of the PID requirements is calculated using samples of $D^{\ast +} \rightarrow D^0 \pi^+$ and $A_c^+ \rightarrow pK^- \pi^+$ calibration data. A more complete description of this method can be found in ref. [31]. The determination of the hardware trigger efficiency uses the $D^{\ast +} \rightarrow D^0 \pi^+$ and $A^0 \rightarrow p\pi^-$ calibration samples and simulated signal. The efficiencies of hadrons to be triggered depend on and therefore are calibrated based on the type and charge of the particle, as well as the magnitude and the calorimeter region, demarcated by the cell sizes, of the corresponding energy deposit in the calorimeter. Table 1 shows the ratio of the selection efficiencies between the signal and normalisation channels. The most sizeable differences in efficiency are due to the different PID requirements for the signal and normalisation channel and due to the flight-distance significance and momentum requirements.

Two control channels, $B^0_s \rightarrow D^- \pi^+$ and $B^0_s \rightarrow D^{\ast +}_s K^\pm$, are used to estimate the contributions of misidentified $B^0_s \rightarrow D^{(*)-}_s \{\pi^+, \rho^+\}$ and $B^0_s \rightarrow D^{(*)+}_s K^{(*)\pm}$ decays in the $A_b^0 \rightarrow D^-_s p$ sample. The control modes are subjected to the same candidate selection as $A_b^0 \rightarrow D^-_s p$ candidates, except for the particle identification (PID) requirement on the companion particle.

4 Invariant-mass fits

The yields of the signal $A_b^0 \rightarrow D^-_s p$ and normalisation $A_b^0 \rightarrow A_c^+ \pi^-$ channels are determined using unbinned maximum-likelihood fits to the $D^-_s p$ and $A_c^+ \pi^-$ invariant-mass distributions, respectively. The candidate samples from different years of data-taking and magnet polarities are combined in the fits.

The signal components in the invariant-mass fits are parameterised using the sum of a double-sided Hypatia function [32] and a Johnson $S_U$ function [33]. Their corresponding parameters are obtained from fits to samples of simulated candidates. In the fit to $A_b^0 \rightarrow A_c^+ \pi^-$ candidates in data, the common mean of the functions and the widths are left unconstrained to account for any under- or overestimation of resolution effects in the simulation. The widths from the fit to $A_b^0 \rightarrow A_c^+ \pi^-$ candidates, scaled with the expected width differences from simulation, are used to fix the widths in the fit to $A_b^0 \rightarrow D^-_s p$ candidates, where only the mean is left unconstrained.
The residual combinatorial background contribution is modelled using analytic functions. In the \( m(D_s^- p) \) fit, this contribution is parametrised as
\[
\mathcal{C}(m|m_0, A, C) = (1 - \exp(-(m - m_0)/C)) \times (m/m_0)^A,
\]
which describes the turn-on point in the \( D_s^- p \) invariant-mass due to \( D_s^- \pi^+ \) invariant-mass requirements in the preselection. The parameters of this function are determined by fitting the \( m(D_s^- p) \) distribution using the upper sideband region of \( m(K^- K^+ \pi^-) \) and are subsequently fixed in the fit to data. In the \( m(A_c^+ \pi^-) \) fit, the combinatorial background is described using an exponential distribution, validated on the upper \( m(A_c^+ \pi^-) \) sideband. The exponential parameter is left unconstrained in the fit to account for kinematic differences between the \( m(A_c^+ \pi^-) \) sideband and the full range.

Decays where one or more of the final-state particles are missed by the reconstruction are referred to as partially reconstructed backgrounds. In the fits to the signal and normalisation channels, these backgrounds are parametrised by parabolic functions convolved with a double Gaussian distribution to account for detector effects. These functions describe decays where a neutral pion or photon is not reconstructed \cite{34}. The fit to \( A_b \to D_s^- p \) candidates considers partially reconstructed background components from \( A_b^0 \to D_s^- \to \to D_s^- \pi^+ \) decays. As the \( D_s^- \) meson decays to either \( D_s^- \gamma \) or to \( D_s^- \pi^0 \), this contribution is described by a combination of two of the above-mentioned parabolic functions. The corresponding parameters are obtained from simulation and fixed in the fit to data. The yield of \( A_b^0 \to D_s^- p \) decays is left unconstrained in the fit to \( A_b \to D_s^- p \) candidates, as there is no estimate of the corresponding branching fraction. The addition of an extra partially reconstructed component describing \( A_b^0 \to D_s^- D^+ \) decays has been studied and is found to have a negligible impact on the signal yield. The \( A_b^0 \to A_c^+ \pi^- \) sample contains partially reconstructed backgrounds from \( A_b^0 \to A_c^+ \rho^- (\to \pi^- \pi^0) \) and \( A_b^0 \to \Sigma_c^+ (\to A_c^+ \pi^0) \pi^- \) decays. These are both parametrised using a parabolic function to describe the missing neutral pion. The parameters of this function are obtained from simulation and fixed in the \( m(A_c^+ \pi^-) \) fit, while the yields are left free.

The background contributions due to the misidentification of the companion particle in the \( m(D_s^- p) \) fit consist of the decays \( B_s^0 \to D_s^- \pi^+ \), \( B_s^- \to D_s^+ K^- \), \( B^0 \to D_s^- K^+ \) and the corresponding backgrounds with missing photons or neutral pions in the final state, originating from \( \rho^+ \to \pi^+ \pi^0 \), \( K^+ \to K^+ \pi^0 \) or \( D_s^- \to D_s^\pm \gamma/\pi^0 \) decays. The shapes of the misidentified backgrounds in the \( m(D_s^- p) \) fit are determined from simulation using a nonparametric kernel estimation method \cite{35}. The exceptions are the \( B_s^0 \to D_s^- \pi^0 \) and \( B^0 \to D_s^- \pi^+ \) components, described by Crystal Ball functions \cite{36}. The shape of the \( B_s^0 \to D_s^- \pi^+ \) contribution is obtained from simulation. The same parametrisation shifted by the known \( B^0 - B_s^0 \) mass difference is used to model \( B^0 \to D_s^- \pi^+ \) decays. All misidentified backgrounds have fixed shapes in the fit to the \( D_s^- p \) invariant mass. Fits to the \( B_s^0 \) invariant mass in the \( B_s^0 \to D_s^- \pi^+ \) and \( B_s^0 \to D_s^+ K^- \) control samples (see appendix B) provide an estimate of the contributions of the misidentified background components in the \( A_b \to D_s^- p \) sample. These estimates are computed by correcting the observed yields of \( B_s^0 \to D_s^- \{\pi^+, \rho^+\} \) and \( B_s^0 \to D_s^{(s)\mp} K^{(s)}\pm \) decays for the different PID requirements between the control and signal samples. Subsequently, they are constrained in the \( m(D_s^- p) \) fit.
The sample of $A_b^0 \rightarrow \Lambda_c^+ \pi^-$ candidates is contaminated by the $A_b^0 \rightarrow \Lambda_c^0 K^-$, $B_s^0 \rightarrow D^- \pi^+$ and $B^0 \rightarrow D^- \pi^+$ backgrounds due to the misidentification of one of the final-state particles. The shapes of these backgrounds are determined from simulation using a nonparametric kernel estimation method and fixed in the fit to data. The size of the $A_b^0 \rightarrow \Lambda_c^+ K^-$ contribution is constrained to the expected yield determined using knowledge of its branching fraction [37] and efficiencies obtained from simulation. A data-driven method is used to determine the $B_s^0 \rightarrow D_s^- \pi^+$ and $B^0 \rightarrow D^- \pi^+$ yields in the $m(\Lambda_c^+ \pi^-)$ fit. The $\Lambda_c^+ \pi^-$ data is reconstructed as $D_s^- \pi^+$ and $D^- \pi^+$, fitted, and the resulting yields are corrected for the difference in PID and invariant-mass requirements. Ultimately, the number of expected $B_s^0 \rightarrow D_s^- \pi^+$ and $B^0 \rightarrow D^- \pi^+$ is small and is therefore fixed in the fit to $A_b^0 \rightarrow \Lambda_c^+ \pi^-$ candidates.

The $\Lambda_c^+ \pi^-$ invariant-mass distribution and the fit projection of the $A_b^0 \rightarrow \Lambda_c^+ \pi^-$ signal and the background components are shown in figure 2. The $A_b^0 \rightarrow \Lambda_c^+ \pi^-$ yield obtained from this fit is $404\,700 \pm 700$, where the uncertainty is statistical.

Finally, the fit to the invariant-mass distribution of $A_b^0 \rightarrow D_s^- p$ candidates is shown in figure 3. A clear $A_b^0 \rightarrow D_s^- p$ signal peak is visible, corresponding to a yield of $831 \pm 32$, where the uncertainty is statistical. This result constitutes the first observation of this decay. A few bins around $5575\,\text{MeV}/c^2$ show a disagreement between the model and the data. This has been scrutinised and any possible effect of this is expected to be covered by systematic uncertainties. This includes the systematic uncertainties on the shape and yield of the misidentified background components, as discussed in section 5. Additionally, the fraction between the two functions used for the shape of the $A_b^0 \rightarrow D_s^- p$ contribution has been allowed to vary, which has a negligible effect on the signal yield.

The fits to $A_b^0 \rightarrow D_s^- p$ and $A_b^0 \rightarrow \Lambda_c^+ \pi^-$ candidates are studied for stability and any bias on the signal yields using pseudoexperiments. The fits are found to be stable, and no sizeable biases have been found. Furthermore, the fit is validated using data split according to magnet polarity, year of data taking, BDTG response and trigger decision.

5 Systematic uncertainties

Systematic uncertainties arising from the limited knowledge of the background and signal shapes, the expected background yields and the PID and hardware trigger efficiencies are considered. Due to similarities between the $A_b^0 \rightarrow D_s^- p$ and the $A_b^0 \rightarrow \Lambda_c^+ \pi^-$ decay topologies, many sources of systematic uncertainties either cancel or are suppressed. The remaining systematic uncertainties are outlined below and summarised in table 2.

Systematic uncertainties are assigned to the determination of the $A_b^0 \rightarrow D_s^- p$ and $A_b^0 \rightarrow \Lambda_c^+ \pi^-$ yields, which are obtained from invariant-mass fits. These uncertainties are determined using ensembles of pseudoexperiments comparing the results from alternative fit configurations.

For the parametrisation of the signal, the fixed parameters are varied within their uncertainties leading to a variation of 0.54% and 0.27% in the $A_b^0 \rightarrow D_s^- p$ and $A_b^0 \rightarrow \Lambda_c^+ \pi^-$ yields, respectively. Systematic uncertainties on the combinatorial background are assessed using pseudoexperiments with alternative parametrisations. In the fit to $A_b^0 \rightarrow D_s^- p$
Figure 2. Invariant-mass distribution of $\Lambda_0^b \to \Lambda^+_c \pi^-$ candidates, the normalisation channel in this measurement. The size of the signal peak compared to the backgrounds can be seen clearly in the linear plot on the left, whereas the individual components are displayed more clearly in the logarithmic plot on the right. Overlaid are the fit projections of the signal and background contributions, with individual components illustrated in the legend above.

Figure 3. Invariant-mass distribution of $\Lambda_0^b \to D^-_s p$ candidates, in (left) linear and (right) logarithmic scale, where the fit projections of the signal and background contributions are overlaid. The individual components in the fit are illustrated in the legend. A few bins around 5575 MeV/$c^2$ show a disagreement between the model and the data. This effect is covered by the systematic uncertainties as described in the text.

candidates, an exponential function is chosen as an alternative to the parametrisation described in the previous section. The observed variation of 0.73% is assigned as a systematic uncertainty. A single exponential describes the combinatorial background in the nominal $m(\Lambda^+_c \pi^-)$ fit. In contrast, the sum of two exponential functions is used to assign systematic uncertainties. This uncertainty amounts to only 0.04% on the final result.
The yields of the misidentified background components in the default invariant-mass fits are constrained or fixed. The corresponding systematic uncertainty in this assumption is calculated by varying their central values by 10%, which is twice the uncertainty on the calculated values, to conservatively take into account any bias in the procedure. This results in a systematic uncertainty of 0.71% and 0.03% in the $m(D_s^- p)$ and $m(\Lambda_c^+ \pi^-)$ fits, respectively.

All the shapes of the misidentified and partially reconstructed background components are varied by applying the PID calibration as a function of different variables. Samples of $D^+ \rightarrow D^0 \pi^+$ and $\Lambda_c^+ \rightarrow pK^- \pi^+$ calibration data are used to obtain weighting histograms. In the default calibration procedure, these histograms depend on the pseudorapidity and momentum of a track. For systematic studies, they are binned as a function of the number of tracks in the event and the candidate track momentum. This variation results in a systematic uncertainty of 0.71% and 0.03% in the $m(D_s^- p)$ and $m(\Lambda_c^+ \pi^-)$ fits, respectively.

A systematic uncertainty on the PID selection efficiency is determined by changing the binning scheme of the PID weighting histograms. By reducing and increasing the number of bins, the efficiency ratio $\epsilon(\Lambda_b^0 \rightarrow \Lambda_c^+ \pi^-)/\epsilon(\Lambda_b^0 \rightarrow D_s^- p)$ changes by 0.49%, which is therefore assigned as a systematic uncertainty on the final result. This uncertainty mainly originates from the tight PID requirement on the companion proton of the $\Lambda_b^0 \rightarrow D_s^- p$ signal.

The efficiency of the hardware trigger requirements is estimated from $D^+ \Lambda^0$ calibration samples and using simulation of signal candidates, using a similar method to the one described in ref. [38]. The difference between data and simulation amounts to 1.15% and is assigned as a systematic uncertainty on the branching fraction result.

Finally, a systematic uncertainty of 0.50% is assigned to the reconstruction efficiency of the charged hadron tracks. This is mainly due to the uncertainty in simulating the LHCb material correctly and the pion-kaon difference in the final-state particles of the signal and normalisation channels, which have a different interaction cross-section with the material [39].

In summary, the systematic uncertainties in this measurement amount to 2.01% on the final branching fraction result. This uncertainty is smaller than the statistical uncertainty and the uncertainties arising from the branching fraction inputs.

## 6 Results and conclusions

The branching fraction of $\Lambda_b^0 \rightarrow D_s^- p$ can be determined using the efficiencies of the requirements detailed in section 3 and the yields of the $\Lambda_b^0 \rightarrow D_s^- p$ and $\Lambda_b^0 \rightarrow \Lambda_c^+ \pi^-$ decays as obtained in section 4. Additionally, inputs for the $\Lambda_b^0 \rightarrow \Lambda_c^+ \pi^-$, $\Lambda_c^+ \rightarrow pK^- \pi^+$ and $D_s^- \rightarrow K^- K^+ \pi^-$ branching fractions are required, as defined in eq. (1.2). Table 3 shows a summary of the inputs necessary for this measurement.
Table 2. Summary of the systematic uncertainties as a percentage of the branching fraction of the $Λ_0^b → D_s^- p$ decay. The total systematic uncertainty is the quadratic sum of the individual sources.

<table>
<thead>
<tr>
<th>Source</th>
<th>Relative uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m(D_s^- p)$ fit:</td>
<td></td>
</tr>
<tr>
<td>Signal parametrisation</td>
<td>0.54</td>
</tr>
<tr>
<td>Combinatorial background parametrisation</td>
<td>0.73</td>
</tr>
<tr>
<td>Constrained/fixed yields</td>
<td>0.71</td>
</tr>
<tr>
<td>Specific background parametrisation</td>
<td>0.89</td>
</tr>
<tr>
<td>$m(Λ^+_s \pi^-)$ fit:</td>
<td></td>
</tr>
<tr>
<td>Signal parametrisation</td>
<td>0.27</td>
</tr>
<tr>
<td>Combinatorial background parametrisation</td>
<td>0.04</td>
</tr>
<tr>
<td>Constrained/fixed yields</td>
<td>0.03</td>
</tr>
<tr>
<td>Specific background parametrisation</td>
<td>0.01</td>
</tr>
<tr>
<td>Efficiencies:</td>
<td></td>
</tr>
<tr>
<td>PID efficiency</td>
<td>0.49</td>
</tr>
<tr>
<td>Hardware trigger efficiency</td>
<td>1.15</td>
</tr>
<tr>
<td>Reconstruction efficiency</td>
<td>0.50</td>
</tr>
<tr>
<td>Total</td>
<td>2.01</td>
</tr>
</tbody>
</table>

The branching-fraction ratio of the $Λ_0^b → D_s^- p$ and $Λ_0^b → Λ^+_c \pi^-$ decays is found to be

$$\frac{B(Λ_0^b → D_s^- p)}{B(Λ_0^b → Λ^+_c \pi^-)} = (2.56 ± 0.10 ± 0.05 ± 0.14) × 10^{-3},$$

where the first uncertainty is statistical, the second systematic and the third due to the uncertainty of the $D_s^- → K^- K^+ \pi^-$ and $Λ^+_c → pK^- \pi^+$ branching fractions.

The obtained $Λ_0^b → D_s^- p$ branching fraction is

$$B(Λ_0^b → D_s^- p) = (12.6 ± 0.5 ± 0.3 ± 1.2) × 10^{-6},$$

where the third uncertainty is due to the uncertainty of the $Λ_0^b → Λ^+_c \pi^-$, $D_s^- → K^- K^+ \pi^-$ and $Λ^+_c → pK^- \pi^+$ branching fractions. This measurement is limited by the uncertainty on the $Λ_0^b → Λ^+_c \pi^-$ branching fraction, which is dominated by the precision on the ratio of hadronisation fractions $f_{Λ_0^b}/f_d$.

In summary, the first observation of the $Λ_0^b → D_s^- p$ decay and its branching fraction measurement are reported. Additionally, the branching fraction ratio of the $Λ_0^b → D_s^- p$ and $Λ_0^b → Λ^+_c \pi^-$ decays is determined. This measurement will serve as input for future studies of factorisation in hadronic $Λ_0^b$ decays.
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A Particle identification selection on the companion particle

Figure 4 shows invariant-mass distributions of $\Lambda^0_b \to D^-_s p$ and $\Lambda^0_b \to \Lambda^+_c \pi^-$ candidates. The candidates are selected by applying the full offline selection without the particle identification (PID) requirement on the companion track. This is represented as the filled orange ($\Lambda^0_b \to D^-_s p$) and green ($\Lambda^0_b \to \Lambda^+_c \pi^-$) histograms. Candidates additionally passing or failing the PID requirements on the companion track are indicated by circles and squares, respectively.

B Invariant-mass fits to the control channels

To estimate the contribution from $D^-_s \pi^+$-like decays in the $B^0_s \to D^+_s K^\pm$ and $\Lambda^0_b \to D^-_s p$ data samples, an invariant-mass fit to the $B^0_s \to D^-_s \pi^+$, $D^-_s \to K^- K^+ \pi^-$ sample under its own hypothesis is performed. The invariant-mass distribution of the $B^0_s \to D^-_s \pi^+$ candidates is shown in figure 5. The fit model is composed of a signal contribution described by the sum of a double-sided Hypatia function and a Johnson SU function, combinatorial background described by a single exponential and specific background components. Three different sources of specific background can be distinguished: the decays with the same final state as the signal ($B^0 \to D^-_s \pi^+$), the misidentified backgrounds ($B^0 \to D^- \pi^+ $, $\Lambda^0_b \to \Lambda^+_c \pi^- $, $B^0_s \to D^+_s K^\pm$) and the partially-reconstructed backgrounds which occur due to missing particles in the final state ($B^0 \to D^{*-} \pi^+$, $B^0_s \to D_s^{*-} \pi^+$, $B^0_s \to D^-_s \rho^+$, $B^0_s \to D^-_s \rho^+$). The
Figure 4. The (left) $m(D_s^- p)$ and (right) $m(\Lambda_s^+ \pi^-)$ invariant-mass distributions after the full selection without the PID requirement on the companion track (filled area) and passing (circles) or failing (squares) this selection.

Figure 5. Invariant-mass distribution of $B_s^0 \rightarrow D_s^- \pi^+$ candidates, in (left) linear and (right) logarithmic scale, where the signal and background contributions are overlaid. The individual components of the fit are illustrated in the legend.

shapes of specific backgrounds are taken from the simulated samples. The expected yields of $B_s^0 \rightarrow D_s^- p^+$, $B^0 \rightarrow D^- \pi^+$ and $A_l^0 \rightarrow A_s^+ \pi^-$ decays are calculated from the branching fractions and efficiency predictions. They are found to be below 1% of the signal component and are fixed in the fit. In the default data fit, the signal mean and width, the combinatorial background slope and the yields are left free.

The contribution from the $D_s^- K^\mp$-like decays in the $A_l^0 \rightarrow D_s^- p$ data sample is estimated from an invariant-mass fit to the $B_s^0 \rightarrow D_s^- K^\mp$ sample under its own hypothesis. The invariant-mass distribution of the $B_s^0 \rightarrow D_s^- K^\mp$ candidates is shown in figure 6. The fit model is composed of a signal contribution described by the sum of a double-sided Hypatia function and a Johnson $S_U$ function, combinatorial background described by a single exponential and specific background components. Unlike in the $B_s^0 \rightarrow D_s^- \pi^+$ sample, four
different sources of background for \( B_s^0 \to D_s^\pm K^\mp \) signal can be distinguished: the decays with the same final state as the signal (\( B^0 \to D^- K^+ \)), the partially-reconstructed backgrounds which occur due to missing particles in the final state (\( B^0 \to D_s^- K^+, B_s^0 \to D_s^\pm K^{\pm\pm}, B_s^0 \to D_s^{*\pm} K^{\pm\mp} \)), the misidentified backgrounds (\( B_s^0 \to D_s^\pm \pi^+, \Lambda_b^0 \to D_s^- p \)) and the backgrounds that are both partially reconstructed and misidentified (\( B_s^0 \to D_s^- \pi^+, B_s^0 \to D_s^{*\pm} \rho^+, \Lambda_b^0 \to D_s^- p \)). To improve the stability of the fit, the contributions from the suppressed \( B_s^0 \to D_s^{(*)\pm} \{\pi^+, \rho^+\} \) decays are fixed using the fit to \( B_s^0 \to D_{s}^- \pi^+ \) candidates, while the remaining yields of the \( B^0 \to D^- \pi^+, B^0 \to D^- K^+, \Lambda^+_b \to \Lambda^+_c \pi^- \) and \( \Lambda_b^0 \to \Lambda^+_c K^- \) decays are calculated from their branching fractions and relative efficiencies. In the default data fit, the signal mean and width, the combinatorial background slope and the yields are left free.
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