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Abstract: 

Global decarbonization of the energy sector necessitates development of storage technologies to 
mediate the inherent intermittency of renewable resources. Electrochemical systems are well-
positioned to support this transition with redox flow batteries (RFBs) emerging as a promising 
grid-scale platform, as their unique architecture offers decoupled energy / power scaling, 
simplified manufacturing, and long service life. Despite these favorable characteristics, current 
embodiments remain prohibitively expensive for broad adoption, motivating the development of 
new electrolyte formulations (e.g., redox molecules, supporting salts, solvents) and reactor 
materials (e.g., electrodes, flow fields, membranes) to meet performance and cost targets for 
emerging applications. While many next-generation materials offer performance improvements, 
they must carefully balance complex tradeoffs between power / energy density, cycling stability, 
energy efficiency, and capital costs. This multifaceted parameter space frustrates the articulation 
of unambiguous design criteria, as the relationships between constituent material properties and 
cell performance metrics are not yet well-understood.  
 
In this thesis, I address these knowledge gaps by advancing theoretical and experimental methods 
that support the rational design of RFBs. First, I develop an in-line electrochemical sensor to 
measure electrolyte concentrations during RFB operation, providing insight into the dynamics of 
flow cell cycling. Second, I introduce an analytical zero-dimensional modeling framework for 
describing RFB cycling behavior, enabling facile simulation of charge / discharge behavior and 
device performance metrics. I then further simplify this approach by deriving closed-form 
expressions, facilitating the use of spreadsheet models for cycling simulations. Third, I apply these 
models to assess design tradeoffs for two-electron materials, demonstrating marked performance 
limitations. Finally, I leverage the analytical zero-dimensional framework to develop a new 
technique—compositionally unbalanced symmetric cell cycling—for characterizing crossover 
rates in redox flow cells. Broadly, the methods developed in this work have the potential to advance 
foundational understanding in RFB design and operation, leading to more rigorous selection 
criteria for candidate materials and ultimately supporting more robust, cost-competitive, and 
durable grid-scale energy storage. 
 
Thesis Supervisor: Fikile R. Brushett 
Title: Associate Professor of Chemical Engineering 
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I. Introduction  

 The need for advancing renewable energy technologies such as wind and solar energy has 

driven scientists and policymakers alike to expand efforts to deliver reliable, clean energy across 

the globe.1–3 While we can harness immense amounts of energy from the sun and our environment, 

renewable energy production and energy demand are significantly misaligned.4,5 Thus, in order to 

make use of this energy and deliver it to the public, we must develop reliable energy storage 

systems that can store energy during peak production and deliver energy during peak demand. 

Electrochemical energy storage (EES) has long been sought after as a clean, efficient platform for 

storing energy, owing to the faster charge/discharge rates and direct conversion between chemical 

and electrical energy.6,7 Perhaps the prototypical EES systems, both lithium-ion batteries and fuel 

cells have undergone decades of research and innovation, placing them at the forefront of 

commercial energy storage.8–11 Although they have been thoroughly developed, they are not 

without their limitations and drawbacks. For example, fuel cells suffer from large capital costs 

associated with storing and delivering gases (H2 and O2).12 On the other hand, lithium-ion batteries 

are limited by the coupling of energy and power – in order to pack more energy into a battery, the 

size of the electrodes must be made larger, concomitantly increasing power. 

 In order to combat limitations faced by these EES systems, redox flow batteries (RFBs) have 

emerged in recent years as a promising alternative for energy storage at the grid-scale.13 Unlike 

traditional solid-state batteries (e.g. lithium-ion) that store charge in their electrodes, RFBs store 

charge in electrolytes that are held in external tanks and pumped through an electrochemical cell 

during charge and discharge. Through this architecture, RFBs decouple energy and power (Figure 

I-1)—energy can be manipulated by changing the size of the tanks and concentration of active 

species and power can be manipulated by changing the size and performance characteristics of the 
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electrochemical cell.13–15 Additionally, these characteristics give rise to modular construction, 

simplified maintenance, and long service lives, all of which may contribute to a more robust energy 

storage platform. The vanadium RFB remains the state-of-the-art, owing to its singular active 

material that can access multiple oxidations states—V2+, V3+, VO2+, VO2
+—within the 

electrochemical stability window of water, yielding high long-term stability and suitable energy / 

power characteristics for grid storage applications. However, the high and volatile capital cost of 

the vanadium pentoxide precursor as well as other system components stifles the practical utility 

and economic prospects of vanadium-based RFBs, prompting research efforts to focus on 

potentially more sustainable platform chemistries. 

 

Figure I-1. Graphical depiction of redox flow batteries, highlighting the decouple energy / power scaling. 

 Notably, the past decade has seen exciting advances, including the emergence of engineered 

molecules (e.g., redox-active organics, metal-centered coordination complexes) whose physical 

and electrochemical properties can be tuned through molecular functionalization.16–18 While such 

materials offer a new means of tuning RFB performance metrics, they also present new 

complexities for device operation, which include managing an array of parasitic processes (e.g., 
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active species crossover, molecular decay, component degradation, side reactions) that result in 

heightened capacity fade and reduced cycling efficiencies.19 The degradation of individual 

components dictates system maintenance schedules and operating expenses, as routine repairs and 

replacements are feasible but adversely impact profitability over the service life of the battery.20,21 

However, performance losses in such complex systems are often rooted in a multitude of 

confounding factors, which are difficult to decouple experimentally and/or to replicate in 

isolation.16,22–24 Thus, understanding failure modes requires diagnostic tools that can monitor RFB 

components under conditions that resemble practical embodiments and modeling frameworks that 

can interpret these performance losses and connect them to fundamental material characteristics.25 

 In this introductory chapter, we discuss present experimental methods for characterizing 

materials for RFB applications and review theoretical approaches for connecting those material 

properties to performance characteristics, focusing primarily on considerations around redox 

electrolytes and membranes / separators. First, we introduce techniques for characterizing active 

species, discussing standard electrochemical methods for evaluating candidate materials and 

limitations to their applicability. Next, we present common methodologies for assessing 

membranes / separators both through ex situ and emerging in situ diagnostics. Finally, we provide 

an overview of modeling approaches that aim to improve fundamental understanding of RFB 

performance and operation, comparing the merits of different theoretical frameworks and focusing 

on those used for long-duration cycling. Throughout this chapter, we highlight limitations in 

current experimental workflows and theoretical frameworks—which presently obscure deeper 

understanding of long-duration performance—to motivate the development of new approaches 

presented in this thesis. 
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1. From the synthesis vial to the full cell: Chemical and electrochemical methods for 

characterizing redox flow battery materials 

The overarching goal of materials research for RFBs is for newly-developed compounds to 

operate in a full cell for extended time with performance metrics similar to those envisioned for 

cost-competitive practical embodiments. While flow cell testing remains a critical step in the 

pipeline from discovery science to electrochemical product, it is non-trivial in practice. 

Performance losses in such complex systems arise from a multitude of confounding factors (e.g., 

electrode and membrane degradation, crossover, evaporation, molecular decay), which prevents 

the establishment of quantitative and unambiguous connections between the properties of 

individual components and the overall cell behavior. Flow cells also require considerable material 

quantities to operate at application-relevant concentrations and scales, and performance systems 

can take hours to assemble and days to weeks to cycle. Alternatively, by first analyzing 

components in isolation, at smaller scale, and under well-controlled conditions, researchers can 

identify potential shortcomings before investing significant time and materials. Further, properties 

extracted from these studies can inform structure-function relationships that are invaluable to 

materials discovery.26,27 Using knowledge gained from experiments at near-ideal conditions as a 

foundation, deliberate, step-wise progress can be made toward full cell operation by identifying, 

understanding, and mitigating sources of performance loss. 

The purpose of this section is to outline a systematic approach for advancing new materials 

from synthesis to full cell implementation using various physicochemical and electrochemical 

techniques along the way. While there exist some established practices for individual experimental 

procedures,28 to the best of our knowledge, there is no connective and detailed framework for 

evaluating new materials in the context of RFB systems. To this end, we introduce foundational 
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characterization methods with a focus on key determinable properties and their relative importance 

to RFB performance. 
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 Assessing next-generation redox electrolytes 

In general, we endeavor to develop electrolytes possessing disparate redox potentials that are 

either high (posolytes) or low (negolytes); rapid electrochemical kinetics and diffusivity; 

permanent stability; and high solubility in all relevant oxidation states. In pursuit of these design 

goals, researchers seek to synthesize compounds that exhibit some, if not all, of these desired 

properties. However, there are almost always tradeoffs between properties, and target property sets 

may vary from system to system as dictated by techno-economic analyses and design 

specifications. Molecular engineering campaigns may also consider other valuable features such 

as crossover tolerance, multi-electron capacity, synthetic ease, low molecular weight, and non-

toxicity, provided the underlying compound already possesses other essential properties. Notably, 

many of these properties are not solely dependent on the redox couple but also on the supporting 

electrolyte, the electrodes, and the membrane. Of these components, the supporting electrolyte 

choice is the most closely tied to development of charge-storage materials. While aqueous systems 

are limited to water as the solvent, non-aqueous systems can employ a range of solvents (e.g., 

acetonitrile, dimethylformamide, propylene carbonate), each of which can profoundly influence 

the redox potential, diffusivity, kinetic rates, material stability, and voltage stability window. 

Regardless of the target criteria, the process for developing new redox electrolytes requires 

careful evaluation of their key properties to enable quantitative comparison between candidates 

and inform design of next-generation materials. Figure I-2 offers a roadmap for developing new 

redox electrolytes, reflecting an iterative design-synthesize-characterize-learn process to guide 

materials discovery. A guiding principle behind the proposed scheme is the importance of 

experimental ordering—moving from left to right in Figure I-2, chemical and electrochemical 

characterizations become increasingly time and materials intensive as they approach more realistic 
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RFB conditions. These conditions also impose restrictions on results as experimental complexities 

introduce new sources of error and inconsistency. Note that, although this process is outlined for 

materials synthesized in-house, if materials are purchased from vendors or simply explored in new 

electrolyte formulations, the electrochemical methods described here are still applicable. 

 

 

Figure I-2. Roadmap for transitioning charge-storage materials from synthesis to full cell testing, 
emphasizing experimental ordering in an iterative design-synthesize-characterize-learn framework. 

First and foremost, synthesizing new active materials requires a baseline series of chemical 

characterizations to validate structural and chemical properties as well as product purity. Though 

beyond the scope of this chapter, spectroscopic techniques (e.g., mass spectrometry, infrared 

spectroscopy (FT-IR), nuclear magnetic resonance spectroscopy (NMR)) evince that the target 

compound has been generated and can also provide insight into various underlying molecular 

properties that influence electrochemical behavior. Further, many useful physicochemical 

measurements can elucidate simple (solubility, viscosity, density, conductivity) and advanced 
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(solvation, aggregation) solution properties which impact electrochemical responses. In particular, 

the active species solubility is directly proportional to charge storage capacity and can be measured 

both in pure solvent and in appropriate electrolyte, the latter providing a more application-relevant 

metric. If the molecule can be prepared in multiple oxidation states, its solubility should be 

measured in all states accessible during cell operation. With chemical descriptors as a foundation, 

subsequent electrochemical experiments, the focus of this chapter, assess the key properties (i.e., 

redox potential, kinetics, diffusivity, stability) that influence full cell performance. Chemical and 

electrochemical techniques are not, however, mutually exclusive, as coupled spectroscopic data 

(e.g., NMR, FT-IR, ultraviolet-visible spectroscopy (UV-Vis), electron paramagnetic resonance 

spectroscopy (EPR)) can provide additional insight into the electrochemical behavior and stability 

through both in situ and ex situ measurements.29 

Electrochemical methods span a wide array of cell configurations, electrode arrangements, and 

current-voltage inputs, each with advantages and disadvantages for characterizing solution-phase 

redox-active materials. Arguably the simplest and most routine approaches, especially for RFB 

materials, are those employing voltammetry in three-electrode cells, with cyclic voltammetry (CV) 

being a near-universal standard. These techniques are robust and powerful, allowing quantitative 

evaluation of redox potential, electrochemical kinetics, and diffusion rates as well as qualitative 

insight into stability and decay mechanisms.30 However, voltammetry is not well-suited for 

quantification of the long-term stability of a molecule in its charged state or for evaluation of its 

cyclability. This requires the use of electrolysis to (1) convert the molecule to its charged state and 

monitor its decay and (2) cycle the molecule between charged and discharged states to monitor 

capacity fade.31 Finally, and only with an understanding of key material properties, tests can be 

conducted in a flow cell, providing a more thorough interpretation of cycling behavior beyond 
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proof-of-concept studies. In subsequent sections, we explore the use of several foundational 

electrochemical techniques with particular attention to interpreting data in the context of RFB 

performance. 

 

1.1.1. Voltammetry in three-electrode cells 

A nearly ubiquitous analytical technique in electrochemistry and electrochemical engineering, 

voltammetry is built on decades of experimental and theoretical research, and is an essential tool 

for characterizing redox electrolytes used in RFBs. At its core, voltammetry applies a controlled 

voltage waveform to a working electrode and measures the resulting current from electrochemical 

reactions in solution. The working electrode is typically a planar disk (e.g., glassy carbon, gold, 

platinum) while a high surface area wire, coil, or mesh serves as a counter-electrode to complete 

the circuit and facilitate the flow of current. These electrodes are polished and cleaned before and 

between experiments to provide a pristine, smooth surface for electrochemical reactions and limit 

the effects of fouling and impurities. In a three-electrode cell, the working electrode is polarized 

relative to a reference electrode, which maintains a stable redox potential by leveraging a well-

defined electrochemical reaction housed in an isolated environment that is separated from the 

electrolyte by a glass frit or selective separator.  

Although relatively simple in practice, CV possesses a wealth of information about 

electrochemical reactions that can be used to characterize thermodynamic, kinetic, and transport 

properties of a redox electrolyte (Figure I-3), which, in turn, can provide insight into its 

performance and viability for a full cell. In CV, the working electrode potential varies linearly with 

time according to the scan rate, and as electrochemical reactions proceed, a diffusion boundary 

layer forms near the surface as the reactant is consumed. This boundary layer grows with time, 
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and its structure is dependent on the diffusivity and kinetics of the redox reaction while its 

thickness is dictated by the scan rate. As such, the resulting current is a product of the interplay 

between kinetics and mass transfer, and their relative contributions are prescribed by the scan rate. 

Figure I-3a provides an exemplar CV experiment for an electrochemically quasireversible (vide 

infra), single electron transfer redox couple, outlining the key features which enable quantitative 

evaluation of electrochemical properties. In most cases, CV is performed using multiple scans to 

evaluate cycle-to-cycle stability and a range of scan rates to quantify the kinetic rate constant and 

diffusion coefficient. In the proceeding sections, we describe the information that can be extracted 

from such measurements in the context of redox electrolytes for flow batteries. For a 

comprehensive discussion of this subject matter, the interested reader is encouraged to study the 

work by Elgrishi et al. as well as relevant textbooks on voltammetry and electrochemistry 

fundamentals.32–35 In addition, Wang et al. provide an excellent perspective on protocols for 

determining kinetic parameters for RFB materials, which may serve as a more targeted reference 

for such measurements.36 
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Figure I-3. Exemplar CVs for a one-electron transfer reaction, highlighting (a) available 
quantitative information (shown for a quasireversible redox couple) and (b) varying kinetic 
regimes and the effect of scan rate. CVs were simulated using Bio-Logic EC-Lab software. 
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In CV, the formal redox potential is usually approximated by measuring the average potential 

between the oxidative and reductive peak potentials, E1/2 (V vs reference), but can be made more 

accurate by accounting for variant species diffusion coefficients.34 It should be noted that, in many 

cases, the equilibrium and formal redox potentials can vary with supporting electrolyte 

composition. For example, in the case of certain aqueous organic materials, electrochemical 

reactions are proton-coupled and consequently dependent on pH, introducing a proton 

concentration term into the Nernst equation.37,38 Hence, the pH dependence of the equilibrium 

potential can provide useful insight into the nature of the electron transfer mechanism in 

accordance with the Nernst equation. Conversely, in most non-aqueous systems, the active species 

does not react directly with the supporting salt and therefore the equilibrium potential is less 

sensitive to these conditions and is dominated by the active species and solvent. 

The ‘reversibility’ of a molecule is often referenced in the literature, but its definition conflates 

distinct chemical and electrochemical behavior that should be carefully distinguished. The 

‘chemical reversibility’ is a measure of stability, describing the propensity for a species to remain 

stable following electron transfer and subsequently return to its initial state. Thus, if there are 

undesired chemical or electrochemical reactions that follow the desired electrode reaction(s), this 

will adversely impact the chemical reversibility. In contrast, the ‘electrochemical reversibility’ is 

a measure of the ratio between the rates of charge transfer and mass transfer, which are respectively 

described by the kinetics of the electrochemical reaction at the electrode surface and the diffusive 

fluxes of reactants to the electrode surface (Figure I-3b). Charge transfer rates are directly 

proportional to the reaction kinetics and are often represented by a heterogeneous rate constant 

(ko) that is chiefly dependent on the redox couple and the electrode surface. Mass transfer rates are 

proportional to the molecular diffusivity of the reactant species in the bulk electrolyte and the 
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boundary layer thickness adjacent to the electrode surface, the latter of which can be controlled by 

the scan rate. The electrochemical reversibility is directly related to the peak-to-peak separation—

the potential difference between the oxidative and reductive peak currents—and can be determined 

by performing CV at varying scan rates. 

In general, CV cannot quantify kinetic rate constants for electrochemically reversible 

reactions—often, changes in the peak-to-peak separation cannot be completely dissociated from 

ohmic losses. For faster quasireversible reactions, kinetic constants can still be extracted, but 

variations in these values are anticipated to have a minor impact on RFB performance, as facile 

kinetics correspond to low charge transfer resistances which minimally contribute to voltage 

losses. For both slower quasireversible and irreversible reactions, kinetic analyses in three-

electrode assemblies provide insight into charge transfer characteristics at ordered, planar surfaces, 

but quantitative translation to RFB performance  may not be possible, as flow cells utilize carbon-

fiber based electrodes with more disordered and spatially-variable surface chemistry and 

morphology39 Despite these limitations in evaluating heterogeneous rate constants, such 

information remains insightful when considering sources of loss at the cell-level; however, we 

note that redox couples with slow kinetics on planar surfaces should not be automatically 

disqualified as candidate materials. Indeed, canonical RFB chemistries such as vanadium and iron-

chromium exhibit quasireversible or irreversible kinetics on most model surfaces but remain 

leading technology embodiments. There are numerous methods for tailoring the surface area and 

chemistry of porous electrodes to promote electrochemical reaction rates, and similar approaches 

can address charge transfer limitations in new materials. 

The peak current in a CV reflects the mass transfer limiting current, and as such, is directly 

related to the diffusion coefficient of the reactant and boundary layer thickness. However, in 
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addition to diffusive fluxes, RFBs leverage bulk electrolyte convection to increase mass transfer 

rates. Convection enhances active species transport to the electrode surface and generates a steady 

state boundary layer, allowing the mass transfer rate to be described by a single mass transfer 

coefficient. Although flow regimes vary based on flow field design and electrode microstructure, 

the mass transfer coefficient can be related to the diffusion coefficient through empirical Sherwood 

number correlations and scales approximately with the square root of the diffusivity.40 Still, the 

diffusion coefficient is one of several factors that contribute to the mass transfer rate, including 

electrode properties, flow velocity, as well as cell and electrode geometry. Given the many 

available engineering controls that govern mass transfer rates in RFBs and the weak dependence 

on diffusivity, changes in molecular diffusion coefficients must be on an order of magnitude to 

significantly impact mass transfer rates. Nevertheless, experimental diffusivity measurements are 

relatively simple to conduct and provide meaningful comparison between candidate compounds, 

making quantification worthwhile. 

While CV is not conducive to evaluating the long-term stability of soluble redox-active 

species, the method can detect rapid decay processes and coupled chemical and electrochemical 

reactions occurring near the electrode surface, providing a qualitative assessment of chemical 

reversibility on shorter time scales. A common approach for determining the short-term stability 

of redox couples is to monitor the consistency of voltammogram shape over multiple consecutive 

cycles, as the appearance of additional peaks on subsequent scans evinces materials instability and 

evolution. However, if a material is stable on the timescale of a CV cycle (ca. 10s of seconds), 

extending from 10s to 100s of cycles does not provide much additional information because the 

measurement does not change bulk concentrations or access charged states for long periods of 

time, as might be expected in RFB operation. Changes in peak current can also be used to 
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determine if the material experiences decay—for a chemically and electrochemically reversible 

redox couple, the ratio between peak currents should be approximately one; significant deviations 

from this value suggest that the amount of one species has decreased during the CV experiment 

and may imply instability. But considering the exact values of the peak current are dependent on 

diffusivity and scan rate as well as both the chemical and electrochemical reversibility, this metric 

is at best a qualitative descriptor. 

Rotating disk electrode (RDE) voltammetry provides complimentary information to CV to 

quantify diffusivity and kinetics. Applying rotation to a planar electrode induces convective mass 

transport perpendicular to the electrode surface—the result is a steady mass transfer boundary layer 

that is well-described by the canonical theory of Levich.33 Compared to CV, the direct control of 

mass transfer rates also enables a more complete method for quantifying the kinetic rate constant 

and transfer coefficients. In addition, RDE enables higher mass transfer rates than traditional CV, 

which in turn allows the evaluation of reactions with faster kinetics.  

Microelectrodes provide another option for complementary electrochemical characterization 

of diffusivity and kinetics, leveraging a small electrode radius (~µm) to produce a steady state 

measurement. Unlike their macroelectrode counterparts, planar microelectrodes feature a diffusion 

boundary layer that exceeds the electrode radius. Hence, the boundary layer scales rapidly and 

diffusion is driven in both the axial and radial directions, resulting in a steady state current similar 

to that observed for RDE at low scan rates.35 Further, because of the small electrode area, the 

current is much lower (~nA – µA), significantly diminishing the effects of ohmic losses. 
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1.1.2. Evaluating chemical stability 

There are numerous ways in which RFB cells undergo capacity fade and performance loss, but 

one key pathway that plagues the development of redox electrodes is chemical decomposition. 

Determination of chemical stability requires evaluation of redox electrolytes in their charged state, 

which can be achieved either through electrolysis or via chemical oxidants, such as nitrosonium, 

or chemical reductants, such as hydrogen or alkali metals. These experiments commonly have 

several outcomes: measuring the stability of the active material in the charged state, confirming its 

cyclability, and, for unstable molecules, providing insight into decay processes. Stability can be 

evaluated using a few different electrochemical methods (Figure I-4), but, at the time of writing, 

there exist no standardized protocols and procedures. Thus, we discuss leading methodologies as 

well as their advantages and drawbacks, considering experimental complexity, equipment 

accessibility, operational limitations, and data interpretation. 

For experiments designed to measure stability, other losses must be understood and managed 

both to enable unambiguous interpretation of results and to facilitate experimental conditions that 

mimic those of a practical embodiment. The use of high surface area electrodes and sufficient 

convective mixing can reduce kinetic and mass transfer resistances and facilitate higher current 

operation to improve accessed capacity at moderate overpotentials. Mass transfer limitations, 

which are dependent on electrolyte properties, cell geometry, and experimental conditions, set an 

upper bound on accessible capacity at any given charging rate, which influences the observed rate 

of decomposition. Most experiments apply galvanostatic cycling with potential limits, typically 

using charging times on the order of minutes to hours. Because species decay is a time-dependent 

process, capacity fade measured under galvanostatic conditions should be reported versus time, as 

opposed to the more commonly reported cycle number, in order to make data comparable despite 
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different charging rates being used.41 To overcome some of these reporting inconsistencies, Goulet 

and Aziz introduced potentiostatic operation as a means of assessing capacity fade.31 By applying 

a sufficient overpotential to overcome kinetic limitations, the active species charge and discharge 

under mass transfer control, cycling almost fully between 0% state-of-charge (SOC) and 100% 

SOC each cycle. Further, these conditions alleviate the influence of ohmic losses due to variable 

cell resistance. Until standardized protocols are developed, validated, and widely-adopted by the 

community, the cycling conditions should be carefully selected and fully reported to enable 

comparison between different experiments in the interest of evaluating the merits of different redox 

couples and experimental apparatuses. 

 

Figure I-4. Schematics for electrochemical cell configurations used for evaluating chemical stability: (a) 
bulk electrolysis cell (purchased from BASi), (b) H cell, and (c) flow cells as shown by the Brushett Group42 
and the Mench Group.43 Figures in (c) were reproduced with permission from Elsevier. 
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Bulk electrolysis can be conducted in beaker-based or commercially available cells (Figure 

I-4a), making this technique easily implementable for most research laboratories. These 

experiments are especially conducive to stability screening, as they are conducted at low active 

species concentrations, requiring small quantities of active species (~mg) and relatively short 

cycling times. The electrolysis cell is equipped with a high surface area working electrode, 

typically reticulated vitreous carbon (RVC), an appropriate reference electrode, a fritted counter-

electrode chamber, and a stir bar to promote mixing. Of particular interest, the reference electrode 

provides insight into the state of the electrolyte throughout cycling, revealing temporal changes to 

the charge/discharge profile that may suggest decomposition or evolution of the active species. 

Additionally, the glass frit slows the rate of species crossover, but the uncontrolled generation of 

solvent or salt decomposition products in the counter-electrode chamber eventually transport into 

the working electrode chamber and influence the measurement, setting a time limit on reliable data 

collection. Decomposition can be mitigated by using cyclable electrode or electrolyte components 

(e.g., stable redox couples, metal electrodes), but species crossover will inevitably lead to capacity 

fade. Similarly, transport through the reference electrode separator or glass frit can both 

contaminate the redox electrolyte and foul the reference electrode, causing the potential to drift. 

Difficulty in sealing bulk electrolysis cells may also lead to permeation of gas-phase impurities 

and/or solvent evaporation, accelerating capacity fade. In summary, these cells are easy to operate 

and enable relatively high experimental throughput, making them suitable for stability screening, 

but limitations arise for long-duration cycling. 

Crossover in bulk electrolysis cells always results in capacity fade, preventing meaningful 

interpretation of longer duration cell cycling, especially for more stable materials. Instead of using 

a small, asymmetric counter-electrode chamber, an H cell design (Figure I-4b) may be used to 
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eliminate capacity fade due to crossover.26 In a symmetric H cell, the counter-electrode chamber 

is identical to the primary chamber except that the redox reactions proceed in opposite directions. 

Through this approach, capacity fade can be primarily attributed to active material decomposition, 

but coulombic efficiency may still be influenced by crossover-driven self-discharge reactions. 

Although glass frits are fairly common for mitigating crossover, these cells can leverage a range 

of membranes and separators, provided they are chemically compatible with the redox electrolyte 

and cycling conditions are selected to balance the relative trade-offs between conductivity and 

permeability. Functionally, the electrolytes can be prepared a priori if the redox couple is available 

in multiple oxidation states—in this case, both sides of the cell can be initially prepared identically 

at 50% state of charge (SOC). Alternatively, the working electrode chamber can be initially 

charged to 100% SOC through galvanostatic charging with a potentiostatic hold or potentiostatic 

charging, using a sacrificial electrolyte (e.g., a stable model compound) initially in the counter-

electrode chamber. Once the working chamber is fully charged, the sacrificial electrolyte is 

removed from the counter-electrode chamber and replaced with a fresh electrolyte at 0% SOC and, 

if need be, a pristine electrode. Finally, these cells can be operated with or without a reference 

electrode in the working electrode chamber—while the reference electrode provides more accurate 

characterization of the working electrode potential, it also introduces a potential source of 

contamination. Overall, the symmetric H-cell approach provides a more accurate evaluation of 

long-duration stability, as compared to bulk electrolysis, with only minor increases in experimental 

complexity, making it the method of choice for many materials discovery laboratories.26,44 

While useful for stability screening, the bulk electrolysis and symmetric H cells are limited to 

low active material concentrations, as the relatively low surface area of RVC, low mass transfer 

rates, and large electrode-to-electrode distances prevents the application of currents suitable for 
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high concentration cycling. Flow cells (Figure I-4c) present more realistic experimental 

conditions as they improve convective transport, reduce ohmic resistance, and enable the use of 

higher surface area materials. The redox electrolytes are stored in reservoirs and pumped through 

the cell, permeating high surface area porous carbon electrodes (e.g., papers, cloths, felts). The 

resultant intra-electrode velocity yields mass transfer rates sufficient for high concentration cycling 

at reasonable current densities. Different flow field patterns (e.g., interdigitated, flow-through, 

serpentine) balance trade-offs between pressure losses through the cell and mass transfer. Instead 

of a glass frit, flow cells employ thin, flexible, and stable membranes or separators capable of 

withstanding the chemical and mechanical stresses inherent to device operation. The resulting 

compact design lowers the ohmic resistance, which could otherwise overload many potentiostats 

at high currents. A number of commercially available ion-exchange membranes and microporous 

separators can be used, and the most appropriate choice is dependent on the redox couples of 

interest and composition of the associated supporting electrolyte. Finally, with all components 

assembled, the cell must be sealed with appropriate gaskets and O-rings to prevent leakage and 

limit electrical contact resistance. 

Similar to the H-cell, flow cells can operate in a symmetric configuration, often with 

volumetrically-unbalanced half-cells to more accurately assess capacity fade in the capacity 

limiting half-cell.31 Symmetric flow cells offer an increasingly application-relevant understanding 

of the redox electrolyte behavior (e.g., higher concentrations, mass transfer control), but the 

increasing number of constituent components, necessary infrastructure, and active material 

quantities (~g) greatly increases experimental complexity. This convolutes understanding of the 

system physics and leads to additional error and complications. For example, introducing flow into 

an open system presents the opportunity for leaking and solvent evaporation as well as non-
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uniform electrolyte mixing. More subtle effects such as flow and current distribution through the 

electrode can further complicate performance evaluations. In addition, cell components such as 

the electrodes and separators may be susceptible to long-term degradation and performance loss, 

making it more difficult to distinguish failure modes. Wherever possible, electrodes and separators 

of known / demonstrated stability should be used, with the caveat that stability against new 

electrolytes is not guaranteed and should be verified. To understand the viability of new redox 

electrolytes, it is essential to understand their performance at high concentrations, but considering 

the confounding factors present in flow cells and high material demand, simpler cycling methods 

(i.e., bulk electrolysis and H cells) should be used to evaluate stability at low concentrations prior 

to applying this more complex technique. 

The preceding techniques are well-equipped to evaluate the application-specific capacity fade 

of a redox electrolyte, but they alone cannot reveal the decay mechanism. Broadly, decay proceeds 

through two pathways – reversible decay refers to reactions such as self-discharge that result in 

recoverable capacity loss while irreversible decay refers to reactions that result in degradation of 

the active material. Species degradation can be tracked using ex situ, and in some cases in situ, 

chemical and electrochemical characterization tools (e.g., UV-vis, NMR, FT-IR, EPR, CV, 

microelectrodes) to identify decay products after cycling and enable determination of decay 

pathways via retrosynthetic analysis. By understanding the underlying principle reactions, these 

processes may be mitigated through molecular engineering of the active species or advanced 

electrolyte formulation (e.g., additives). Such mechanism-based approaches have been frequently 

implemented in the development of both redox-active organic molecules and metal-coordination 

complexes.26,27 
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Quantitative decay monitoring can further assess the underlying capacity fade rates and aid in 

the comparison of candidate compounds. Of particular importance is deconvoluting the 

contributions of reversible and irreversible decay in order to evaluate the portion of capacity fade 

that can be recovered through system-level processes such as electrolyte re-mixing and 

rebalancing. Quantitative measurements can be achieved through analytical techniques (e.g., UV-

Vis, NMR, EPR) as well as electroanalytical techniques (e.g., CV, microelectrodes) by monitoring 

the time evolution of active species concentrations outside of a flow cell.45 Each technique has 

unique advantages—chemical techniques enable facile compound identification while 

electrochemical techniques are better-suited for environments within operating cells—but the 

method of choice will depend on the properties and concentrations of the redox electrolyte. In 

addition to comparing candidate compounds, decay rates are also valuable in concert with 

quantitative structure-property relations to predict properties of new compounds and accelerate 

material development using machine learning models.46 
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 Characterizing membranes for redox flow cells 

An ideal membrane / separator would display high selectivity toward supporting ions as 

opposed to charge-storage species, typically by charge- and / or size-exclusion, however, most 

materials present tradeoffs.47–50 Specifically, the chemical and microstructural characteristics 

needed to promote ionic conductivity and reduce ohmic losses often increase rates of active species 

crossover.16 Further, species transport through microporous separators and ion-exchange 

membranes is complex, as the contributions of diffusion and electromigration are interrelated and 

depend on the material composition and microstructure, electrolyte formulation, dissolved species 

properties, and cell operating conditions (i.e., current density, cycling time).48,51 Thus, assessing 

the extent of such tradeoffs necessitates thorough membrane / separator characterization under 

conditions that approximate those anticipated in practical RFBs.28 

Typical membrane /separator characterization workflows (Figure I-5) evaluate 

thermodynamic and transport properties of the materials ex situ in the redox electrolyte of 

interest.28 Soaking the membrane / separator in an electrolyte allows for the observation of 

swelling, which provides insight into the electrolyte uptake, which can increase the thickness and 

pore sizes while lowering the relative concentration of fixed ion sites in ion-exchange membranes. 

Additionally, such preliminary soaking tests can determine whether the membrane / separator is 

chemically compatible with the redox electrolyte, as dissolution and degradation may be visually 

observed. Subsequent leaching of active species from the membrane / separator into a solution of 

supporting electrolyte enables calculation of internal active species concentrations and thus 

determination of partitioning behavior.52 
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Figure I-5. Graphical depiction of typical membrane characterization workflows, highlighting sorption / 
swelling, permeability (H-cell), and ionic conductivity (Swagelok cell) measurements. 

Active species permeability is directly associated with the diffusive crossover rate of active 

species, giving rise to both capacity fade and losses in coulombic efficiency. Accordingly, the 

diffusive flux is typically measured in an H-cell configuration whereby the transport rate is 

measured between two electrolytes separated by the membrane / separator—a permeate, 

containing only the supporting salt, and the retentate, containing the active species and supporting 

salt. Concentrations are monitored over time through electrochemical or spectroscopic methods to 

quantify the accumulation of active species in the permeate.53 The change in concentration over 

time is then directly correlated to the diffusive flux to determine the permeability. Additionally, if 

the partition coefficient is calculated from sorption measurements, then the active species 

diffusivity within the membrane / separator can also be extracted from the permeability. More 

advanced spectroscopic methods (e.g., NMR, EPR) may also be applied in custom configurations 

to directly interrogate the membrane diffusivity. 

Ionic conductivity reflects the total rate of ion transport through the membrane / separator and 

is thus associated with both voltaic efficiency (i.e., ohmic losses) and active species crossover via 

electro-migration. Comparing the active species permeability against the ionic conductivity 



51 
 

defines the relative transport rates between supporting ions and active species, underscoring the 

membrane selectivity or transference.54 Conductivity can be quantified with a range of 

techniques—the most common are four-point probes, which can measure either the in-plane 

conductivity through a direct contact measurement or the through-plane conductivity using a 

Devanthan-Stachurski cell architecture. Two-electrode cell architectures, including Swagelok 

cells53 and conventional redox flow cells,55 can be used to directly measure the resistance between 

the electrodes; additionally, the membranes may be stacked, and the slope of resistance versus 

thickness can be used to decouple the membrane resistance from the cell internal resistance. Some 

workflows may also assess other potentially useful characteristics, including the hydraulic 

permeability as well as the specific surface area and porosity, which provide insight into the pore-

scale structure. 

While an extensive suite of ex situ methods can yield valuable insights into structure-property 

characteristics of the membrane / separator, testing in representative cells is still necessary to both 

assess the efficacy of the material and evaluate its behavior under practical conditions—

specifically, under applied current over long duration testing. Here, the membrane conductivity 

can be correlated to ohmic losses through cell diagnostics (e.g., electrochemical impedance 

spectroscopy, polarization) and cycling (e.g., voltaic efficiency). Conversely, extended cycling is 

necessary to monitor capacity fade and coulombic efficiency and interpret the role of permeability 

in determining cell performance. Additionally, post mortem materials testing can be applied to 

interrogate degradation modes as well as temporal evolution of the chemical structure and material 

properties. However, as noted already for active materials characterization (Section 1.1), 

performance characteristics measured within full cells are obscured by multiple confounding 
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factors, obscuring unambiguous determination of failure modes and direct connections between 

the underlying material properties and RFB performance. 

To address this gap, previous efforts have sought to develop new experimental tools for 

characterizing the influence of applied current density on species crossover. Sing and Meyers 

designed a four-chamber, three-electrode flow cell design—similar to an electrodialysis cell—to 

directly quantify individual models of active species transport within a single-electrolyte 

configuration (Figure I-6).56 By measuring the active species concentration in the permeate 

streams, the steady-state fluxes from the positive electrode and negative electrode can be 

quantified as a function of current density, enabling interpretation of electric field effects on 

crossover. Note that a thicker membrane is typically used in the center of the cell to prevent 

crossover between the permeate cells. From this initial demonstration, others in the field have 

adopted this methodology for characterizing membrane / separator transport. Gandomi et al. 

applied this approach to study vanadium crossover and establish design rules for membrane 

selection,57 and Darling et al. used the technique to quantify transference numbers for vanadium 

in aqueous RFBs,58 for vanadium acetylacetonate in nonaqueous RFBs,52 and for iron and 

chromium metal complexes in aqueous RFBs.59 
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Figure I-6. Graphical depiction of the four-chamber, three-membrane dialysis cell used for in situ 
measurement of membrane transport properties. Current is applied via reactions in the donor electrolyte, 
typically prepared at 50% state of charge (SOC), and ions are transported through the membrane / 
separator into the blank receiver solution containing supporting electrolyte. Redox species concentrations 
in the receiver solutions are measured using in-line concentration sensors (e.g., spectrophotometers). 

In addition to the dialysis approach, others have sought to develop alternative methodologies 

for characterizing the influence of applied current density on species transport. Luo et al. described 

a system containing four distinct redox flow cells and four electrolytes to study the impact of 

electric field on vanadium crossover across varying states of charge.60 Vardner et al. used a single-

pass configuration in a conventional redox flow cell to measure vanadium transport at different 

current densities by measuring the outlet concentrations from a blank permeate.61,62 Despite the 

new insights offered by these advances, gaps remain in the accessibility, experimental throughput, 

and utility of these techniques. For instance, the four-chamber cell developed by Sing and Meyers56 

as well as the full cell architecture developed by Luo et al.60 require periodic sampling or in-line 

monitoring to quantify crossover rates while the approach by Vardner et al.61,62 requires collection 
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and monitoring after each single-pass experiment. Further, while the architectures used here 

resemble redox flow cells, they differ in structure, design and/or operation, both challenging direct 

correlation to RFBs and stifling broader adoption in the field. Therefore, new approaches are 

needed to adequately characterize membranes / separators in flow cells that resemble practical 

embodiments. 
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2. Mathematical models for translating material properties to RFB performance 

Deconvoluting the relationships between material properties and cell performance can require 

days / weeks of cycling for a single cell in addition to extensive materials characterization, which 

challenges rigorous and systematic experimental investigations.28 Modeling can complement, 

augment, or even replace these studies by providing theoretical frameworks for interpreting 

cycling performance and for guiding the design of next-generation components and practical 

embodiments.63 Cell, stack, and system models can span a range of length and time scales 

depending on the level of granularity required to describe the processes under consideration. Multi-

dimensional expressions (i.e., 2D, 3D) are often necessary for describing relevant electrochemical 

and fluid dynamic processes in the microscopic detail needed to mirror experimental data and to 

represent the spatial dependence of performance-limiting factors. Conversely, lower-dimensional 

models (i.e., 0D, 1D) employ more generalized assumptions about the underlying physical 

processes and device geometries, sacrificing precision to reduce computational complexity and 

simulation time. These mathematical analyses often lend themselves to useful analytical 

formulations which can be readily adapted by practitioners. 

Numerous implementations of 2D and 3D models have primarily sought to predict cell 

polarization behavior and interrogate relationships between the nuanced microstructural details of 

porous electrodes and achievable power density (i.e., kinetic, transport, distributed ohmic losses). 

The insights provided from such investigations have expounded foundational knowledge 

surrounding the role of electrode properties on performance and enabled the identification of 

optimal electrode geometries to balance voltage losses and hydraulic losses due to pumping. 

Further, various studies have been conducted to assess the role of flow field design on these 

characteristics, identifying idealized electrode-flow field combinations and deriving optimal, 
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customized geometries. Often these studies rely on commercial multiphysics software (e.g., 

COMSOL) to construct and solve mass and momentum conservation equations, and while these 

tools are powerful for studying complex systems, they require expensive software packages and 

domain-specific user knowledge for effective implementation. Additionally, the numerical 

methods required to solve large systems of partial differential equations can stifle or significantly 

slow simulations, challenging prediction of long-duration with standard computing resources. 

While some efforts have applied data science tools (e.g., machine learning, neural networks) to 

reduce computational complexity, 2D and 3D models remain ill-suited for cell cycling 

applications. 

Lower-dimensional models—in particular, zero-dimensional models—have found extensive 

use for assessing long-duration performance, simulating charge / discharge behavior, and 

predicting capacity fade rats. Seminal work by Skyllas-Kazakos and coworkers used simple 

models, accounting for Nernstian electrode potentials and diffusive crossover to contemplate the 

role of crossover in vanadium RFB cycling efficiency.64,65 Others have expanded on this approach 

by incorporating more detailed descriptions of voltage losses and additional modes of crossover 

(e.g., migration, electro-osmosis).66–70 Modak et al. described a zero-dimensional framework using 

the MATLAB Simulink package to assess the effects of flow distribution and species decay for 

the performance of an aqueous organic RFB.71 Barton et al. combined a zero-dimensional cycling 

approach with a 1D porous electrode model to develop a vanadium RFB stack model, evaluating 

the role of shunt currents, pressure drop, and stack size on polarization and cycling performance 

for practical embodiments. 

Despite the computational advantages engendered by simplifying the constitutive mass 

balances, these models continue to rely primarily on numerical methods to solve time-dependent 
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ordinary differential equations. Many of the studies cited above report computational times beyond 

60 s per cycle, meaning that simulating hundreds to thousands of cycles—which would be 

reasonable for practical implementations—could require hours of computation time for a single 

simulation. While these timeframes are likely sufficient for individual performance predictions 

and interpretation for targeted experimental systems, the expensive computation can hinder 

applications that require rapid simulations, including parameter estimation, process control, 

optimization, and broad parametric sweeps. To this end, Silcox et al. previously derived closed-

form expressions for capacity fade as a function of cycle number in bulk electrolysis experiments, 

reporting a simple analytical model for evaluating redox species stability.44 However, as the 

framework contemplated here only considers species decay in a single half-cell, the model is not 

broadly applicable to RFBs undergoing multiple failure modes and performance losses. Overall, 

while zero-dimensional models offer significant opportunities for enabling deeper understanding 

of long-duration RFB cycling performance, major gaps remain in the mathematical utility of these 

models, their computational accessibility, and their generalizability to full cells. 
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3. Thesis outline 

A thorough understanding of the complex relationships between measurable material 

characteristics and flow cell behavior underpins the selection of candidate system components, 

providing crucial foundations for the rational design of RFBs. While a wide array of 

methodologies—both experimental and theoretical—can be leveraged for materials testing, the 

relationships between measured properties and long-duration, cell-level performance remain 

unclear. From an experimental perspective, few techniques exist for evaluating materials under 

conditions that resemble practical embodiments and assessing their evolution over time. From a 

modeling perspective, there are limited generalized frameworks for long-duration cell cycling that 

combine rapid computation and multiple decay pathways. To begin to address these shortcomings, 

this thesis develops experimental and theoretical approaches to navigate the complex relationships 

between material properties and cell performance (Figure I-7). 

 

 

Figure I-7. Graphical representation of the constitutive relationships between material properties and cell 
cycling performance which underpin rational design strategies for redox flow batteries. 
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Chapter II investigates a flow-through, microelectrode-based sensor for continuously 

measuring species concentrations in flow cells, offering direct insight into the dynamic behavior 

or redox species during device operation. A gold microelectrode (working electrode) and platinum 

wire (pseudo-reference electrode) are sealed into a stainless-steel fitting (counter electrode), and 

three-electrode electroanalytical techniques (i.e., voltammetry, chronoamperometry) are 

performed to correlate steady-state current to concentration. To validate transport and 

thermodynamics that govern the sensing mechanism, we combine multiphysics simulation with ex 

situ experimental testing, confirming the device is capable of accurately determining individual 

species concentrations. We then evaluate the microelectrode sensor in a symmetric redox flow cell, 

demonstrating the utility of this approach for measuring operando concentrations, and discuss 

additional considerations for successful implementation (e.g., measurement protocol, material 

selection, flow cell design). Assembled from commercially available, off-the-shelf components, 

the sensor can be readily adopted by research laboratories and integrated into existing experimental 

workflows, making it a promising tool for studying flow battery materials. 

Chapter III derives zero-dimensional, analytical expressions for mass balances and cell 

voltages under galvanostatic cycling, enabling direct connections between material / electrolyte 

properties, cell operating conditions, and resulting performance metrics (e.g., energy efficiency, 

capacity fade). To demonstrate the utility of this modeling framework, we highlight several 

representative considerations for RFB design, including upper bound estimation, active species 

decay, and membrane / separator conductivity-selectivity tradeoffs. We also discuss modalities for 

extending this framework to incorporate kinetic losses, distributed ohmic losses, and multiple 

spatial domains. Chapter IV expands on this framework by deriving closed-form expressions for 

key performance metrics and comparing the accuracy of these simplifications to the complete 
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analytical model. The resulting closed-form model simplifies the computational structure and 

allows for spreadsheet modeling of cell cycling behavior, which we highlight by developing a 

simulation package in Excel. Importantly, because the mass balances are solved analytically in 

both Chapters III and IV, hundreds of cycles can be simulated in seconds, potentially facilitating 

detailed parametric sweeps, system optimization, and parameter estimation from cycling 

experiments. More broadly, this approach provides a means for assessing the impact of cell 

components that simultaneously influence multiple performance-defining processes, aiding in the 

elucidation of key descriptors and the identification of favorable materials combinations for 

specific applications. 

Chapter V then applies zero-dimensional models to understand performance tradeoffs for two-

electron compounds, which can enhance the energy density of RFBs yet suffer from diminished 

voltaic efficiency resulting from disparate redox potentials. To this end, we apply theoretical 

models to investigate the influence of the electron transfer mechanism and redox-active species 

properties on galvanostatic processes. First, we model chronopotentiometry at a planar electrode 

to understand how the electrochemical response and associated concentration distributions depend 

on thermodynamic and mass transport factors. Second, using a zero-dimensional galvanostatic 

charge / discharge model, we assess the effects of these key descriptors on performance (i.e., 

electrode polarization and voltaic efficiency) for a single half-cell. Finally, we extend the 

galvanostatic model to include two-electron compounds in both half-cells, demonstrating 

compounding voltage losses for a full cell. These results show that multi-electron compounds with 

disparate redox potentials are less attractive than those with concerted electron transfer—as such, 

we suggest new directions for molecular and systems engineering to improve the prospects of these 

materials for RFBs. 
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Chapter VI reports a facile method for assessing crossover directly in redox flow cells—

compositionally unbalanced symmetric cell cycling (CUSCC). Based on conventional symmetric 

cell cycling, CUSCC imposes a concentration gradient between two chemically similar half-cells, 

inducing species crossover during galvanostatic cycling, which results in a characteristic “capacity 

gain” over time. We first develop a zero-dimensional model to describe fundamental processes 

that underpin the technique and examine the dependence of capacity gain on membrane / separator 

properties and operating conditions. Subsequently, we perform proof-of-principle experiments 

using FeCl2 / FeCl3 and NafionTM 117 as a representative system and demonstrate results consistent 

with those predicted from simulations. Finally, we use model fits of the capacity gain data to 

extract membrane transport parameters, obtaining similar values to those measured from ex situ 

techniques and thus validating the efficacy of this methodology. Overall, this chapter describes a 

promising new approach for characterizing species crossover and expands the testing toolbox for 

RFB development. 

The thesis concludes by broadly highlighting the utility of the methods developed here for 

connecting material properties and RFB performance. We then discuss potential applications and 

extensions of this work to inspire future directions for the research community. Ultimately, the 

work outlined here supports the development of rational design strategies for RFBs, furthering 

their advancement for grid-scale storage applications and contributing to the grand challenge of 

sustainable energy. 
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II. A microelectrode-based sensor for measuring operando active species 

concentrations in redox flow cells 

1. Background 

Understanding modes of performance loss requires diagnostic tools that can monitor the RFB 

throughout its operating lifetime.25 Such insights into the state of the system would allow 

researchers to interrogate mechanisms of component failure and operators to improve asset 

utilization and maintenance planning. The condition of the electrolyte is typically characterized by 

either its state of charge (SOC), which reflects the fraction of the total species concentration in the 

charged form, or state of health (SOH), which reflects the fraction of species available for 

electrochemical reaction compared against a reference concentration, typically defined as the 

concentration at the start of life.25 There are numerous experimental methods that can be used to 

track SOC and SOH in RFBs, which vary depending on the electrolyte chemistry and the desired 

analytical information. Spectroscopic techniques, including spectrophotometry,72,73 nuclear 

magnetic resonance spectroscopy,29,74,75 electron paramagnetic resonance spectroscopy,74,76,77 and 

infrared spectroscopy,78,79 can enable quantitative measurements of the species concentration and, 

in some cases, elicit chemical information about the stability and decomposition products of 

different species within the electrolyte, but these typically require specialized hardware and 

infrastructure to be performed in situ or operando.28 In lieu of more comprehensive chemical 

characterizations of the electrolyte, one can monitor physicochemical (e.g., density,80 viscosity81) 

and electrochemical descriptors (e.g., conductivity,82,83 open-circuit potential84) that in many 

instances correlate to electrolyte SOC. For example, in-line electrochemical cells can be used to 

measure the open circuit potential between the two electrolytes, which can be related to the overall 

SOC through equilibrium thermodynamic expressions.85–87 Similarly, external reference 
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electrodes can be introduced to measure the open circuit potential at a model electrode surface, 

which captures the equilibrium potential of each electrolyte independently, allowing determination 

of individual electrolyte SOCs.84,88–90 The resultant SOC assessment from these techniques offers 

a cursory glance into the health of the electrolyte and the balance of charge between the two half-

cells. However, these methods only describe the relative electroactive species concentrations, 

which presents inherent limitations in cases where performance decay is related to species 

crossover and decomposition, as these processes can lead to changes in the total concentrations in 

each half-cell. 

Most methods for monitoring SOC only measure the ratio of species concentrations in different 

oxidation states; however, the magnitudes of these concentrations are necessary to determine the 

SOH and elucidate sources of performance loss (e.g., crossover, species decay, self-discharge). 

While concentration measurements are often more challenging, electroanalytical techniques are 

well suited to quantify electroactive species in redox systems.91–93 For example, amperometric 

measurements have been performed on gas diffusion electrodes to measure vanadium (IV) and 

vanadium (V) concentrations; but despite the robust methodology, the protocol requires 

specialized equipment to prepare electrodes.94 Microelectrode voltammetry has also been 

demonstrated as a viable method for characterizing electrochemical properties,95,96 measuring 

redox species concentrations,97 and assessing the decay of active materials ex situ in 

deterministically prepared electrolytes.98 Microelectrodes have the distinct advantage of 

decoupling redox species concentrations, as their small active area enables steady-state 

voltammetric measurements at reasonably low scan rates (ca. 10 mV s–1). Further, the resultant 

low currents minimize ohmic distortions and capacitive currents, enabling electrochemical 

measurements in more complex electrolytes, such as highly concentrated or low supporting salt 
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environments.33,99 However, typical three-electrode voltammetry experiments are challenging to 

perform in situ, as cross-contamination through the semi-permeable frit that separates the reference 

electrode fill solution from the surrounding electrolyte adversely impacts measurement reliability 

and longevity. Voltammetry is also commonly performed under either quiescent (e.g., cyclic 

voltammetry (CV)) or controlled hydrodynamic conditions (e.g., rotating disk electrodes), but non-

uniform convection in the electrolyte reservoirs and redox flow cell can frustrate operando 

measurements. Microelectrodes were recently applied to monitor electrolyte SOC in RFBs using 

the ratio of steady state currents obtained from CV, but this implementation fell short of evaluating 

concentrations, owing to surface fouling and placement of the microelectrode directly in the 

electrolyte reservoir.100 To enable high fidelity concentration measurements, the flow conditions 

around the electrode need to be uniform and consistent, and species transport must be well 

understood. Additionally, eliminating fouling necessitates judicious pairing of electrode materials 

and redox species alongside careful operation and maintenance. 

In this work, we describe an in-line, flow-through microelectrode sensor (Figure II-1) for use 

as an operando diagnostic tool to measure redox species concentrations within a flow cell. The 

device leverages a three-electrode assembly to accurately quantify species concentrations via the 

steady-state current obtained through voltammetry and chronoamperometry. To provide a stable 

reference potential, the sensor uses a platinum (Pt) wire pseudo-reference electrode in place of a 

more standard fritted reference electrode to reduce cross-contamination and associated potential 

drift. We validate the proposed working principle using multiphysics simulations in an idealized 

domain and assess the measurement protocol using a model electroactive compound (N-(2-(2-

methoxyethoxy)ethyl)phenothiazine, MEEPT)42 prepared at varying SOCs. Ex situ measurements 

confirm the current is a linear function of concentration under steady flow conditions, indicating 
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that the respective species concentrations can be determined using an empirical mass transfer 

coefficient, which is calibrated internally. As a proof-of-concept, we demonstrate the efficacy of 

this approach for measuring individual species concentrations during potentiodynamic operation 

by employing the microelectrode sensor in a symmetric redox flow cell containing 

MEEPT/MEEPT+. Importantly, the device is readily assembled from commercial, off-the-shelf 

materials and can be easily integrated into existing experimental workflows, making it accessible 

to the research community. 

 

 

Figure II-1. Graphical representation of the in-line, flow-through microelectrode sensor for measuring 
operando concentrations in RFBs. The device features a microelectrode as the working electrode, a Pt wire 
as the pseudo-reference electrode, and a stainless steel counter electrode, which also serves as the body of 
the cell. 
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2. Experimental methods 

All electrochemical experiments were conducted in a supporting electrolyte consisting of 500 

mM tetraethylammonium tetrafluoroborate (TEABF4, Gotion, > 99.9%) in propylene carbonate 

(PC, Gotion, > 99.9%). This composition was selected because of its wide electrochemical stability 

window and low volatility. MEEPT (TCI, > 98.0%) was used as the redox-active species. Oxidized 

MEEPT (MEEPT-BF4) was prepared by chemical oxidation101 via the addition of 1.05 molar 

equivalents of nitrosonium tetrafluoroborate (NOBF4, Alfa Aesar, > 98%) in dichloromethane 

(Avantor, 99.9%), followed by precipitation with diethyl ether (Avantor, ACS reagent grade). The 

product was then precipitated twice from dichloromethane into diethyl ether to remove impurities 

and subsequently dried under vacuum to yield MEEPT-BF4 at ca. 98% SOC, as confirmed by 

microelectrode voltammetry. All chemicals were used as-received, and electrolyte formulations 

were prepared a day in advance of use to ensure complete dissolution of solutes. Electrolyte 

viscosity was measured using a Viscolite V-700 vibrational viscometer probe and the density was 

calculated from the mass of a 20 mL solution prepared in a volumetric flask. Prior to use, electrodes 

were polished on a MicroCloth pad containing an aqueous slurry of 0.05 μm alumina powder 

(Buehler Ltd.), rinsed with deionized water (18.2 MΩ, Milli-Q), wiped with lens paper, rinsed with 

acetone (VWR, > 99.5%), and dried with compressed air. An argon-filled glovebox (MBraun 

Labmaster, H2O < 5 ppm, O2 < 1 ppm) with an ambient temperature of 26 ºC was used for chemical 

storage, solution preparation, and voltammetry measurements. The flow-through microelectrode 

sensor and symmetric flow cell cycling experiments were performed on the benchtop with the cell 

maintained in an in-house fabricated enclosure under an inert nitrogen atmosphere. 
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 Pseudo-reference electrode measurements 

Macroelectrode cyclic voltammograms were performed in triplicate at a scan rate of 100 mV 

s−1 using a VSP potentiostat (Bio-Logic) in electrolytes with a total MEEPT/MEEPT+ 

concentration of ca. 10 mM and varying ratios of oxidized and reduced species to approximate 

different SOCs. Measurements were recorded with 100% iR correction based on the impedance 

measured at 200 kHz (Bio-Logic ZIR technique). The working electrode was a Pt disk (BASi, 

99.95%, 3 mm diameter), the counter electrode was a Pt coil (BASi, 99.95%), and the pseudo-

reference electrode was a Pt wire (BASi, 99.95%, 0.5 mm diameter). Microelectrode voltammetry 

measurements were performed in the same electrolytes using a CHI-630E potentiostat (CH 

Instruments, Inc.) at a scan rate of 10 mV s−1. The working and counter electrodes were a 10 µm 

diameter gold (Au) disk microelectrode (BASi) and a Pt coil, respectively. The reference electrode 

was either a Pt wire or a fritted Li foil (Alfa Aesar, 99.9%) immersed in 1 M lithium 

tetrafluoroborate (Gotion, >99.9%) in PC. 

 

 Flow-through microelectrode sensor 

The flow-through microelectrode sensor (Figure II-2) was constructed from commercial, off-

the-shelf components (Table II-1) by integrating commercial electrodes into a 1/4” union cross 

(Swagelok, 316 stainless steel). The platinum pseudo-reference electrode was cut to ca. 1 cm 

length and fitted with 1/4” ferrules directly (Figure II-3). A 10-µm diameter Au disk 

microelectrode (BASi, 99.95%) was then inserted through ca. 1 cm of L/S 16 norprene tubing and 

fitted with 1/4" ferrules. The position of the tubing was adjusted such that the microelectrode 

surface was roughly even with the sides of the flow channel (Figure II-3b). The stainless-steel 
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fitting itself served as the counter electrode, which was connected to the potentiostat by wrapping 

a piece of 110 copper wire (McMaster-Carr, 0.040”, 99.9%) around one side of the fitting. To 

introduce electrolyte flow, the fitting can use L/S 16 norprene tubing directly with 1/4" stainless 

steel ferrules, as shown in Figure II-2. To facilitate the use of different tubing sizes, additional 

reducing unions can be used; in the case of the L/S 14 norprene tubing used for cell cycling (vide 

infra), 1/4” to 3/16” reducing unions were placed at the inlet and outlet of the sensor, connected 

by a 1/4” tube adapter, as shown in Figure II-3c. During testing, the sensor was positioned 

vertically such that fluid enters from the bottom and exits from the top, ensuring that electrolyte 

completely fills the fitting. The total materials cost of the sensor was approximately $613 with the 

microelectrode being the largest contributor (ca. 69%). The cost could be reduced by using 

alternative suppliers or by manufacturing microelectrodes in-house. 

For voltammetry experiments, ca. 20 mL of electrolyte containing 100 mM MEEPT/MEEPT+ 

(ranging from 10 – 90% SOC) was continuously sparged with nitrogen (Airgas, 99.999%) and 

circulated between a 25 mL Pyrex® media bottle (Corning®) and the sensor through L/S 16 

norprene tubing using a peristaltic pump (Masterflex L/S series, equipped with an Easy-Load II 

pump head) operating at variable flow rates. Voltammograms were recorded in triplicate at a scan 

rate of 10 mV s−1. During ex situ testing, a pulse dampener was integrated upstream of the sensor 

to smooth out pressure oscillations from the peristaltic pump. Here, a 50 mL polypropylene 

syringe, filled with nitrogen, was connected to an additional 1/4” union tee (Swagelok, 316 

stainless steel) by a short length (ca. 5 cm) of L/S 16 norprene tubing. For L/S 13 and L/S 14 

tubing, additional 1/4” to 1/8” and 1/4” to 3/16” reducing unions (Swagelok, 316 stainless steel), 

respectively, were connected to the union tee to facilitate flow to the sensor. 
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Figure II-2. Photographs of the flow-through microelectrode sensor. (a) Exploded view depicting 
individual components, including the microelectrode, Pt wire pseudo-reference electrode, stainless steel 
body (counter electrode, connected by a copper wire), and ferrules for sealing the electrodes and tubing. 
(b) Fully assembled flow-through microelectrode sensor. 

Table II-1. Constituent components used to assemble the flow-through microelectrode sensor. 

 

Component Supplier Part number Estimated cost 
10 μm gold microelectrode BASi MF-2006 $425 

0.5 mm platinum wire CH Instruments CHI115 $79 
1/4” union cross Swagelok SS-400-4 $48 

1/4” to 3/16” reducing union (2) Swagelok SS-400-6-3 $30 
1/4” tube adapter (2) Swagelok SS-4-TA-7-4RJ $31 
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Figure II-3. Photographs of the flow-through microelectrode sensor assembly: (a) Microelectrode and 
pseudo-reference electrode shown with ferrules. (b) Electrode placement in the flow channel. (c) Addition 
of reducing unions to facilitate different tubing sizes. 
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 Operando symmetric cell testing 

Proof-of-concept operando cell cycling measurements were performed on the benchtop in a 

custom-built, small-volume flow cell.102 A symmetric flow cell configuration was used with two 

identical electrolytes, each 15 mL, composed of 50 mM MEEPT, 50 mM MEEPT-BF4, and 500 

mM TEABF4 dissolved in PC. The electrolytes were stored in 10 mL Savillex jars and delivered 

to the flow cell using a peristaltic pump through L/S 14 tubing at 20 mL min−1. One side of the 

cell featured the flow-through microelectrode sensor while the other side featured an identical 1/4" 

union cross with 1/4” polytetrafluoroethylene (PTFE) plugs in place of the electrodes to balance 

electrolyte volumes and pressure across the separator. Both components were placed between the 

pump and the flow cell inlets, and additional 1/4” to 3/16” reducing unions were placed at the 

entrance and exit to make the sensor compatible with L/S 14 tubing. The sensor holds ca. 5 mL 

and thus accounts for excess electrolyte volume. 

In the flow cell, one pristine AvCarb 1071 HCB carbon cloth (350 µm thickness, measured 

using a Mitutoyo 7300S caliper), with an area of 2.55 cm2 (1.7 cm × 1.5 cm) and compressed by 

ca. 20% with PTFE gaskets of suitable thickness, was used as the electrode on each side of the 

cell. Interdigitated flow fields, milled in-house from Tokai G347B resin-impregnated graphite 

plates (3.18 mm thick, Tokai Carbon Co.), serve as current collectors and distribute electrolyte 

throughout the porous electrode.103 An untreated Daramic 175 separator (175 μm thickness, 

measured using the aforementioned caliper) was used to mitigate crossover while maintaining 

sufficient ionic conductivity. In order to limit ingress of atmospheric oxygen and water into the 

system during cycling, the cell was kept inside a nitrogen-rich enclosure. Cells were 

preconditioned by circulating electrolyte through the system for 30 min to promote component 
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wetting and bubble removal and subsequently cycled using a VSP potentiostat (Bio-Logic) at 10 

mA cm–2 with voltage cutoffs of ± 0.5 V. 

Active species concentrations were determined during cell cycling by using 

chronoamperometry to measure the microelectrode steady-state currents. Prior to cycling, a 

calibration was performed at 50% SOC by applying constant potentials of –0.35 V vs Pt for 10 s 

followed by +0.35 V vs Pt for 10 s to determine 1) the empirical mass transfer coefficients for 

oxidation and reduction and 2) the necessary time to reach steady state (< 1 s). Throughout cycling, 

chronoamperometry was performed every minute, applying the same sequence used for 

calibration. For both oxidation and reduction, the steady-state current was averaged over the last 

9 s to calculate the final concentration. 

 

 Modeling and simulation 

COMSOL Multiphysics® (v. 5.6) was used to perform the three-dimensional (3D) advection-

diffusion simulations. The steady state Laminar Flow and Transport of Diluted Species modules 

were used to solve the fluid dynamic and mass-transfer equations, respectively, within the 

simplified 3D microelectrode sensor domain (Figure II-4). The fluid dynamic equations, as shown 

in their generalized form in Equation (II.1), were solved alongside the continuity equation 

(Equation (II.2)). 

 ( ) ( )( )( )Tpρ µ⋅∇ = ∇⋅ ∇ ++ ∇− Iuu u u  (II.1) 

 0ρ∇⋅ =u  (II.2) 

ρ (kg m−3) is the fluid density, u (m s−1) is the velocity vector, p (Pa) is the pressure, I is the identity 

tensor, and µ (Pa s) is the fluid viscosity. Additionally, a symmetry boundary condition (Equation 
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(II.3)) was used on the microelectrode side to reduce the computational complexity, with other 

boundary conditions for the walls, the inlet, and the outlet shown in Equations (II.4), (II.5), and 

(II.6), respectively. 

 0⋅ =u n  (II.3) 

 0=u  (II.4) 

 ( )
inlet

2S = wd vρ ρ⋅− ∫ nu  (II.5) 

 ( )( )( ) 0Tp µ− ∇+ + ∇ =uI u  (II.6) 

n indicates the normal vector in either the x, y, or z spatial dimension, w (m) is the domain width, 

and v (m s−1) is the scalar velocity. Similarly, the generalized mass transport equation solved in 

COMSOL® is shown in Equation (II.7). 

 2 0,D c c− ⋅∇+∇ =u  (II.7) 

D (m2 s−1) is the diffusion coefficient and c (mol m−3) is the species concentration. Here, the wall 

with the microelectrode has a symmetry boundary condition (Equation (II.8)); the walls and the 

outlet are subject to a no-flux boundary condition (Equation (II.9)); the inlet has a Danckwerts 

boundary condition (Equation (II.10)); the electrode surface invokes a Dirichlet boundary 

condition, emulating a reactant-depleting event (Equation (II.11)). 
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 ( ) 0c cD +−⋅ ⋅∇ =un  (II.8) 

 0D c⋅∇ =  (II.9) 

 ( ) ( )0c cD c⋅ ⋅∇ + = ⋅− u unn  (II.10) 

 0sc =  (II.11) 

c0 and cs (mol m−3) are the bulk and microelectrode surface concentrations, respectively. The 

current is then derived from the species flux at the electrode surface (Equation (II.12)) with 

positive current corresponding to oxidation (e.g., oxidation of MEEPT). 

 
0e zS

dScI nF D
z = 

∂
= −

∂
 
⋅ 


∫ n  (II.12) 

n is the number of electrons transferred (here, n = 1), F (96485 C mol−1) is the Faraday constant, 

and Se (7.85 × 10−11 m2) is the microelectrode surface area. 

A schematic of the COMSOL® simulation domain is shown in Figure II-4, highlighting the 

three-dimensional flow domain, as well as a magnified rendering of the microelectrode surface. 

The width (x), length (y), and height (z) were set to 0.5, 1.0, and 0.5 mm, respectively. The x and 

y dimensions approximate the glass body housing the 10 µm diameter microelectrode. The z 

dimension is scaled to sufficiently capture gradients in the velocity and concentration. Note that 

we specified symmetry boundary conditions to reduce the computational intensity of the coupled 

advection-diffusion problem within this domain.  
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Figure II-4. The COMSOL® domain used in the simulation with half of the microelectrode diameter shown 
in the zoomed image. The microelectrode sits on the z = 0 plane and fluid flows in the y direction. 

Within the domain, we conducted a mesh study to limit inaccuracies in the numerical solvers 

without accruing large memory requirements. We applied the Paradiso solver with a relative 

tolerance of 1×10−3 and a maximum 100 iterations for the Newton non-linear method. Our 

approach was to specify a smaller mesh near the surface of the microelectrode, which is the region 

of interest for these simulations; whereas regions far from the microelectrode were allowed a 

coarser mesh. The minimum mesh size was set to 10−10 m, and the maximum value was varied 

between 5 × 10−8, 1 × 10−7, 5 × 10−7, 1 × 10−6, 5 × 10−6, 1 × 10−5, 5 × 10−5, and 1 × 10−4 m to 

restrict the elements within the domain. A schematic of the mesh discretization is shown in Figure 

II-5a, revealing the smaller features near the electrode surface and larger elements farther away. 

To quantify the effect that the mesh size has on the simulation results, two metrics were monitored 

as the maximum mesh size was altered: the diffusive flux at the microelectrode surface and the 

concentration on a facsimile projection of the surface 1 × 10−7 m from the electrode. Next, the 

largest mesh size with the smallest deviation from the 5 × 10−8 m result was used for the 

simulations in the main text. These results are shown in Figure II-5b, with details on the final 
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mesh properties described in Table II-2. Using the validated mesh, two parameter sweeps were 

performed, spanning values of v from 0 – 6 × 10−2 m s−1 in increments of 0.5 × 10−2 m s−1 with c0 

specified at either 1, 5, 10, 25, 50, 100, or 200 mM. All simulations were completed on a 6-core 

laptop with 64 GB RAM and an Intel® Core™ i7-9750H CPUs (2.60 GHz) requiring ca. 4.75 h in 

total to compute all parametric combinations. 

 

Figure II-5. (a) The mesh used in the simulations, showing the changes in element size from the 
microelectrode surface to the domain. (b) The results of the mesh study, showing slight changes in the 
surface flux and the cut plane concentration when the maximum mesh size was set above 10−7 m for the 
microelectrode plane. 

Table II-2. Final mesh geometry and statistics used in this study. 

Property Value 
Microelectrode maximum element size 1 × 10−7 m 
Microelectrode minimum element size 1 × 10−10 m 

Domain maximum element size 1 × 10−4 m 
Domain minimum element size 1 × 10−10 m 
Domain maximum growth rate 1.3 

Number of elements 458087 
Element volume ratio 8.654 × 10−11 

Mesh volume 2.5 × 10−10 m3 
  



78 
 

3. Pseudo-reference electrode validation 

Considering that standard reference electrodes rely on a well-defined redox chemistry isolated 

from the electrolyte of interest, species in this environment can leak through its separator (typically 

a porous glass frit), contaminating the RFB electrolyte and accelerating decay processes. Further, 

contamination of the isolated reference electrode chamber can poison the electrode and destabilize 

the potential, interfering with electrochemical measurements.88 Using a pseudo-reference 

electrode, we can instead harness the chemistry of the electrolyte itself to yield a more stable 

potential for voltammetric and chronoamperometric measurements. In this case, the electrode is a 

Pt wire directly immersed in the electrolyte that measures the potential of the electrochemical 

processes occurring on the metal surface at equilibrium. While the potential of the reference 

electrode may shift with the SOC, we are primarily interested in the steady-state currents accessed 

by the microelectrode, and thus, if conducted properly, the precise value of the potential is 

inconsequential to the fidelity of the measurement. Here, we compare microelectrode 

voltammograms under varying SOC conditions for a nonaqueous redox couple, MEEPT/MEEPT+, 

which is stable in both discharged and charged states, to establish the viability of this approach. 

To quantify the pseudo-reference electrode potential, we first measure the potential of the Pt 

wire relative to the formal redox potential of MEEPT/MEEPT+ using CV at a disk macroelectrode 

in deterministically prepared electrolytes with varying SOC (Figure II-6a). By calculating the 

average of the anodic and cathodic CV peak potentials to estimate the formal redox potential 

relative to the Pt wire, we can determine the relative potential of the pseudo-reference electrode as 

a function of electrolyte composition. As expected, the potential shifts in accordance with the 

Nernst equation, shown by Eq. (II.13) and (II.14). 
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Here, E (V) is the electrode potential, E0 (V) is the formal potential, R (8.314 J mol−1 K−1) is the 

universal gas constant, and T (K) is the absolute temperature. This form of the Nernst equation 

assumes ideal species activities, although activity coefficients may differ at higher electrolyte 

concentrations.87 Given this robust understanding of the pseudo-reference electrode, we can apply 

it directly to conventional three-electrode measurements. 

Next, we compare the microelectrode responses in the same electrolytes using either the 

pseudo-reference electrode or a more commonly used, fritted reference electrode (Li/Li+). With 

the more traditional reference electrode (Figure II-6b), we only observe a vertical shift in the 

currents due to changing bulk concentrations which give rise to variable steady-state transport 

rates.98 Under quiescent conditions, the plateau currents are related to the bulk concentration and 

the diffusion coefficient of the reacting species according to Eq. (II.15). 

 04I nFrc D= ±  (II.15) 

Here, r (5 × 10–6 m) is the microelectrode radius. Replacing the reference electrode with a pseudo-

reference electrode introduces horizontal shifts in the curves as a function of electrolyte SOC 

(Figure II-6c), consistent with the anticipated changes in the reference electrode potential. At first, 

this may seem problematic for a voltammetric measurement; however, our key feature of interest 

is the steady-state currents, which are independent of the overpotential provided sufficiently 

positive or negative potentials are applied.  

We note that some relevant electrolytes may exhibit undesired voltammetric features (e.g., 

sequential redox reactions, solvent / electrolyte decomposition) which could make accurately 



80 
 

measuring extreme SOCs more difficult. These processes may also depend on the microelectrode 

surface chemistry; for example, noble metal electrodes (Au, Pt) often promote electrolyte 

decomposition more readily than carbon-based electrodes.104 In such cases, fritted reference 

electrodes may still be integrated into this cell architecture and periodically cleaned to impose 

stricter control over the working electrode potential. While standard references are more common, 

those containing the RFB active species at 50% SOC may hinder contamination due to leaking.88 
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Figure II-6. Ex situ reference electrode potential measurements and microelectrode voltammograms 
measured at varying SOCs in electrolytes containing 10 mM MEEPT/MEEPT+ and 500 mM TEABF4 in 
PC. (a) Pt wire pseudo-reference electrode potential as a function of SOC shown alongside theoretical 
predictions from the Nernst equation. Measurements were performed in triplicate and the symbols exceed 
the size of error bars with one standard deviation. (b) Microelectrode voltammograms measured using a 
fritted Li / Li+ reference electrode compared to (c) a Pt wire pseudo-reference electrode. Voltammograms 
were conducted on a 10 μm Au microelectrode at 10 mV s–1. Positive currents correspond to MEEPT 
oxidation and negative currents correspond to MEEPT+ reduction. 
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4. Microelectrodes under flow 

To provide theoretical foundations for the role of advection across the electrode surface, a 

COMSOL® model was designed as a simplification of the microelectrode sensor domain. By 

systematically varying the electrolyte composition and flow rate, this simulation platform provides 

a means to probe the working principles of the apparatus prior to experimental validation. For 

context, the linear velocities and electrolyte properties used in this model were chosen to mimic 

the range of conditions expected in the experimental cell. Average fluid velocities of 0 – 0.06 m 

s–1 correspond approximately to volumetric flow rates of 0 – 10–6 m3 s–1 (0 – 70 mL min–1) based 

on the channel diameter at the inlet and outlet (5 × 10–3 m). The following transport parameters 

were measured in electrolytes containing 100 mM MEEPT/MEEPT+ at 50% SOC and 500 mM 

TEABF4 in PC: μ = 3.96 × 10–3 Pa s, ρ =1190 kg m–3, and D = 1.7 × 10–10 m2 s–1 for both the 

reduced and oxidized species (determined by microelectrode voltammetry and CV34). 

The model generates a concentration profile, driven by advection and diffusion to the electrode 

surface, which allows for the determination of the steady-state current from the species flux. 

Plotting this current as a function of the electrolyte velocity (Figure II-7a), we observe a transition 

from diffusion-dominated transport at low fluid velocities to advection-dominated transport at high 

fluid velocities, scaling with the square root of the velocity, which is consistent with canonical 

models of fluid flow over a flat plate.105 The non-linear scaling with respect to flow rate challenges 

prediction of the steady-state current via simple mathematical relationships and, in practice, the 

construction of an idealized planar surface with uniformly laminar flow and controlled mass 

transport is not feasible. However, theoretical predictions of the current as a function of 

concentration (Figure II-7b) show a linear dependence across all flow regimes, suggesting that 
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the current can be predicted from an empirical mass transfer coefficient, km (m s–1) at each flow 

rate, as indicated in Eq. (16). 

 0mI nFk c= ±  (16) 

Therefore, an ideal system is not a prerequisite to effectively measure concentration, and as long 

as consistent and stable flow can be maintained over the microelectrode surface, the steady-state 

current should be directly proportional to the reactant concentrations. 

 

Figure II-7. COMSOL® simulations of the steady-state current to a disk microelectrode shown for a one-
electron oxidation under varying electrolyte velocities and active species concentrations. (a) Current as a 
function of velocity for selected active species concentrations. (b) Linear relationship between current and 
concentration shown for electrolyte velocities ranging from 0 – 6 cm s–1 in increments of 1 cm s–1 and 
concentrations ranging from 1 – 100 mM. Dashed lines indicate linear fits with all R2 = 1. All simulations 
were conducted using D = 1.7 × 10–10 m2 s–1, μ = 3.96 × 10–3 Pa s, ρ =1190 kg m–3, and r = 5 × 10–6 m to 
mimic experimental conditions used in this work. 

To confirm these theoretical underpinnings prior to implementation in an operating flow cell 

with dynamically varying concentrations, we performed ex situ testing using deterministically-

prepared electrolytes. We constructed the sensor (Figure II-2) from off-the-shelf components, 

sealing a 10 μm Au microelectrode and a Pt wire pseudo-reference electrode inside of a 1/4” 

stainless steel union cross, which served as the counter electrode. We then measured 
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voltammograms of 100 mM MEEPT/MEEPT+ electrolytes at 50% SOC to understand the 

microelectrode response to variable flow rates (Figure II-8a and Figure II-8b). Interestingly, the 

voltammograms display an oscillatory behavior that changes with flow rate, which may at first 

appear to be random noise due to boundary layer disruption. However, closer inspection of the 

experimental setup reveals that the oscillations are consistent with the frequency of the peristaltic 

pump, indicating that the microelectrode captures these subtle changes in flow rate. To confirm 

that these variations were due to the mode of fluid delivery rather than an artifact of the 

microelectrode environment, we sought to stabilize the flow by introducing a flow dampener 

upstream of the sensor (Figure II-9) to reduce the oscillations and yield a more consistent measure 

of the current. 

Repeating the variable flow rate measurements, we find that at high flow rates (> 20 mL min−1), 

and thus high rotational frequencies, the smoother flow profile yields a more constant steady-state 

current, which scales with increasing flow rate (Figure II-11a). The relationship between current 

and electrolyte velocity (Figure II-10) qualitatively follows the trends derived from Figure II-7, 

although, as expected, the magnitude of the current differs between the theoretical model and the 

experimental measurements with and without the pulse dampener. Considering the irregular 

channel geometry and pulsatile nature of the flow, these discrepancies are most likely the result of 

non-uniform velocity distributions throughout the measurement cell, which, in turn, lead to further 

deviations in transport phenomena from the flat plate contemplated in our model. It is important 

to reiterate that an idealized flow geometry is not required for high fidelity concentration 

measurements, and in all instances, the steady-state currents remain stable and are sufficient for 

this technique. The signal obtained under flow is also notably less sensitive to physical 

disturbances (e.g., walking by the experimental setup) as compared to microelectrode 
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measurements in quiescent solutions. This suggests that the flow-through sensing approach 

imposes hydrodynamic conditions that impart greater stability in the local environment, providing 

measurements which are less susceptible to boundary layer disruptions. 

 

Figure II-8. Experimental flow-through microelectrode measurements at variable flow rates for 
electrolytes containing 100 mM MEEPT/MEEPT+ at 50% SOC and 500 mM TEABF4 in PC. 
Microelectrode voltammograms measured (a, b) without and (c, d) with the pulse dampener. The positive 
steady state currents shown in (b) and (d) are similar to the negative steady state currents. All 
voltammograms were recorded at 10 mV s–1 at flow rates ranging from 0 to 70 mL min–1 in increments of 
10 mL min–1. 
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Figure II-9. Photograph of the flow-through microelectrode assembly with a pulse dampener placed 
upstream of the sensor. 

 

Figure II-10. Average steady-state currents as a function of flow rate, shown with and without the pulse 
dampener. All voltammograms were recorded at 10 mV s–1 in electrolytes containing 100 mM 
MEEPT/MEEPT+ at 50% SOC and 500 mM TEABF4 in PC. Plateau currents were measured by averaging 
the current over the last 50 mV of the plateau. 
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To validate the concentration dependence and thus the working principle behind the sensor, 

we repeated these measurements at varying active species concentrations similar to those used in 

Figure II-7b. Specifically, the electrolytes contained the same total active species concentration 

(ca. 100 mM MEEPT/MEEPT+) with differing ratios of oxidized and reduced species to 

approximate SOCs between 10 – 90%. Using the plateau currents obtained under quiescent 

conditions, we first calibrated the actual concentration of each species using Eq. (II.15), again 

taking the diffusion coefficients to be 1.7 × 10–10 m2 s–1. Figure II-11b shows the resulting plateau 

currents as a function of the concentrations of MEEPT and MEEPT+ with volumetric flow rates 

ranging from 0 – 70 mL min–1 and concentrations ranging from 10 – 90 mM. Although the 

empirical mass transfer coefficients differ from the model due to differences in the cell geometry 

and internal fluid dynamics, the linear dependence on the concentration is maintained across this 

range of SOCs, confirming the theoretical predictions and establishing the promise of this sensor. 

These measurements also demonstrate high accuracy with close linear fits (R2 > 0.999) in all cases; 

however, the sensitivity and limit of detection will likely depend on the species concentrations, 

electrolyte flow rates, electrolyte properties, and instrumentation limits used in practice. 
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Figure II-11. Experimental flow-through microelectrode measurements at variable SOCs and flow rates 
for electrolytes containing 100 mM MEEPT/MEEPT+ and 500 mM TEABF4 in PC at SOCs between 10 – 
90%. (a) Microelectrode voltammograms in MEEPT/MEEPT+ (50% SOC) measured at 10 mV s–1 for flow 
rates ranging from 0 – 70 mL min–1 in increments of 10 mL min–1. (b) Average steady-state currents as a 
function of MEEPT and MEEPT+ concentration taken from voltammograms measured at 0, 10, 30, 50, and 
70 mL min–1 in electrolytes prepared at 10, 25, 50, 75, and 90% SOC. Measurements were performed in 
triplicate and the symbols exceed the size of error bars with one standard deviation. Dashed lines indicate 
linear fits with all R2 > 0.999. 
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5. Measuring concentrations in a redox flow cell 

Finally, with the sensor performance validated externally, we conducted operando 

measurements to establish a proof-of-concept for this measurement platform. Specifically, we 

cycled the same redox couple, MEEPT/MEEPT+, in a symmetric flow cell configuration.42,102 Both 

electrolytes were prepared at 50% SOC with 100 mM total active species concentration and 

circulated through the cell at 20 mL min–1 under galvanostatic conditions at 10 mA cm–2 with 

potential limits of ± 0.5 V. The microelectrode sensor was used without the pulse dampener to 

mitigate pressure imbalances across the separator and placed between the pump outlet and flow 

cell to continuously sample the inlet concentrations. Although the sensor applies current directly 

to the electrolyte, because both the working and counter electrodes are present in the same 

electrolyte, the reactions are anticipated to be equal and opposite, negating any net changes in SOC 

from the measurement. Additionally, while we anticipate that the stainless steel counter electrode 

will remain stable under the conditions explored in this work, it may require the use of conductive 

carbon coatings or compatible, polymer-based fittings (with an integrated counter electrode) for 

highly oxidative electrolytes. 

Rather than performing a full linear or CV sweep, which require several minutes to collect data 

at sufficiently low scan rates, we perform chronoamperometry at sufficiently positive or negative 

applied potentials to ensure only the steady-state currents are captured, requiring ca. 20 s (Figure 

II-12). Considering the reference electrode potential varies with SOC, it is important to ensure the 

overpotentials are high enough to achieve mass transfer limiting conditions without encountering 

additional redox processes (e.g., oxidation of MEEPT+). Based on our validation of the reference 

electrode potential (Figure II-6a), we apply potentials of ± 0.35 V vs Pt. During cycling, these 

potentials are each held for a total of 10 s, and after achieving steady state (< 1 s), the current is 
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averaged over the last 9 s to yield a final value. Initially, a calibration is performed using the same 

procedure and a known electrolyte composition to calculate the empirical mass transfer coefficient 

via Eq. (16), which is subsequently used to measure concentrations during cell cycling. As 

discussed above, the mass transfer coefficient is a function of the electrolyte flow rate, cell 

geometry, and tubing size, but as these parameters remain unchanged throughout cycling, this 

coefficient need only be determined once immediately prior to use. It should also be noted that the 

approach outlined here assumes a constant viscosity across the system lifetime and across all 

electrolyte SOCs, as variable electrolyte viscosity can influence the species diffusivity and fluid 

dynamics which impact the empirical mass transfer coefficient. While such conditions are not 

anticipated based on our initial validation (Figure II-11b), this may be a consideration if more 

concentrated electrolytes are used, necessitating additional calibrations at different SOCs.102,106,107 

We initially contemplated two possible architectures for this sensor: 1) a bleed stream, 

continuously sampling the electrolyte reservoir of the flow cell, and 2) in-line with the cell inlet 

stream, continuously sampling the electrolyte entering the flow cell. Of the two configurations, we 

found the in-line measurement to be less disruptive, as the bleed stream displaces significant 

volumes of electrolyte from the fluidic circuit between the cell and reservoir. While this 

displacement was incompatible with our current experimental setup given the small electrolyte 

volumes (ca. 15 mL per half-cell), it may have greater value in larger embodiments with increased 

electrolyte volumes. 
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Figure II-12. Chronoamperometry sequence applied for measuring operando species concentrations in the 
proof-of-concept symmetric cell cycling experiment. A reductive potential (–0.35 V vs Pt) is applied for 10 
s followed by an oxidative potential (+0.35 V vs Pt) for 10 s, and this sequence is repeated once per minute. 
(a) Both the applied potential and current response for the full minute, (b) expanded view of the reductive 
current, and (c) expanded view of the oxidative current. Data shown prior to cell cycling at 20 mL min–1 in 
an electrolyte containing 100 mM MEEPT/MEEPT+ at 50% SOC and 500 mM TEABF4 in PC. 
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Figure II-13a shows the potentiometric charge/discharge profiles for the flow cell, which are 

typical of a symmetric cycling experiment, while Figure II-13b shows the corresponding 

concentration profiles, which align with the variations in cell voltage. As expected, the measured 

concentrations change linearly with time because galvanostatic operation imposes a constant 

reaction rate to the electrolyte. Further, the cell exhibited negligible capacity fade with near 100% 

coulombic efficiency throughout cycling (Figure II-14), which is consistent with the stable species 

concentrations measured by the sensor as well as with prior literature.42 From the applied current, 

we can directly quantify the charge passed over time (i.e., coulomb counting) in each half-cell, 

and, through Faraday’s Law, relate that to the concentrations measured by the sensor (Figure 

II-13b).80 While this method is not analytically precise and does not capture additional transient 

processes such as crossover and decomposition, it can serve as an additional semi-quantitative 

check of the anticipated sensor performance. Indeed, comparing this approximation with the 

experimental results shows good agreement; however, there are minor deviations between the two 

methods (Figure II-15), which we tentatively attribute to a combination of incomplete mixing in 

the reservoirs, inexact electrolyte volumes, and crossover effects. Given the limitations of coulomb 

counting, we expect that the sensor more accurately quantifies species concentrations within an 

operating redox flow cell, and taken together, these results represent a successful proof-of-concept 

demonstration. 
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Figure II-13. Proof of concept experiment for integration of the microelectrode sensor into a symmetric 
redox flow cell containing 100 mM MEEPT and MEEPT-BF4, initially at 50% SOC, flowing at 20 mL min–

1 and cycled at 10 mA cm–2. (a) Cell voltage as a function of time and (b) corresponding species 
concentrations determined using the flow-through microelectrode sensor. The experimentally measured 
concentration is compared with concentration predictions derived from coulomb counting. 
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Figure II-14. Capacities and coulombic efficiency measured during symmetric redox flow cell cycling. The 
flow cell was cycled at 10 mA cm–2 and contained 100 mM MEEPT/MEEPT+, initially at 50% SOC, flowing 
at 20 mL min–1. 

 

Figure II-15. Differences between the concentrations measured using the flow-through microelectrode 
sensor and the concentration predictions obtained by coulomb counting. The concentration difference is 
calculated by subtracting the experimentally measured values from the theoretically predicted values 
shown in Figure 6b in the main text. 
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To interrogate the stability of the electrode surface over the course of cell cycling, we 

maintained a control electrolyte, identical to that used for cycling, inside the glovebox. Because 

the composition and SOC of this electrolyte should remain constant, any changes in the 

voltammetric signal reflect changes to the microelectrode. Comparing voltammograms before and 

after cycling (Figure II-16a), we observe negligible changes in the measured current, confirming 

that the Au microelectrode was stable throughout the experiment. However, when we conducted a 

similar cycling experiment using a Pt microelectrode subjected to the same chronoamperometry 

conditions, we observed a marked decrease in the voltammetric steady-state currents in the control 

electrolyte (Figure II-16b). Considering that similar decreases were observed for both plateaus 

and that the signal was recoverable via polishing, this fouling is likely the result of losses in the 

electrochemically active surface area.98,100 Further, as we did not observe fouling when the 

electrode is simply immersed in the same electrolyte at 50% SOC for 24 h, we posit that this 

reduction in surface area is a product of the duration and frequency of the potential holds. In this 

work, the current was measured every minute to elicit the dynamic concentrations during cycling, 

but applications such as SOH assessments, species decay monitoring, and crossover detection may 

demand less frequent measurements. As a result, they may be more resilient to the effects of 

fouling and thus can more readily integrate this sensing platform. In general, the design and 

implementation of microelectrode sensing schemes will require careful selection of electrode – 

active species pairs that demonstrate minimal fouling and undesired redox reactions; but where 

such combinations may not exist, the reliability of the signal can still be reasonably maintained by 

subjecting the surface to less frequent and shorter polarizations. The signal can also be periodically 

recovered by either polishing or replacing the fouled electrode. Finally, while the auxiliary 

materials selected for these experiments (i.e., pseudo-reference electrode, counter electrode) 
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appear stable for these testing conditions, other chemistries and/or extended testing durations may 

also necessitate alternate material sets. 

 
Figure II-16. Microelectrode voltammograms taken before and after symmetric cell cycling experiments 
for (a) the Au microelectrode and (b) the Pt microelectrode. Both electrodes were then polished and the 
voltammogram was repeated. All voltammograms were recorded in the glovebox at 10 mV s–1 in electrolytes 
containing 100 mM MEEPT/MEEPT+ at 50% SOC and 500 mM TEABF4 in PC. Note that the currents for 
Pt are slightly more positive than those for Au due to minor differences in the as-prepared electrolyte. 
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6. Conclusions 

We successfully demonstrated a flow-through, microelectrode-based electrochemical sensor 

for measuring operando active species concentrations in redox flow cells. The flow cell sensor 

was assembled from off-the-shelf components obtained from commercial suppliers and 

investigated through ex situ and operando testing as well as multiphysics simulation. The 

theoretical and experimental results establish the fundamental underpinnings of sensor operation; 

namely, under controlled hydrodynamic conditions and constant flow rates, the steady-state 

currents are linearly dependent on redox species concentrations. Symmetric flow cell cycling 

provides a proof-of-concept validation that the sensor is capable of continuously and accurately 

measuring SOC and SOH during cell operation. Considering its ease of implementation into 

existing experimental workflows, the sensor has broad potential utility in research and commercial 

technologies for monitoring component stability during cell cycling, particularly when quantifying 

the impact of redox species decomposition and/or crossover. While the device is functional in 

practice, the sensing mechanism can be further improved by better controlling flow through cell 

engineering such that steady-state transport may be predicted by power-law models as opposed to 

empirical internal calibrations. 
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7. List of symbols 

Roman symbols 

c Concentration (mol m−3) 
c0 Bulk concentration (mol m−3) 
cs Concentration at microelectrode surface (mol m−3) 
D Diffusivity (m2 s−1) 
E Electrode potential (V) 
E0 Formal potential (V) 
F Faraday constant (96,485 C mol−1) 
I Current (A) 
I Identity matrix (–) 

km Mass transfer coefficient (m s–1) 
n Unit normal vector (–) 
n Number of electrons transferred (–) 
p Pressure (Pa) 
r Microelectrode radius (m) 
R Ideal gas constant (8.314 J mol−1 K−1) 
Se Microelectrode surface (m2) 

SOC Electrolyte state of charge (–) 
T Temperature (K) 
u Velocity vector (m s–1) 
v Scalar velocity (m s–1) 
w Domain width (m) 
z Coordinate axis orthogonal to the microelectrode surface (m) 

 
Greek symbols 
 

μ Viscosity (Pa s) 
ρ Density (kg m–3) 
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III. Connecting material properties and redox flow cell cycling performance 

using zero-dimensional models  

1. Background 

Zero-dimensional models have shown particular value for explaining flow battery cycling 

performance.44,64,66–71,108 These formulations describe time-dependent changes in redox species 

concentrations and ignore spatial variations, sacrificing microscopic precision for solvability. 

Further, zero-dimensional models can easily incorporate parasitic processes (e.g., molecular decay, 

crossover) which lead to evolving charge / discharge profiles, capacity fade, and diminished 

efficiencies. Despite these simplifications, the numerical methods used to solve the time-dependent 

differential equations remain computationally expensive and, because they scale with the cell 

lifetime, simulations of long-duration performance scenarios can become prohibitively slow. For 

example, several previously reported zero-dimensional models require ca. 30 – 120 s to generate 

a single charge-discharge cycle on laptop computers, meaning that longer simulations (tens to 

hundreds of cycles) would take hours of computation time.66,108,109 This may be feasible for 

specific uses, but it discourages systematic modeling for extended cycling scenarios and 

parametric studies. While numerical implementations are necessary for certain instances,71,108 a 

range of cell architectures and operating conditions can be described by constitutive equations with 

analytical solutions. The development of analytical expressions that describe cycling behavior can 

drastically reduce the mathematical complexity of simulating durational performance in RFBs, 

potentially making such models more accessible to researchers with diverse technical backgrounds 

and varying computational resources. 
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Here, we develop an analytical framework for modeling galvanostatic cycling behavior in 

redox flow cells to illuminate the relationships between component material / electrolyte 

properties, cell operating conditions, and electrochemical performance. First, we derive explicit, 

analytical representations in the absence of capacity fade mechanisms to estimate upper bounds of 

accessible charge storage capacity and voltaic efficiency under idealized conditions where ohmic 

and mass transport losses dominate. Second, we introduce active species decay and self-discharge 

to simulate capacity fade in the absence of crossover. We then connect this expression to 

experimental observations in diagnostic flow cell architectures used to assess molecular decay 

rates. Third, we assess the impact of membrane selectivity and conductivity on capacity retention 

and energy efficiencies, illustrating the complex interplay of property combinations that govern 

species crossover over extended periods of cell cycling. Fourth and finally, we discuss modalities 

to further expand on this framework, including the incorporation of kinetic losses, non-uniform 

reaction distributions, and multiple spatial domains. 

While prior reports have sought to develop and validate zero-dimensional models against cell 

cycling data,44,66,71 we pursue a more general approach, focusing on the derivation, 

implementation, and overall utility of this modeling framework. Therefore, we contemplate 

questions that are of broad interest and importance to RFB cycling rather than address specific 

hypotheses surrounding a particular redox chemistry or device configuration. As such, we do not 

conduct an exhaustive parametric sweep of all adjustable variables but instead present 

representative analyses that emphasize the versatility of these models. Consequently, the results 

provided here validate several previously reported experimental observations and offer new 

considerations for individual component selection and cell design. We note that the simplified set 

of analytical expressions outlined here is relevant for a wide range of existing and emerging RFB 
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chemistries, enabling the determination of more meaningful design guidelines for next-generation 

materials at an earlier stage of development and reducing the need for time- and materials-intensive 

experimental campaigns. Additionally, rapid computation times could facilitate the integration of 

cycling models into more complex mathematical frameworks, including techno-economic 

assessments,20,47,110 process control and optimization,111–113 parameter estimation from 

experimental systems,114 and synthetic data generation for machine learning,115,116 making this 

approach valuable for a broad swath of researchers. 
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2. Zero-dimensional cycling model 

Here, we introduce a generalized, zero-dimensional modeling framework to describe 

galvanostatic cycling in a redox flow cell. Initially, we introduce mass balance equations 

associated with the individual charged and discharged species (Section 2.1). Subsequently, we 

discuss modes of homogeneous active species decay (Section 2.2) and membrane crossover 

(Section 2.3) to define source and loss terms, and derive analytical solutions (Section 2.4) to the 

associated mass balance equations. Then we introduce electrochemical expressions to describe the 

cell voltage (Section 2.5) and relevant cell cycling metrics (Section 2.6). Finally, we discuss model 

implementation, including the software and hardware used to perform cell cycling simulations 

(Section 2.7). This model invokes the following overarching assumptions: (1) all processes occur 

at constant temperature (i.e., isothermal); (2) all domains are well-mixed such that species 

concentrations are uniform throughout; (3) operating conditions and electrolyte / flow cell 

properties remain constant throughout cycling; and (4) all redox reactions proceed through a one-

electron transfer without chemical / electrochemical intermediates. All other assumptions will be 

described within the context of specific models and equations. 
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Figure III-1. Representative modeling domain explored in this work. 

 Reaction mass balances 

In this modeling framework, we consider two species, A and B, undergoing one-electron half-

reactions shown in Equations (III.1) and (III.2). 

 A A e+ −+  (III.1) 

 B B e+ −+  (III.2) 

A and A+ are treated as the positive electrolyte (posolyte) redox couple and undergo charge / 

discharge in the positive half-cell while B and B+ are treated as the negative electrolyte (negolyte) 

redox couple and undergo charge / discharge in the negative half-cell. Here, A and B+ reflect the 

discharged states while A+ and B reflect the charged states. Note that the nominal charges 

associated with A+ and B+ describe only their relative states of charge; however, the ionic charge 

of each species, zj, may be any value (e.g., ‒2, ‒1, 0, +1, +2) such that 
A

z +  =  Az  + 1 and 
B

z +  = Bz  

+ 1. 

Broadly, zero-dimensional cycling models rely on solving mass balances for each species in 

the system; here, we assume that both half-cells are well-mixed and that the reaction takes place 
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uniformly throughout the electrolyte volume. Hence, each reactor half-cell, electrolyte reservoir, 

and connecting tubing are treated as one continuous domain, resembling two stirred tank reactors 

as represented schematically in Figure III-1. The mass balance for each species can be generally 

described by Equation (III.3) where the time, t (s), is measured from the beginning of each half-

cycle (i.e., charge or discharge) and the applied current, I (A), is positive for the charging half-

cycle and negative for the discharging half-cycle. 

 
,h

j h h
j jh

dC Is R
dt V F

∞

= + ∑  (III.3) 

Vh (m3) is the total electrolyte volume in half-cell h (either the positive or negative electrolyte), 

,h
jC∞  (mol m‒3) is the bulk concentration of species j in half-cell h, h

js  is the stoichiometric 

coefficient for the faradaic reaction (Table III-1), F (96,485 C mol‒1) is the Faraday constant, and 

h
jR∑  (mol m‒3 s‒1) represents the sum of the source / sink terms for species j, which comprise the 

chemical decomposition reactions and crossover taking place in each half-cell. Stoichiometric 

coefficients for the charged species, A+ and B, are excluded from the opposing half-cells, as the 

electrochemical potentials in those environments preclude their formation, meaning ,
A

C +
∞ − = 0 and 

,
BC∞ +  = 0 at all times. 

 All of the mass balance equations are subject to an initial condition given by Equation (III.4)

. 

 , ,( 0) o h
j j

hC t C∞ = =  (III.4) 

,o h
jC  (mol m‒3) is the initial concentration of species j at the beginning of the half-cycle. For 

example, the initial concentration at the beginning of the discharge step will equal the final 

concentration at the end of the charge step. 
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Table III-1. Electrochemical reaction stoichiometric coefficients in each half-cell. 

 Positive half-cell Negative half-cell 
 h

As  –1 0 

 h
A

s +  1 --- 

 h
Bs  --- 1 

 h
B

s +  0 –1 
 

 Homogeneous active species decay 

Homogeneous decay processes associated with unstable redox active materials lead to capacity 

fade and reduced energy efficiencies.23 Following the approach of Silcox et al., we contemplate 

two mechanisms for decay—self-discharge and irreversible degradation.44 Homogeneous self-

discharge (Equations (III.5) and (III.6)) is assumed to proceed by the charged active species (A+ 

or B) reacting with the supporting electrolyte (supporting salt + solvent), contaminants, or wetted 

cell components and reverting to their discharged state. 

 ,A d A
f k

A A+ ++ →  (III.5) 

 ,B d Bf kB B+→  (III.6) 

Here, ,d A
k +  and ,d Bk  (s-1) are the overall decay rate constants of A+ and B, respectively. A

f +  and 

Bf  (dimensionless) are the respective fractions of A+ and B that decay via self-discharge. Note 

that while self-discharge is nominally a redox reaction, the electron is assumed to be irrecoverable. 

Irreversible degradation (Equations (III.7) and (III.8)) occurs when the charged active species 

(A+ or B) decomposes to form any number of non-redox-active products, generally denoted as D. 
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 ( ) ,
1

A d A
f k

A D+ +−+ →  (III.7) 

 ( ) ,1 B d Bf kB D−→  (III.8) 

Here, we assume that the decay products are benign and thus do not interfere with subsequent cell 

operation. Additionally, while there are certainly more complex decay mechanisms (e.g., 

dimerization,117–119 protonation / deprotonation reactions,24,120 formation of new electroactive 

products121) that may be considered for specific chemistries, we assume first-order homogeneous 

kinetics as this simplifies subsequent mathematical treatments and has precedence in earlier 

studies.44 

 

 Membrane crossover 

The species transport model chosen for membrane crossover follows the work of Darling et al. 

who derived steady-state fluxes, accounting for diffusion, migration, and electro-osmotic 

convection terms.48 The active species flux through the membrane, Nj, subject to Dirichlet 

boundary conditions on either side of the membrane, is shown in Equations (III.9) and (III.10). 

Here, the flux is defined as positive for transport from the negative electrolyte to the positive 

electrolyte. 

 
, ,exp( )

exp( ) 1
j j j

m
j j

j j
m j

D K C
N

l
Cγ

γ
γ

∞ − ∞ + −
  
 

=
−

 (III.9) 

 
site

j m
j

m m
m
j

F
RT D F

z Il
C A

 
= − +  

 

ξγ
σ ν

 (III.10) 

m
jD  (m2 s‒1) is the diffusion coefficient of species j through the membrane, Kj (dimensionless) is 

the membrane sorption coefficient of species j, lm (m) is the membrane thickness, jγ  is a 



107 
 

dimensionless flux parameter for species j, mσ  (S m–1) is the membrane conductivity, R (8.314 J 

mol‒1 K‒1) is the universal gas constant, T (K) is the absolute temperature, and Am (m2) is the 

geometric membrane area which is equivalent to the geometric area of the electrochemical cell. 

For an ion-exchange membrane, ξ (dimensionless) is the electro-osmotic coefficient, ν  

(dimensionless) is the molar ratio of solvent to fixed ion sites in the membrane, and Csite (mol m‒

3) is the concentration of fixed ion sites in the membrane. 

Because the flux is linear with respect to the bulk species concentrations, Equation (III.9) can 

be conveniently expressed in terms of first-order “crossover rate constants”, ,c jk −  and ,c jk +  (s‒1), 

according to Equation (III.11). 

 ,
,

,
,c j j c j j

j mN A
k C k C

V
− − + +∞

+
∞= −  (III.11) 

To integrate membrane fluxes into the species mass balances, crossover-induced self-discharge 

reactions (Equation (III.12)) are assumed to occur instantaneously, consuming charged species 

at both membrane-electrolyte interfaces.48 

 A B A B+ ++ → +  (III.12) 

As a result, the concentration of charged species (A+ and B) will always remain at zero in the 

opposite electrolyte. Finally, both crossover and species decay can be expressed as source terms, 

as shown in  

Table III-2. Note that for symmetric chemistries, where the same parent compound is used on both 

sides of the battery but at different oxidation states (e.g., V2+/V3+ and V4+/V5+ on the negative and 

positive sides of the vanadium RFB, respectively), the comproportionation reactions differ from 

Equation (III.12), as species undergo additional changes in oxidation state upon crossover, 

altering the form of the source terms.66 
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Table III-2. Active species source terms, including both species decay and crossover. 

 Positive half- cell Negative half-cell 
h
AR∑  , ,

,
,

, , ,

, c A A c A A c B BA AA d
k C k C k C k Cf + +

∞ + ∞ − −∞ + ∞ −− ++ − +  ( ),
, ,

, ,

,c A A c A A c A A

V
k C k C k C

V
+ +

+
∞ − ∞ + ∞ +

−

− + +− + +  

h

A
R +∑  , , ,

, ,, c B BA c A Ad A
k C k C k C+ + + +

+ −∞ + ∞−∞ +− − −  --- 

h

B
R +∑  ,

,, ,

, ,
c B Bc B B c B B

k C k C k C+ + + +

∞ − ∞ + ∞ −− + −− +  ( ),

, ,

, ,
, ,

,
B B c B B c B B A AB cdf

V
k C k C k C k C

V
+ + + + + +

+
∞ − ∞ − ∞ + ∞ +

−

− + ++ − + +  

h
BR∑  --- ( ),

,
,

, ,

,
Bd B AB B c c A

V
k C k C k C

V
+ +

+
∞ − ∞ − ∞ +

−

− +− + − −  

 

 Mass balance analytical solutions 

The introduction of species decay and crossover results in a coupled system of time-dependent 

differential equations, which can be solved analytically for galvanostatic cycling.122 Because each 

of the source terms are first order, the mass balances can be expressed as a vector differential 

equation (Equations (III.13)) with initial conditions given by Equation (III.14). 

 d
dt

= −C b KC  (III.13) 

 ( 0)t = = oC C  (III.14) 

C (mol m‒3) is a column vector containing the 6 bulk species concentrations of interest ( ,
AC∞ + , 

,
A

C +
∞ + , ,

B
C +

∞ + , ,
B

C +
∞ − , ,

BC∞ − , ,
AC∞ − ), b (mol m‒3 s‒1) is a column vector containing constant reaction 

terms, K (mol m‒3 s‒1) is a matrix containing the first-order rate constants, and oC  (mol m‒3) is a 

column vector containing the initial concentrations. The general solution to this differential 

equation is shown in Equation (III.15). 
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 ( )( )exp t= − − − oKC b K b KC  (III.15) 

Because K is a positive semi-definite matrix,122 the solution can be written in terms of the 

eigenvalues and eigenvectors of K according to Equation (III.16). 

 ( )( )1 1 1 1exp t− − − −= − − − oΛ Λ ΛU C U b U b U C  (III.16) 

U (dimensionless) and Λ (s‒1) are the eigenvector and diagonal eigenvalue matrices of K, 

respectively. Performing a coordinate transform ( 1−=θ U C , 1−=o oθ U C , and 1−=β U b ) results in 

a system of linear equations for θ , as shown by Equation (III.17), which can be expressed in 

terms of its individual elements according to Equation (III.18). 

 ( )( )1 1 exp t− −= − − − oθ Λ β Λ Λ β Λθ  (III.17) 

 )exp(oi i
i i i

i i

t
 

= − − 
 

−
β βθ θ λ
λ λ

 (III.18) 

iθ  (mol m‒3), o
iθ  (mol m‒3), βi (mol m‒3 s‒1), and λi (s‒1) are the ith element of θ, θo, β, and Λ, 

respectively. Finally, the concentration vector may be obtained by transforming the resulting 

solution (Equation (III.19)). 

 =C Uθ  (III.19) 

 

 Electrochemical thermodynamics and cell voltage 

If the kinetics of the redox processes are sufficiently facile, then the electrode reactions can be 

assumed to occur instantaneously; thus, the electrode surfaces are always at equilibrium and the 

two electrode potentials can be described by the Nernst Equation (Equations (III.20) and (III.21)

). Here, we assume ideal solution conditions such that concentrations may be used in place of 

activities. 
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 ,
1 ln

s
o A

s
A

CRTE
F C +

+ +
 

Φ = −   
 

 (III.20) 

 ,
1 ln

s
o B

s
B

CRTE
F C +

− −
 

Φ = −   
 

 (III.21) 

1Φ+  and 1Φ−  (V) are the electrode potentials for the positive and negative electrodes, respectively; 

,oE +  and ,oE −  (V) are the formal redox potentials for the positive and negative redox reactions 

(Equations (III.1) and (III.2), respectively); and s
jC  (mol m‒3) is the surface concentration of 

species j. 

Assuming there is sufficient electrolyte flow, the species fluxes can be described by convective 

mass transport and related to the total current according to Equation (III.22). 

 ( ),
,

h h s
j m j j j

ed

I s k C C
FA

∞= − −  (III.22) 

Aed (m2) is the accessible interfacial surface area of the electrode and km,j (m s‒1) is the convective 

mass transfer coefficient. In turn, this expression can be rearranged to describe the surface 

concentrations in terms of the bulk concentration using Equation (III.23). 

 ,

,

s h
j j h

ed j m j

IC C
FA s k

∞= +  (III.23) 

The mass transfer coefficients are generally treated as empirical values, which can either be 

determined experimentally or predicted from the operating parameters, electrolyte and electrode 

properties, and flow characteristics using dimensionless correlations. While there are a number of 

correlations that could be invoked,123,124 we adopt a model described by Barton et al. and 

developed for an interdigitated flow field (Equation (III.24)) due to its consistency with our 

simulation conditions (vide infra).125 
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f
h e

Qk D d
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−∞   
=    

  

ρ
ε µ

 (III.24) 

Q (m3 s–1) is the volumetric flow rate, nch is the number of flow channels, lch (m) is the length of 

each flow channel, le (m) is the electrode thickness, ε (dimensionless) is the electrode porosity, ρ 

(kg m–3) is the electrolyte density, µ (Pa s) is the electrolyte viscosity, jD∞  (m2 s–1) is the bulk 

diffusion coefficient of species j, and df (m) is the electrode fiber diameter. 

Electrical resistances (e.g., contact resistance, wiring, electrodes) and ionic resistances (e.g., 

electrolyte conductivity, membrane conductivity) result in ohmic losses, as greater driving forces 

(voltages) are needed to pass charge through the electrochemical cell at a given rate (current). In 

many advanced flow cells, the membrane resistance, Rm (Ω), is the dominant contributor to ohmic 

losses, while additional contact resistances, Rc (Ω), tend to be minor.47 The membrane resistance 

is related to the membrane conductivity according to Equation (III.25). 

 m
m

m m

lR
A σ

=  (III.25) 

Assuming the various ionic and electronic resistances are constant and obey Ohm’s Law, the full 

cell voltage, Ecell (V) can be described using Equation (III.26). 

 ( )
( )( )
( )( )

, ,
cell ln

s s
A Bo o

m s sc
BA

C CRTE E E I R R
F C C

+

+

+ −
 
 = − + + −
 
 

 (III.26) 

While not considered here, some aqueous systems exhibit pH differences across the membrane, 

giving rise to Donnan potentials that may also alter the cell voltage.86 
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 Cycling performance metrics 

The metrics typically used to describe durational cell cycling performance are the charge and 

discharge capacities as well as the cycling efficiencies (i.e., coulombic efficiency, voltaic 

efficiency, energy efficiency).25 The capacity refers to the total amount of charge stored or released 

(Equations (III.27) and (III.28)). 

 
0

ct

cCap Idt= ∫  (III.27) 

 
0

dt

dCap Idt= −∫  (III.28) 

Here, Capc and Capd (C) are the charge and discharge capacities, respectively, and tc and td (s) are 

the total charge and discharge times, respectively. Note that the negative sign in Equation (III.28) 

accounts for the change in direction of the current. The charge and discharge times are usually 

determined by a voltage cutoff for galvanostatic operation, which is based on either the point when 

the limiting current is approached (i.e., the cell voltage grows exponentially) or the point when a 

pre-determined cell voltage is reached (e.g., to prevent unfavorable side reactions). For the limiting 

current case, which is used throughout this work, tc and td can be calculated as the minimum time 

for one of the reacting species surface concentrations to approach zero. For a pre-determined cell 

voltage, tc and td can be determined by solving Equation (III.26) as discussed in Section S2. 

The cycling efficiencies, defined here in their fractional forms, can be derived from the 

capacities and the cell voltage. The coulombic efficiency, CE, is the ratio between the discharge 

capacity and the charge capacity according to Equation (III.29). 

 d

c

CapCE
Cap

=  (III.29) 

The voltaic efficiency, VE, is defined as the ratio of the average discharge voltage to the average 

charge voltage according to Equation (III.30). 
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c

t

d d

c
t

c

E dt
E tVE
E E dt

t

= =
∫

∫
 (III.30) 

cE  and dE  (V) are the average charge and discharge voltages, respectively. Lastly, the energy 

efficiency, EE, is the multiplicative product of the voltaic and coulombic efficiencies according to 

Equation (III.31). 

 EE CE VE= ×  (III.31) 

 

 Cycling performance metrics 

All simulations were performed using MATLAB® R2021b on a Dell Latitude 7290 laptop 

computer with an Intel® Core™ i7-8650U processor (quad-core, 1.90 GHz) and a random-access 

memory of 16 GB. Eigenvalues and eigenvectors were calculated using the eig function, nonlinear 

algebraic equations were solved implicitly using the fsolve function, and numerical integration was 

performed using the cumtrapz function. To apply these models with relevant input parameters, all 

simulations are performed for a small-scale flow cell architecture with constant properties shown 

in Table III-3. We use this configuration because it is common in our laboratory and has been 

adopted by several others in the research community.126–128 Thus, these conditions are 

representative of many studies in contemporary RFB literature, as experimental demonstrations 

exist for a wide range of materials, providing reliable engineering specifications and component 

properties. The device described here is a 2.55 cm2 flow cell featuring porous carbon electrodes 

and interdigitated flow fields. To maintain consistency across results shown here, we use 10 mL 

of electrolyte with an initial active species concentration of 500 mM in both half-cells. Finally, we 

assume intermediate values for the fluid dynamic properties of each electrolyte. Note that the 
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parameters chosen here are based on our own published data and common properties observed in 

the literature and therefore do not represent the breadth of the design space; however, the model 

may be easily adapted for other cell geometries, material sets, and electrolytes by adjusting the 

inputs to Table III-3. The current densities explored in this work (0 – 300 mA cm–2) reflect a range 

of relatively low to moderately high charge / discharge rates used in experimental systems. 

Because we elect to start cycling with only the discharged species present (Table III-3), the current 

is initially positive during the first half-cycle (charging). The open-circuit voltages (OCV = 

, ,o oE E+ −− ) used here span a range of possible RFB chemistries; voltages ca. 1 V are characteristic 

of aqueous cells whereas voltages ca. 2 – 3 V are characteristic of nonaqueous cells. For each 

cycle, the charge and discharge times are determined using the limiting current case; the 

concentrations and cell voltages are then calculated for 2000 evenly spaced time steps during each 

half-cycle. Considering that the cell voltage becomes infinite at t = tc and t = td, we replace the 

infinite voltage with an arbitrary, finite value that is well above or below the OCV (≥ 500 mV). 

Simulating each full cycle (charge and discharge) took ca. 0.05 s on the aforementioned 

computational resources. 
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Table III-3. Constant properties for simulations performed in this study. 

Propertya Value Reference 
Am 0.000255 m2 102 
nch 7 125 
lch 0.016 m 125 
le 0.00034 m 129 

Aed 0.184 m2 129 
ε 0.75 125,130 
df 7 × 10–6 m 130 

V+
, V–

 1 × 10–5 m3 102 
,o

AC + , ,o
B

C +
−  500 mol m–3 --- 

,o
A

C +
+ , ,o

BC −  0 mol m–3 --- 
ρ 1000 kg m–3 --- 
µ 1 Pa s --- 
T 298 K --- 

a Initial bulk concentrations are the concentrations at the beginning of the first half-cycle 
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3. Evaluating performance upper bounds 

We begin by contemplating conditions where performance decay is negligible, which allows 

for the identification of upper bounds in accessible capacity and EE. Such bounding analyses 

enable simple correlations between electrochemical properties and performance metrics, which 

have practical utility for assessing design tradeoffs. For the idealized case where all species do not 

decay and do not crossover, 0jR∑ = , and changes in concentration are driven entirely by the 

passage of current. As a result, following the first charging cycle, the capacity and VE do not vary 

from cycle to cycle and CE = 1. Here, we derive explicit analytical expressions for cycling 

performance metrics and demonstrate their value by connecting these outputs to more fundamental 

cell properties (e.g., cell resistance, mass transport rates, species redox potentials) and operating 

conditions. 

 For galvanostatic cycling, the current is constant, allowing the mass balances to be solved by 

integrating Equation (III.3) to yield Equation (III.32). 

 jo
j j h

s I
C C t

V F
∞ = +  (III.32) 

Using the time-dependent concentration profiles, cell performance metrics can be expressed as 

shown in Table III-4. These explicit analytical equations provide a simplified means to explore 

how specific design factors contribute to performance. For example, they can be used to assess 

how a particular electrolyte composition and cell format will perform in the ideal case, establishing 

a baseline expectation for performance under a specified set of cycling conditions. As an 

illustrative example, the representative cycling behavior of a redox flow cell subjected to different 

current densities is shown in Figure III-2a. Here, increasing current density has the benefit of 

yielding greater power density and more rapid cycles, but at the expense of higher overpotentials 
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and thus lower VE. Further quantifying these losses, Figure III-2b presents the resultant VE as a 

function of the applied current density and area-specific ohmic resistance (ASRΩ = Am (Rc + Rm)) 

for varying values of the OCV. Consistent with Figure III-2a, increasing current density imposes 

larger ohmic and mass transport losses, lowering the VE; here, ohmic losses are proportional to 

both the ASRΩ and current density, resulting in a strong dependence on both parameters. 

Importantly, the VE increases significantly with higher OCV, suggesting that higher voltage redox 

chemistries, such as those enabled by nonaqueous electrolytes, can tolerate greater ASRΩ while 

maintaining reasonable cycling efficiencies. 

 

Table III-4. Performance metrics for galvanostatic cell cycling in the absence of molecular decay or 
species crossover. 

Performance 
metric Analytical expression 

Charge 
capacity  c cCap It=  (III.33) 

Discharge 
capacity  d dCap It= −  (III.34) 

Coulombic 
efficiencya  1CE =  (III.35) 

Voltaic 
efficiencyb  d

c

EVE
E

=  (III.36) 

Charge timec  
, ,

min ,c
ed m A e

o o
A B

d m B

V F I V F It C C
I FA k I FA k+

+

+ −     = − −          
(III.37) 

Discharge 
timec  

,,

min ,o o
d B

A
A

ed ed m Bm

V F I V F It C C
I FA k I FA k+

+

+ −      = − + − +        
(III.38) 

a After the initial cycle 
b Analytical expressions for the average voltages are provided in Section S3 
c Assumes the voltage cutoff is based on the limiting current condition 
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Figure III-2. (a) Representative charge / discharge profiles for cycling in the absence of parasitic losses. 
(b) Voltaic efficiency (VE) as a function of the applied current density and cell area-specific ohmic 
resistance (ASRΩ) for electrolytes with varying open-circuit voltage (OCV). Black lines represent constant 
VE ranging between 0.1 – 0.9 in increments of 0.1. For all simulations, Q = 10 mL min–1 for both 
electrolytes and jD∞ = 1 × 10–9 m2 s–1 for all species. 
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These governing equations also enable the evaluation of more subtle connections between 

molecular properties and cell performance that can be difficult to disentangle from experiments. 

Such knowledge is useful in experimental design when considering suitable operating envelopes 

and in data interpretation when elucidating possible performance limitations. As a representative 

example, Figure III-3 shows the combined effects of redox species diffusion coefficients on the 

accessible capacity for common ranges of current densities and flow rates used in experimental 

cells. Higher diffusion coefficients ( jD∞  = 10–10 – 10–9 m2 s–1) are typical of smaller redox species 

(e.g., inorganic ions, organic molecules, metal coordination complexes) whereas lower values (

jD∞  = 10–12 – 10–11 m2 s–1) are representative of larger macromolecular redox species (e.g., 

polymers,131 colloids132). As expected, lower species mass transport rates reduce accessible 

capacity, setting effective upper bounds on useable current densities. For exceedingly slow mass 

transport, the applied current can exceed the limiting current, yielding zero accessible capacity. 

While high transport rates are desirable, enhancements in species diffusivity may have diminishing 

returns under conditions where the theoretical capacity is attainable through either decreasing the 

current density or increasing the volumetric flow rate. However, improvements in capacity 

utilization and cycling efficiencies must also be balanced with pumping losses, which scale with 

the pressure drop and volumetric flow rate. Relationships such as those explored in Figure III-3 

are relevant for balancing molecular engineering tradeoffs; the addition of substituent groups to 

redox molecules can shift redox potential, improve solubility / stability, and suppress crossover, 

albeit at the risk of reducing accessible capacity due to increasing molecular weight (lower 

diffusivity).133 
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Figure III-3. Accessible capacity as a function of the redox species diffusion coefficient for varying 
volumetric flow rates and current densities. The diffusion coefficients ( jD∞ ) are identical for all species. 
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4. Homogeneous active species decay 

Next, we consider the influence of species decomposition and self-discharge that hamper the 

development of high-voltage chemistries,19,44,134 as increasingly positive / negative redox 

potentials are reflective of more reactive charged states. Consequently, improving species stability 

is of significant interest, and the identification and mitigation of decay processes is key to 

advancing new chemistries based on engineered organic molecules and metal-centered 

coordination complexes.23 Modeling cell performance in the absence of additional parasitic 

processes (e.g., crossover) has practical value for experimental stability studies (e.g., bulk 

electrolysis, symmetric cell cycling) and for understanding the extent to which species decay may 

impact full cell performance. For example, time-dependent decay rates determined through ex situ 

methods can be combined with cycling models to predict performance prior to extensive cell 

testing. Conversely, cell cycling data may be paired with such models to estimate quantitative 

measures of decay kinetics.44 

For galvanostatic cycling, the mass balances are decoupled such that simple, explicit 

expressions may be written for the bulk concentrations. Analytical solutions for the charged 

species are shown in Equations (III.39) and (III.40). 

 ( ),
, ,

expo
h hA A d A

d A d A

I IC C k t
V Fk V Fk+ + +

+ +

∞
 
 = + − −
 
 

 (III.39) 

 ( ),
, ,

expo
B B d Bh h

d B d B

I IC C k t
V Fk V Fk

∞  
= + − −  

 
 (III.40) 

These can then be substituted into mass balances for the discharged species to give Equations 

(III.41) and (III.42). 
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 ( ) ( )( ),
,

1 1 expo o
A A h hA A A d A

d A

I IC C f t f C k t
V F V Fk+ + + +

+

∞
 
 = − − + − − −
 
 

 (III.41) 

 ( ) ( )( ),
,

1 1 expo o
B B B d Bh hB B

d B

I IC C f t f C k t
V F V Fk+ +

∞  
= − − + − − −  

 
 (III.42) 

Finally, the combined expressions for the bulk concentrations can be used with Equations (III.23) 

and (III.26) to compute the cell voltage and other cycling metrics. Because the surface 

concentrations are nonlinear with time, the charge and discharge times must be calculated by 

solving nonlinear algebraic equations for each half-cycle using either the limiting current condition 

or a voltage cutoff condition. Similarly, the VE (Equation (III.30)) requires numerical integration 

of the cell voltage. 

To demonstrate the utility of the analytically-derived mass balances, we explore their use for 

describing cycling in symmetric cell architectures (i.e., the same redox species is present in both 

half-cells). Because these cells contain a single redox couple, the crossover fluxes are equal and 

opposite during charge and discharge, making the capacity fade primarily dependent on 

homogeneous decay.135,136 To capture this behavior, we restrict the mass balances to a single half-

cell (Equations (III.39) and (III.41)), which reflects the capacity-limiting side of the symmetric 

cell. Figure III-4 shows predicted capacity fade for a range of decay rate constants, where the 

higher rate constants ( ,d A
k + > 10–7 s–1) reflect relatively unstable active species and the lower rate 

constants represent more advanced chemistries. For context, state-of-the-art aqueous organic RFB 

redox couples exhibit capacity fade rates ca. 0.01% per day,23 which correspond to ,d A
k +  values 

of ca. 5 × 10–9 s–1 under the cycling conditions and assumptions used in this model. Thus, decay 

kinetics can be quantitatively translated to expected cycling lifetime in relevant experimental 

systems. While these results may be somewhat intuitive, the ability to predict capacity fade is 
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relevant for experimental design (e.g., determining detection limits, experimental timeframes, and 

cycling conditions) and cell engineering. 

 

Figure III-4. Discharge capacity as a function of cycle number for varying species decay rate constants in 
a symmetric cell. The gray dashed line indicates the theoretical capacity. For all simulations, I = 25.5 mA 
(10 mA cm–2), 

A
f +  = 0.5, Q = 10 mL min–1 for both electrolytes, and jD∞ = 1 × 10–9 m2 s–1 for all species. 

We also investigate the role of experimental cycling conditions on the apparent redox species 

stability; specifically, the applied current density alters the observed capacity fade when measured 

against cycle number as shown in Figure III-5. Considering homogeneous decay is a time-

dependent process, the change in accessed capacity is dependent on the total cycling time (Figure 

III-5b) rather than the number of cycles (Figure III-5a). These model observations are consistent 

with previous experimental studies demonstrating this effect in bulk electrolysis experiments41 as 

well as symmetric redox flow cells,31 thus providing additional validation of such phenomena and 

further motivating the need for consistent testing and reporting metrics. Potential holds are 

sometimes included at the end of each galvanostatic step to access the full capacity of the 
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electrolyte, providing a more consistent measure of the species stability such that it is not as strictly 

dependent on the charging rate.31 This cycling profile can conceivably be emulated by alternating 

between equations that describe the galvanostatic process (Equations (III.39) – (III.42)) and 

equations that describe the potentiostatic process. 

 

 

Figure III-5. Discharge capacity as a function of (a) cycle number and (b) cycling time for varying current 
densities. For all simulations, ,d A

k + = 1 × 10–5 s–1, A
f +  = 0.5, Q = 10 mL min–1 for both electrolytes, and 

jD∞ = 1 × 10–9 m2 s–1 for all species. 
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5. Species crossover 

We now introduce active species crossover into the modeling framework to assess property 

tradeoffs for membranes / separators. For this analysis, we assume the charged species are 

chemically stable ( ,d A
k + = ,d Bk = 0), leading to a simplified derivation of the mass balances as 

detailed in Appendix A. While the added crossover terms obscure a concise, explicit 

representation, the resulting analytical expressions still enable rapid computation of the mass 

balances, allowing for facile performance comparisons across a range of input parameters. Solving 

for the time-dependent species concentrations requires evaluating the eigendecomposition of the 

rate constant matrix K during both charge and discharge, as the sign of the current changes. 

However, assuming transport properties in the membrane / separator do not change during cycling, 

these computations only need to be performed once at the outset. Using the eigenvalues and 

eigenvectors of K, the vector θ can be determined from Equation (III.18) and then transformed 

into the concentration vector using Equation (III.19). Similar to the case of homogeneous species 

decay, the charge and discharge times must be determined by solving nonlinear algebraic equations 

at each half-cycle, either for the limiting current case or for the cutoff voltage case. The VE, in 

turn, can be determined by numerically integrating the resultant cell voltage. 

Of particular interest is the comparison of different membrane / separator property 

combinations that govern crossover fluxes; specifically, tradeoffs between ionic conductivity of 

and redox species diffusivity through the membrane / separator give rise to variable capacity fade 

rates, voltage losses, and EE.47 Using this framework, we can establish clear connections between 

these fundamental transport parameters and cell performance metrics. However, we again note that 

the purpose of this report is to highlight representative comparisons as opposed to providing a 

comprehensive sweep of parameter combinations. For simplicity, we neglect the electro-osmotic 
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component of the flux ( 0=ξ ), set individual species diffusion coefficients equal to each other, 

assume the redox species share ionic charges (i.e., 1A Bz z= = , 2
A B

z z+ += = ), assume unity 

absorption (Kj = 1), and fix the membrane thickness (lm = 100 μm). 

Figure III-6 shows capacity fade and cycling efficiencies for variable diffusion coefficients 

and membrane conductivities which reflect typical property ranges observed across both aqueous 

and nonaqueous redox flow cells. As expected, higher diffusion coefficients yield faster crossover 

rates, resulting in increased capacity fade rates (Figure III-6a). The capacity initially decays 

rapidly before asymptotically approaching a steady value below 50% of the theoretical capacity, 

as mixing between the electrolytes slows diffusion (vide infra). Despite the marked capacity loss, 

the differing diffusion coefficients weakly impact the EE, as the VE remains largely unaffected 

and the CE only varies between ca. 95% – 99%. 

Interestingly, membrane conductivity has a significant influence on both capacity fade and EE 

(Figure III-6b). Increasing conductivity reduces the driving force (i.e., potential drop) for ion 

migration, thus lowering crossover rates for ionic redox species, diminishing fade rates, and 

improving CE. Further, enhancing membrane conductivity lowers ohmic losses during cell charge 

and discharge, enhancing VE. Overall, this representative comparison suggests that membrane 

conductivity more strongly drives EE under these conditions. However, cycling stability requires 

the system to be reasonably tolerant to crossover-driven capacity fade, which can typically be 

achieved by using sufficiently-selective membranes or by generating compositionally-identical 

electrolytes on either side of the membrane via pre-mixing (i.e., spectator strategy). 
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Figure III-6. (a) Discharge capacity and energy efficiency (EE) as a function of cycle number for varying 
redox species diffusion coefficients with constant conductivity (σm = 10 mS cm‒1). (b) Discharge capacity 
and EE as a function of cycle number for varying membrane conductivities with constant diffusion 
coefficients for all redox species ( m

jD = 10‒12 m2 s‒1). For all simulations, I = 25.5 mA (10 mA cm–2), OCV 

= 2 V, ,
A
oC − = ,o

B
C +

+ = 0 mol m–3 for the first half-cycle, lm = 100 μm, Rc = 0 Ω, Az  = Bz  = 1, A
z +  = B

z +  

= 2, ξ  = 0, and Q = 10 mL min–1 for both electrolytes. For all species, jD∞ = 1 × 10–9 m2 s–1 and Kj = 1. 

Pre-mixing the positive and negative electrolytes can reduce diffusional driving forces for 

species crossover (i.e., pseudo-symmetry), which helps to maintain stable performance across the 

battery lifetime, albeit at the expense of achievable energy density, as mixing typically limits the 

solubility of either redox species.21 Considering that relative differences in species-specific 

crossover rates can still lead to concentration imbalances, this strategy may not always yield 

perfect capacity retention over extended cycling. However, capacity can typically be recovered by 

re-mixing the electrolytes at some predetermined threshold, provided other irreversible decay 

mechanisms are negligible. Using this framework, we can examine factors that influence 

crossover-driven capacity fade for pre-mixed cells and predict scenarios where remediation may 
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be required. To this end, Figure III-7 highlights the influence of membrane conductivity and 

varying diffusion coefficients on capacity retention. Here, we fix m m
A A

D D +=  and m m
B B

D D +=  as a 

representative example, although we anticipate that deviation from this assumption will impact 

fade rates, which will further vary depending on other membrane-electrolyte properties (e.g., ionic 

charge, sorption coefficients) and cell operating conditions (e.g., applied current). 

Despite the lower diffusional driving force due to pre-mixing, migration plays a sizeable role 

in the crossover rates, as the species flux is dependent on the magnitude of the electric field, which 

is augmented for less conductive membranes.48 Differences in crossover rates lead to concentration 

imbalances that manifest as capacity fade; however, as the species concentrations evolve over time, 

the diffusive and migration fluxes eventually approach a steady state, leading to stable capacities 

well below the expected theoretical capacity. Similar effects have been reported in earlier 

experimental cell cycling studies, where more selective (i.e., lower conductivity, lower 

permeability) membranes displayed higher capacity fade rates.137,138 Indeed, our model begins to 

shed further light on the theoretical underpinnings that govern these phenomenological 

observations, further underscoring the value of this framework for understanding performance 

characteristics. 



129 
 

 

Figure III-7. Discharge capacity as a function of cycle number for pre-mixed electrolytes with varying 
redox species diffusion coefficients ( m m

A A
D D += ) and varying membrane conductivities. The diffusion 

coefficients of B and B+ are also identical and fixed at m m
B B

D D += =10‒12 m2 s‒1. The gray dashed line 

indicates the theoretical capacity. For all simulations, I = 25.5 mA (10 mA cm–2), ,
A
oC − = ,o

B
C +

+ = 500 mol m–

3 for the first half-cycle, lm = 100 μm, Rc = 0 Ω, Az  = Bz  = 1, A
z +  = B

z +  = 2, ξ  = 0, and Q = 10 mL min–

1 for both electrolytes. For all species, jD∞ = 1 × 10–9 m2 s–1 and Kj = 1. 
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6. Treatment of electrochemical kinetics 

Thus far, we have contemplated redox couples, electrolyte formulations, and electrode 

combinations which obviate kinetic losses; however, several contemporary RFB chemistries (e.g., 

all-vanadium, iron-chromium) exhibit sluggish redox kinetics that contribute measurably to VE.15 

While the derivation of analytical solutions to the mass balances for galvanostatic cycling is the 

primary focus of this work, it is worth considering how predictions for the cell voltage and VE 

may be refined through extensions of this mathematical framework. 

Describing increasingly complex kinetic and ohmic losses presents a tradeoff between accurate 

predictions of the cell voltage and tractable simulation times. However, the need for incorporating 

these features ultimately depends on the redox couple properties, electrolyte conductivities, as well 

as electrode microstructures and surface chemistry. For example, sluggish redox reactions may 

necessitate treatment of electrochemical kinetics whereas thicker electrodes (e.g., carbon felts) and 

low electrolyte conductivities may require consideration of distributed ohmic losses. To exemplify 

these differences, we explore models for Butler-Volmer kinetics and one-dimensional (1D) porous 

electrodes. We describe electrochemical kinetics using the Butler-Volmer equation, shown in 

Equations (III.43) and (III.44) using the formal redox potential and the standard rate constant. 

 exp exps c
n o A A

a sF Fi Fk C C
RT RT
α αη η+

+ +
+ ++ +     

= −    
    

−
 (III.43) 

 exp exps c
n o B B

a sF Fi Fk C C
RT RT
α αη η+

−
− − − −

−    
= −    

    

−
 (III.44) 

ni
+  and ni

−  (A m‒2) are the interfacial current densities in the positive and negative half-cell, 

respectively; ko,+ and ko,‒ (m s‒1) are the standard rate constants for the positive and negative redox 

couple, respectively; aα
+  and aα

−  (dimensionless) are the anodic transfer coefficients for the 
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positive and negative redox couple, respectively; cα
+  and cα

−  (dimensionless) are the cathodic 

transfer coefficients for the positive and negative redox couple, respectively; η+ and η‒ (V) are the 

overpotentials in the positive and negative half-cell, respectively. The surface concentrations can 

be determined from convective mass transport (Equation (III.23)) to give a combined expression 

for the current-voltage relationship. 
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The interfacial current densities are related to the overall current according to Equation (III.47). 

 dn ned eI A i A i+ −= = −  (III.47) 

Under galvanostatic cycling conditions, the solutions to the mass balances are not influenced by 

the kinetics and thus determination of the cell voltage (Equation (III.48)) only requires solving 

two non-linear algebraic equations at each time point. 

 ( ), ,
cell c

o o
mE E E I R R η η+ − + −− + + + −=  (III.48) 

Note that the kinetics of parasitic side reactions (e.g., solvent decomposition) cannot be treated 

explicitly within the given modeling framework, as nonlinearities in the mass balances would stifle 

analytical solutions. However, such processes could potentially be introduced by defining a 

generalized Faradaic efficiency.139 
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Additional losses associated with non-uniform reaction distributions through the electrode can 

also be treated by introducing porous electrode theory to describe overpotentials across the 

electrode-electrolyte interface. The overpotential can be expressed according to Milshtein et al. 

(Equations (III.49) – (III.51)) using the above kinetic expressions and assuming that the species 

concentrations are uniform throughout the electrode domain and that the electrode conductivity is 

significantly greater than the electrolyte conductivity.103 
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Here, x (m) is the position in the electrode, where x = 0 corresponds to the membrane-electrolyte 

interface and x = le corresponds to the electrode-current-collector interface, and κeff (S m‒1) is the 

effective electrolyte conductivity in the porous media. The cell voltage, in turn, can be determined 

according to Equation (III.52). 

 ( ), ,
cell (0) (0)o o

cmE E E I R R η η+ − + −−= − + + +  (III.52) 

Now, instead of solving nonlinear algebraic equations for the electrode overpotentials, Equation 

(III.52) requires the solution of second-order boundary value problems presented by Equations 

(III.49) – (III.51); in this work, we solve these differential equations numerically using the 

chebfun package.140 Note that the explicit consideration of electrolyte conductivity in the porous 

electrode model captures distributed ohmic losses throughout the reaction volume in addition to 

those considered earlier (Rc and Rm). 
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Figure III-8 shows discharge voltage profiles simulated in the absence of capacity fade using 

Nernstian behavior (Equation (III.26)), uniform Butler-Volmer kinetics (Equation (S17)), and 

1D porous electrode kinetics (Equation (S21)). For both Butler-Volmer kinetics and the porous 

electrode, we explore different kinetic rate constants ( ok +  = ok −  = 10–3, 10–5 cm s–1) with typical 

outer-sphere, one-electron transfer coefficients ( a
+α  = c

+α  = a
−α  = c

−α  = 0.5). For the porous 

electrode, we use relatively low effective electrolyte conductivities (κeff = 10 mS cm–1) to 

accentuate disparities between the models. The relative times to generate each curve reflect the 

tradeoffs between accuracy and solvability; specifically, the Nernstian, uniform Butler-Volmer, 

and 1D porous electrode simulations required ca. 0.03 s, 5 s, and 13.5 min per cycle, respectively. 

While porous electrode theory refines the cell voltage calculation, the increase in computation time 

required to solve boundary value problems challenges simulations that span tens to hundreds of 

cycles. Moreover, in some instances, this refinement has diminishing returns; for example, redox 

couples with faster kinetics (ko,+ = ko,– > 10–3 cm s–1) are well-described by Nernstian behavior 

under most conditions, so more detailed kinetic expressions only slightly improve the accuracy. 

Lastly, we note that although the 1D porous electrode refines ohmic losses resulting from the 

electrolyte and electrode, these could also be crudely approximated using the Nernstian or uniform 

Butler-Volmer expressions through the Rc parameter. 
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Figure III-8. Discharge voltage profiles in the absence of capacity fade for varying methods of calculating 
the cell voltage: Nernstian behavior, uniform Butler-Volmer kinetics (BV), and one-dimensional porous 
electrode kinetics (1D). For all simulations, ASRΩ = 1 Ω cm2, I = 255 mA (100 mA cm–2), Q = 10 mL min–

1 for both electrolytes, and jD∞ = 1 × 10–9 m2 s–1 for all species. For BV and 1D simulations, a
+α  = c

+α  = 

a
−α  = c

−α  = 0.5 and ko,+ = ko,–. For 1D simulations, κeff = 10 mS cm–1. 
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7. Multiple electrolyte domains 

This modeling framework also enables treatment of multiple spatial domains, which may be 

incorporated to better approximate cell behavior.71 Thus far, we have treated each half-cell as a 

well-mixed, continuous domain with homogeneous reactions occurring throughout. While this 

assumption is analytically convenient and captures cycling behavior reasonably well, differences 

in residence times between the electrochemical cell, electrolyte reservoirs, and connecting tubing 

may introduce spatial variations in concentration.66,71 These effects become more pronounced 

under conditions with high reactant conversion per pass (i.e., low flow rates and high current 

densities). 

Fortunately, reactant flows manifest as first-order terms in the reactor mass balances, as 

material entering and leaving each domain is a linear function of the concentration and volumetric 

flow rate. For example, distinguishing the electrolyte storage tanks and redox flow cell yields the 

generalized mass balances shown in Equations (III.53) and (III.54). 

 ( ),

,
, ,,

tk h
f hkj tk
j j jtk h
c h t hdC Q C C R

dt V
= +∑−  (III.53) 

 ( ),

,
, , ,

,
j fc h

j j jh

fc h
tk h

c
f

jfc h
c

f
hdC Q IC C s R

dt V V F
= +∑− +  (III.54) 

Here, ,h
j
tkC  and ,h

j
fcC  (mol m–3) are the bulk concentrations of species j in the tank and the flow 

cell, respectively; Vtk,h and Vfc,h
 are the electrolyte volumes in the tank and flow cell, respectively; 

,tk h
jR∑  and ,fc h

jR∑  are loss terms in the tank and flow cell, respectively. Note that the loss terms 

in the tank comprise only species decay and self-discharge reactions whereas the loss terms in the 

flow cell also include crossover. 
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Combining the mass balances here results in a system of 12 coupled differential equations in 

contrast to 6 in the original formulation. However, solving this system of equations utilizes the 

same general strategy described in Equations (III.13) – (III.19) with volumetric flow rates 

incorporated into the matrix K. Thus, despite the small increases in computational complexity that 

arise with increasing spatial resolution, the presence of analytical solutions in more complex 

domains may still facilitate reductions in simulation time compared to numerical methods.  



137 
 

8. Conclusions 

In this work, we derived a zero-dimensional model for galvanostatic cell cycling in a redox 

flow cell. This framework enables clear elucidation of the connections between cell material 

properties, operating conditions, and performance metrics, informing molecular, electrolyte, and 

cell design rules. To this end, we described several representative scenarios, characteristic in RFB 

research and development, that can be treated with varying degrees of analytical complexity. We 

showed that upper bound estimates for VE, accessible capacity, and cycling behavior may be 

obtained from explicit analytical equations. By incorporating redox species decay, we simulated 

the effects of decomposition and self-discharge on capacity fade for diagnostic symmetric cells. 

Treatment of species crossover allowed us to explore the role of membrane / separator 

conductivity-selectivity tradeoffs in predicting capacity fade and EE for asymmetric and pre-mixed 

(pseudo-symmetric) electrolytes. Lastly, we introduced modalities for including kinetic losses, 

distributed ohmic losses, and multiple spatial domains, highlighting routes for expanding this 

framework. Considering the relative simplicity and computational efficiency of the analytically-

derived mass balances presented here, this approach is anticipated to be broadly useful for 

materials discovery, cell engineering and operation, as well as system-level techno-economic 

modeling. 
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9. List of symbols 

Roman symbols 

edA  Accessible surface area of the electrode (m2) 

mA  Geometric membrane area (m2) 

ASRΩ  Area-specific ohmic resistance (Ω m2) 
b  Constant reaction rate vector (mol m–3 s–1) 
C  Concentration vector (mol m–3) 

oC  Initial concentration vector (mol m–3) 
,

j
hC∞  Bulk concentration of species j in half-cell h (mol m–3) 
,h

j
fcC  Bulk flow cell concentration of species j in half-cell h (mol m–3) 

,h
j
oC  Initial concentration of species j in half-cell h at the beginning of each half-cycle (mol 

m–3)  
,h

j
sC  Electrode surface concentration of species j in half-cell h (mol m–3)  

,h
j
tkC  Bulk tank concentration of species j in half-cell h (mol m–3) 

siteC  Concentration of fixed ion sites in the membrane (mol m–3) 

cCap  Charge capacity (C) 

dCap  Discharge capacity (C) 
CE  Fractional coulombic efficiency 

fd  Electrode fiber diameter (m) 

jD∞  Diffusion coefficient of species j in the bulk (m2 s–1) 
m
jD  Diffusion coefficient of species j in the membrane (m2 s–1) 
,o hE  Formal redox potential in half-cell h (V) 

cE  Average charging voltage (V) 

dE  Average discharging voltage (V) 
EE  Fractional energy efficiency 

jf  Fraction of j that decays via self-discharge 
F  Faraday’s constant (96485 C mol–1) 
I  Applied current, denoted as positive for charging and negative for discharging (A) 

,
h
c jk  Crossover rate constant for species j in half-cell h (s–1) 

,d jk  Decay rate constant for species j (s–1) 

,m jk  Mass transfer coefficient for species j (m s–1) 
h
ok  Standard rate constant in half-cell h (m s–1) 

K  Rate constant matrix (s–1) 
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jK  Membrane sorption coefficient of species j 

chl  Length of flow field channels (m) 

el  Electrode thickness (m) 

ml  Membrane thickness (m) 

chn  Number of flow field channels 

jN  Flux of species j through the membrane (mol m–2 s–1) 
OCV  Open-circuit voltage (V) 

Q  Volumetric flow rate (m3 s–1) 
R  Universal gas constant (8.314 J mol–1 K–1) 

cR  Additional ohmic resistances (Ω) 
,fc h

jR  Flow cell source term for species j in half-cell h (mol m–3 s–1) 
h
jR  Source term for species j in half-cell h (mol m–3 s–1) 
,tk h

jR  Storage tank source term for species j in half-cell h (mol m–3 s–1) 

mR  Membrane ohmic resistance (Ω) 
h
js  Stoichiometric coefficient of species j in half-cell h 

t  Time (s) 

ct  Charge time (s) 

dt  Discharge time (s) 
T  Temperature (K) 
U  Eigenvector matrix of K  

,fc hV  Flow cell volume in half-cell h (m3) 
hV  Total electrolyte volume in half-cell h (m3) 
,tk hV  Tank volume in half-cell h (m3) 

VE  Fractional voltaic efficiency 
x  Position in the porous electrode (m) 

jz  Ionic charge of species j 
 
 
Greek symbols 
 

h
aα  Anodic transfer coefficient in half-cell h 
h
cα  Cathodic transfer coefficient in half-cell h 

iβ  ith element of vector β  (mol m–3 s–1) 
β  Transformed constant reaction rate vector (mol m–3 s–1) 

jγ  Dimensionless flux parameter 
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ε  Electrode porosity 
hη  Electrode overpotential in half-cell h (V) 

iθ  ith element of vector θ (mol m–3) 
o
iθ  ith element of vector oθ (mol m–3) 
θ  Transformed concentration vector (mol m–3) 

oθ  Transformed initial concentration vector (mol m–3) 

effκ  Effective electrolyte conductivity (S m–1) 

iλ  ith element of matrix Λ (s–1) 
Λ  Diagonal eigenvalue matrix of K (s–1) 
µ  Electrolyte viscosity (Pa s) 
ν  Molar ratio of solvent to fixed ion sites in the membrane 
ξ  Dimensionless electro-osmotic coefficient 
ρ  Electrolyte density (kg m–3) 

mσ  Membrane conductivity (S m–1) 

1
hΦ  Electrode potential in half-cell h (V) 
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10. Appendix A: Model simplifications for species crossover 

When considering species crossover in the absence of decay reactions, the mass balances are 

constrained by conservation of mass, as the total moles of species A and species B, mA and mB 

(mol), respectively, is constant across all states of charge in both electrolytes according to 

Equations (III.55) and (III.56). 

 , , ,
AA AA

m V C V C V C+
+ ∞ + + ∞ + − ∞ −= + +  (III.55) 

 , , ,
B B B B

m V C V C V C+ +
∞ − ∞ − +− − + ∞= + +  (III.56) 

These additional constraints reduces the system of 6 ordinary differential equations (Equation 

(13) in the main text) to a system of only 4 equations, written explicitly in Equation (III.57). 
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 (III.57) 

This system of coupled differential equations can then be solved using the framework outlined in 

Section 2.4 of the main text. Incidentally, because the rate constants here comprise a 4 × 4 matrix, 

the eigenvectors and eigenvalues can be calculated analytically. 

Note that the generalized model presented in the main text does not explicitly account for 

conservation of mass, as the concentration of decay products was not considered and therefore 

does not present additional constraints. However, when crossover and species decay are 

incorporated simultaneously, the rate constant terms in K should possess similar magnitudes such 

that the matrix is not singular. For example, if crossover rates are relatively fast and species 

decomposition is several orders of magnitude slower, the system approaches the mass conservation 
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limit described by Equations (III.55) and (III.56), causing K to be poorly scaled and potentially 

leading to errors in computing the eigendecomposition. 
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IV. Closed-form cell cycling models for predicting redox flow battery 

performance 

1. Background 

The generalized zero-dimensional models we have developed thus far are powerful for 

evaluating connections between material properties and cycling performance, yet they still require 

some computational knowledge for proper implementation. As exponential decay terms introduce 

nonlinear terms in the mass balance solution, the zero-dimensional model (Chapter III) leverages 

nonlinear algebraic solvers and numerical integration to predict key performance metrics (i.e., 

capacities, efficiencies). While these methods do not create large disruptions in simulation time, 

this can certainly frustrate its usability and may slow more computationally expensive analyses 

(e.g., optimization, controls). To overcome this limitation, exponential terms can be approximated 

through Taylor expansions to yield polynomial equations for the mass balance solutions, which 

can be further solved to give closed-form analytical expressions for capacities and efficiencies. 

Silcox et al. used an analogous approach for deriving capacity fade metrics for varying species 

decay rates and cycling conditions, providing closed-form expressions for predicting capacity fade 

characteristics under variable testing conditions.44 Using a more generalized zero-dimensional 

framework, we aim to derive analytical expressions for capacity fade and cycling efficiencies that 

incorporate multiple failure modes (i.e., crossover, species decay) and voltage losses (i.e., ohmic, 

kinetic, mass transport). From this simplified model, the key performance metrics can be 

calculated using relatively basic matrix operations, making simulations possible with less complex 

numerical methods. 
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To this end, we sought to expand on the analytical zero-dimensional framework by deriving 

approximations to the mass balance solutions, enabling fully closed-form solutions for cell cycling 

metrics. Specifically, we apply Taylor expansions to approximate exponential terms in the mass 

balances as polynomials, allowing them to be solved algebraically for charge and discharge times. 

By incorporating these polynomials into expressions for the cell voltage, we also derive analytical 

expressions for the voltaic efficiency. The resulting simplifications to the model facilitate 

significant improvements in accessibility while also further reducing the computation time. First, 

to more rigorously characterize the accuracy of the closed-form expressions, we evaluate varying 

orders of expansion (i.e., first, second, third order) and compare the root-mean squared error 

against the complete zero-dimensional model. Second, to demonstrate the accessibility of this 

framework, we develop a spreadsheet modeling package in Excel, delivering a flexible and easy-

to-use simulation tool for broader use by the RFB community. The results of this work expand the 

utility of zero-dimensional models and may facilitate their use in a wider range of experimental 

and modeling studies. Further, the availability of easy-to-use spreadsheet models can support 

efforts to educate new entrants in the RFB field and complement undergraduate curricula in 

electrochemical engineering. 
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2. Theoretical framework 

The closed-form constitutive equations developed here are derived from simplifications to the 

generalized zero-dimensional model presented in Chapter III. We start from the general mass 

balance equation, written in Equations (IV.1) – (IV.3). 
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 (IV.1) 

 d
dt

= −C b KC  (IV.2) 

 ( )0t = = oC C  (IV.3) 

Again, the analytical solution to these mass balances is Equation (IV.4). 

 ( )( )exp t= − − − oKC b K b KC  (IV.4) 

Under conditions where the rates of crossover, species decay, and self-discharge are low relative 

to the charge and discharge times (i.e., tcki << 1, tdki << 1, where ki (s–1) represents a decay or 

crossover rate constant), then the exponentials can be approximated by a Taylor expansion 

according to Equation (IV.5). 

 ( ) ( ) ( )2 31 1exp 1
2 6

t t t t− = − + − +K K K K   (IV.5) 

In the complete analytical solution, solving Equation (IV.4) for the charge and discharge times 

requires numerical methods, as the sum of exponential terms is nonlinear. By approximating these 
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terms as polynomials, the charge and discharge times can instead be derived algebraically. 

Generally, higher order polynomials provide more accurate solutions but require increasing 

mathematical complexity; to this end, we derive solutions for first, second, and third order 

approximations. 

A first-order Taylor expansion of the exponential terms yields the solution to the mass balances 

given by Equation (IV.6). 

 ( ) t= + −o oC C b KC  (IV.6) 

The charge and discharge times are defined by the minimum time required for the reacting species 

concentrations to reach zero at the electrode surface. For the charging half-cycle, the reacting 

species are A or B+, which respectively correspond to the first and fifth elements of C. Therefore, 

the charge time is the result of matrix operations corresponding to those species as given by 

Equation (IV.7).  
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Similarly, the discharge time is given by Equation (IV.8). Note that during discharge, the current 

is negative by definition. 
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 (IV.8) 

From the charge and discharge times, the coulombic efficiency, CE, can be expressed according 

to Equation (IV.9). 
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 CE
c

dt
t

=  (IV.9) 

Determining the voltaic efficiency requires integration of the cell voltage to determine the 

average charge and discharge voltage as shown in Equation (IV.10). 
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 (IV.10) 

As the derivations are comparable for charge and discharge, here we focus on the discharge 

voltage, written explicitly in Equation (IV.11). 
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∫  (IV.11) 

As the first several terms are assumed constant over the half-cycle, their integrals are fairly 

straightforward as shown in Equation (IV.12). 

 ( )( ) ( )
0

, , , ,1 dt

c c
o o o o

m m
d

E E I R R dt E E I R R
t

+ − + −− + + = − + +∫  (IV.12) 

The logarithmic concentration terms are comparatively more complex, as each surface 

concentration is given by a polynomial expression. The integral can be simplified by separating 

the logarithmic terms (Equation (IV.13)) and solved generally according to Equation (IV.14) for 

a first-order expansion. 
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∫ ∫  (IV.13) 

 ( ) ( ) ( )
0

ln ln ln
X Y YY Zt dt X Y ZX X Y

Z Z
 + = + + − − 
 ∫  (IV.14) 

Here, X, Y, and Z are constant coefficients. Each concentration term can then be combined with 

Equation (IV.12) to yield a complete closed-form expression for the discharge voltage. Finally, 
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the energy efficiency is the product of the coulombic and voltaic efficiencies as given in Equation 

(IV.15). 

 EE VE CE= ×  (IV.15) 

For the second-order expansion (Equation (IV.16)), we follow the same procedure except that 

the quadratic formula is used to solve the resulting second-order polynomials. 

 ( ) ( )2 21
2
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Note that Ki,* refers to the ith row of matrix K and that K2 is the square of matrix K. Interestingly, 

the lower root of the quadratic approximation always corresponds to the charge / discharge times, 
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as the parabolic concentration-time function for the reacting species is concave upward. 

Computing the voltaic efficiency requires integration of the logarithms, which now feature second-

order polynomials. The general form of this integral is given by Equation (IV.19) where W, X, Y, 

and Z are constant coefficients. 

( )
( ) ( )( ) ( ) ( )0

2 1 1
2 2 2

22 4 tanh tanh1ln 4 4
2

2 log log 4

W
Y ZW YY XZ

X Yt Zt dt Y XZ Y XZ
Z

Y ZW X W Y ZW Y X ZW

− −
     +

− −        + + = − −      
   

+ + + + − −  

∫

 (IV.19) 

For third-order expansions (Equation (IV.20)), we apply the cubic formula to solve the 

resulting third-order polynomials. 

 ( ) ( ) ( ) 32 32 21 1
2 6

t t t= + − − − + −o o o oC C b KC Kb K C K b K C  (IV.20) 

However, to our knowledge, a concise analytical solution does not exist for the logarithm of a 

third-order polynomial, frustrating a closed-form analytical expression for VE. As such, we 

leverage numerical integration to compute the average charge and discharge voltages. For brevity, 

the third-order derivations are discussed in Appendix A.  
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3. Assessing error for closed-form approximations 

To assess the relative error of the simplified model against the complete solution, we leveraged 

MATLAB® R2022b; similar to Chapter III, eigenvalues and eigenvectors were calculated using 

the eig function, nonlinear algebraic equations were solved implicitly using the fsolve function, 

and numerical integration was performed using the cumtrapz function. All simulation results 

presented throughout this work were performed on a Dell Latitude 7290 laptop computer with an 

Intel® Core™ i7-8650U processor (quad-core, 1.90 GHz) and a random-access memory of 16 GB. 

Figure 1 compares discharge capacities using the “complete 0-D model”—solved using numerical 

methods—to the second order closed-form approximations for differing diffusion coefficients. 

Note that the cycling conditions used here are analogous to those used to generate Figure III-6a. 

Qualitatively, the second order approximations capture capacity fade remarkably well across a 

range of different crossover rates, highlighting the efficacy of using low-order Taylor expansions 

to simplify the model equations. However, assessing the relative accuracy of these methods 

requires a more rigorous evaluation of error across a range of model inputs. 
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Figure IV-1. Comparison of the second-order approximation to results obtained from the complete 
zero-dimensional model for different membrane diffusion coefficients. All cell conditions for both 
sets of data are identical to those presented in Figure III-9. 

To expedite the process of comparing simulations across a rather excessive set of 

independently tunable input parameters, we elect to reduce the parameters to a minimum set of 

scaled parameters, which are provided in Table IV-1. For each of these dimensionless groups, we 

randomly select model inputs across a uniform distribution for physically realistic model 

conditions, and conducted all simulations for 1000 cycles to provide sufficient time for decay 

processes to proceed. However, note that the actual time represented by each cycle depends on the 

dimensional parameters, meaning that the timescales of the simulation may vary depending on 

input parameters. Additionally, we assume that both half-cell volumes are equal and that the bulk 

concentration of A and B+ are initially equal while all other concentrations are zero. We quantify 

error between the “complete 0-D model” and the closed-form approximations by comparing both 
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parity and root-mean squared error (RMSE) between the capacities and efficiencies predicted by 

the models. Results are reported for 1000 unique parameter combinations, yielding a total of 106 

data points. 

 

Table IV-1. Scaled parameters and their ranges used for comparing model outputs. 

Scaled parameter Definition Range 

Dimensionless current 
ed m

I
FA k C∞  0 – 0.25 

OCV (V) 0, 0,E E+ −−  1 – 3 
Ohmic losses (V) ( )m cI R R+  0 – 0.3 

Dimensionless permeability of A 
m

m o
A A AmD K A FC

Il
 10–7 – 10–3 

Dimensionless permeability of B+ m

m

m o
B B B

D K A FC
Il

+ + +  10–7 – 10–3 

Permeability ratio of A+ /m m
AA

D D+  0.1 – 10 

Permeability ratio of B /m m
B B

D D +  0.1 – 10 

Dimensionless electric field 
m

m m

FIl
RTAσ

 10–3 – 10 

Dimensionless electro-osmotic 
flux site

m

m
m
jDC

Il
A

ξ
ν

 0 

Dimensionless decay rate of A+ 
, Ad A

ok C V F
I

+
+

 10–7 – 0.01 

Dimensionless decay rate of B 
, Bd B

ok C V F
I
+

+

 10–7 – 0.01 

A
f +  (–) --- 0.01 – 0.99 

Bf  (–) --- 0.01 – 0.99 
Az  (–) --- 1 

B
z +  (–) --- 2 
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Figure 2 shows parity plots for discharge capacities predicted by first, second, and third order 

approximations (“predicted values”) measured against those calculated from the complete 

analytical solution (“actual values”). As the randomly generated inputs are dimensionless, we 

report the capacity as a dimensionless fraction of the theoretical capacity. Beyond the first order 

approximation, the analytical approximations describe the solution remarkably well over a 

relatively wide range of input values as indicated by the tight clustering of values around the parity 

line. The error is further quantified by the RMSE in Figure 3 for the charge and discharge 

capacities as well as the coulombic, voltaic, and energy efficiencies. Here, we calculate RMSE for 

each cycling simulation (1000 cycles) and report the average and standard deviation across all 

parameter combinations (1000 simulations). Similar trends are observed with respect to the relative 

accuracy where < 1% relative error is observed for all model inputs beyond the first order 

approximation. However, given the wide range of independent parameters, we observe 

considerable variation in the relative error, especially for the first-order approximation. For 

instance, the RMSE of the discharge capacity extends as low as ca. 10–7 and as high as ca. 0.24. 

Upon closer inspection, the simulations featuring the largest degree of inaccuracy are those with 

longer charge / discharge times and faster crossover and decay rates, which is further exacerbated 

by significant electric field contributions. Migration causes larger differences in crossover rate 

constants between charge and discharge, leading to compounding errors from cycle to cycle. These 

phenomena are reflected in the arcing features that extend from the parity line as cycling proceeds 

and later converges closer to zero (Figure 2a). 
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Figure IV-2. Parity plot comparing dimensionless discharge capacities predicted from closed-form 
approximations (“predicted capacity”) versus those determined from the complete zero-
dimensional model (“actual capacity”) for (a) first-order expansion, (b) second-order expansion, 
and (c) third-order expansion. Simulations were conducted over 1000 cycles using randomly-
generated inputs and repeated 1000 times. 

As expected, increasing the extent of Taylor expansion improves model accuracy, as the higher 

order terms better approximate the exponential function at increasing times and with faster decay 

and crossover rates. This can be seen visually by both the tighter clustering around the parity line 

(Figure 2) and the lower magnitudes of the RMSE observed in the quantitative analysis (Figure 

3). While there exist some differences between the second- and third-order approximations, the 

additional accuracy gained is diminishing and likely does not meaningfully affect results. Further, 

we reiterate that third-order expansions prohibit the derivation of closed-form expressions for VE 

and EE and introduce considerable difficulty in identifying the polynomial roots needed to predict 

charge and discharge capacities. Thus, we conclude that second-order approximations are 

sufficient for predicting performance metrics while providing a reasonably straightforward 

theoretical framework. 
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Figure IV-3. Average root-mean squared error (RMSE) for dimensionless charge and discharge 
capacities as well as coulombic, voltaic, and energy efficiencies, comparing the values predicted 
by closed-form approximations and the complete zero-dimensional model. Simulations were 
conducted over 1000 cycles using randomly-generated inputs and repeated 1000 times. Error bars 
represent the standard deviation across all of the simulations. 
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4. Developing an accessible simulation platform 

As described above, a key feature of closed-form analytical expressions is that it enables 

spreadsheet modeling of redox flow cells, which could support more accessible simulations as well 

as integration with existing modeling workflows. Considering the second- and third-order 

expansions provide comparable margins of error, and third-order expansions frustrate closed-form 

expressions for VE, we elected to leverage the simpler second-order expressions for designing a 

spreadsheet model. The model is constructed in Excel 2019 and features a wide range of variable 

input parameters corresponding to electrolyte, electrode, and membrane properties; cell 

configuration; and operating conditions. Similar to Chapter III, we use the empirical correlation 

derived by Barton et al. to compute mass transfer coefficients, which are assumed to be equal for 

all species.125 As such, the results presented here are most relevant for the custom 2.55 cm2 cell 

used in that study, although the formula for the mass transfer coefficient may be adapted to other 

embodiments. 

Figure 5 shows a snapshot of the prototype spreadsheet, featuring the input properties and 

their descriptions as well as representative outputs. The input values can be readily adjusted to 

simulate different operating conditions, electrolyte formulations, membrane properties, and 

electrode characteristics, however the model is subject to the same assumptions and limitations 

presented in Chapter III. Note that cells highlighted in blue (membrane resistance, mass transfer 

coefficient) are computed from other input values, but could be entered manually. Additionally, 

the cutoff voltages are used to set the voltage at the end of each half-cycle and are not used to 

determine the charge capacity. Matrix operations are performed in the spreadsheet to compute 

capacities and efficiencies at each cycle using results from the previous cycle. As a representative 

case, results are shown for 100 full charge / discharge cycles. For select cycles (here, cycles 1, 10, 
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20, 40, 60, 80, 100), the concentrations and cell voltage are calculated at multiple time points (here, 

1000) throughout each half-cycle to compute charge / discharge voltage profiles. 

As expected from the rigorous error analysis, the results here are consistent with behavior 

obtained using the complete zero-dimensional model. Accordingly, the accuracy of this model as 

compared with experimental systems is subject to the validity of the overarching zero-dimensional 

assumption. As noted in Chapter III, previous demonstrations have reported suitable accuracy for 

capturing charge / discharge behavior in vanadium RFBs66,68 and aqueous organic RFBs,71 and 

experimental results described in Chapter VI (vide infra) show excellent quantitative agreement. 

Importantly, performance metrics can be simulated in ~1 s after updating input parameters, 

meaning that variables can be readily manipulated to explore relationships between material 

properties and performance outputs. The rapid computations time and accessibility of the model 

could support educational efforts around RFBs and electrochemical systems. Additionally, the 

modeling framework may also help enable facile performance predictions prior to cycling 

experiments, allowing for real-time comparisons between measured characteristics and expected 

results. 
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Figure IV-4. Screenshot of the zero-dimensional spreadsheet model constructed in Excel 2019, 
showing simulation inputs and representative performance metrics. 
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5. Conclusions 

In this work, we derived closed-form expressions for galvanostatic zero-dimensional cell 

cycling models, enabling more explicit connections between material properties and performance 

characteristics. By comparing error across varying orders of approximation, we showed that 

second-order Taylor expansions were sufficient for accurately capturing performance metrics 

under physically-relevant cell cycling conditions without overly complicating the mathematical 

formulation. Using the second-order expressions, we developed a spreadsheet model in Excel, 

which can simulate flow cell performance, including the charge / discharge capacity, cycling 

efficiencies, and charge / discharge profiles. This modeling framework can potentially improve 

accessibility to RFB simulation tools, providing foundational knowledge to new entrants in the 

field and supporting broader education efforts in electrochemistry and electrochemical 

engineering. 
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6. List of symbols 

Roman symbols 

edA  Accessible surface area of the electrode (m2) 

mA  Geometric membrane area (m2) 
b  Constant reaction rate vector (mol m–3 s–1) 
C  Concentration vector (mol m–3) 

oC  Initial concentration vector (mol m–3) 
,

j
hC∞  Bulk concentration of species j in half-cell h (mol m–3) 

,h
j
oC  Initial concentration of species j in half-cell h at the beginning of each half-cycle (mol 

m–3)  

siteC  Concentration of fixed ion sites in the membrane (mol m–3) 
CE  Fractional coulombic efficiency 

m
jD  Diffusion coefficient of species j in the membrane (m2 s–1) 
,o hE  Formal redox potential in half-cell h (V) 

cE  Average charging voltage (V) 

dE  Average discharging voltage (V) 
EE  Fractional energy efficiency 

jf  Fraction of j that decays via self-discharge 
F  Faraday’s constant (96485 C mol–1) 
I  Applied current, denoted as positive for charging and negative for discharging (A) 

,
h
c jk  Crossover rate constant for species j in half-cell h (s–1) 

,d jk  Decay rate constant for species j (s–1) 

,m jk  Mass transfer coefficient for species j (m s–1) 
K  Rate constant matrix (s–1) 

jK  Membrane sorption coefficient of species j 

ml  Membrane thickness (m) 
OCV  Open-circuit voltage (V) 

R  Universal gas constant (8.314 J mol–1 K–1) 

cR  Additional ohmic resistances (Ω) 

mR  Membrane ohmic resistance (Ω) 
t  Time (s) 

ct  Charge time (s) 

dt  Discharge time (s) 
T  Temperature (K) 

hV  Total electrolyte volume in half-cell h (m3) 
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VE  Fractional voltaic efficiency 

jz  Ionic charge of species j 
 
Greek symbols 
 

ν  Molar ratio of solvent to fixed ion sites in the membrane 
ξ  Dimensionless electro-osmotic coefficient 

mσ  Membrane conductivity (S m–1) 
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7. Appendix A: Closed-form expressions for third-order expansions 

Here, we demonstrate the closed-form solution to the third-order expansion (Equation (IV.20) 

using the cubic formula. For brevity, we show a representative solution for the charging time based 

on the consumption of A. In general, there are three unique roots for a third-order polynomial, 

given by Equation (IV.21). 
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 (IV.21) 

The placeholder variables are related to the constant coefficients by Equation (IV.22). 
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Computing charging and discharging times based on other reacting species only requires 

manipulation of the terms in R, S, T, and U and selection of the minimum time for either half-

cycle. The time is represented by any of the roots depending on the curvature of the cubic function. 
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V. Too much of a good thing? Assessing performance tradeoffs of two-electron 

compounds for redox flow batteries  

1. Background 

The development of low-cost redox couples and associated electrolytes is a promising cost-

reduction pathway for redox flow batteries (RFBs).15,23 To this end, organic molecules and metal-

coordination complexes are emerging as alternative charge storage species to compete with more 

traditional inorganic salts. These candidate materials are especially compelling for meeting 

production demands, as many can be derived from abundant, widely accessible sources and 

synthesized at-scale using existing process knowledge and infrastructure.19 Further, their chemical 

structures can be functionalized to refine key properties, such as the redox potential, 

electrochemical reversibility, solubility, and stability.141–143 Of particular note is the possibility for 

these materials to support multiple electron transfers, which, in principle, may facilitate marked 

increases in capacity and concomitant decreases in energy-specific electrolyte cost.18 However, 

multi-valent redox couples are often chemically irreversible due to the increasing instability and/or 

decreasing solubility of the charged species.144 Recent research efforts have led to the advancement 

of several multi-electron transfer molecular platforms, which have been tuned to mitigate major 

decomposition pathways and promote solubility across different oxidation states in relevant 

electrolytes, furthering their viability in practical embodiments.26,145–147 Despite this progress, the 

overall impact of the multi-electron approach on cell performance has not been widely explored 

beyond proof-of-concept demonstrations.18 

While many molecular engineering challenges (e.g., stability, solubility, etc.) are universal to 

the design of redox electrolytes, the unique electron transfer mechanisms (sequential vs. concerted) 

of multi-electron compounds present a characteristic feature that may constrain their design. For 
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example, many redox-active organic molecules that undergo multi-electron transfer in aqueous 

electrolytes (e.g., phenazines,37 phenothiazines,148 and quinones119,149,150) typically exhibit 

multiple redox reactions occurring at similar potentials due to hydrogen bonding interactions 

present in these environments.38 Conversely, similar molecules used in nonaqueous electrolytes 

(e.g., bipyrimidines,151 bispyridinylidenes,152 phenazines,153 phenothiazines,145,146 quinones,154 

and viologens155,156), some used in aqueous electrolytes (e.g., viologens157–160), and metal-

coordination complexes containing non-innocent ligands26,161–163 often feature sequential electron 

transfer events with disparate and easily discernable redox potentials, ranging from 200 – 800 mV. 

Compared to the concerted mechanism, which presents minimal voltage losses (vide infra), the 

sequential mechanism imposes significant losses, increasing with the potential difference between 

redox events. Indeed, prior experimental work has shown that, during galvanostatic cell cycling, 

there is an asymmetry between voltage-time plateaus during charge and discharge: during the 

charging step, more time is spent at the higher cell voltage, while during the discharging step, more 

time is spent at the lower cell voltage.26,145–147 This augments the difference between the average 

charge and discharge voltages, lowering both the voltaic and energy efficiencies of the cell. To 

assess the efficacy of multi-electron compounds, it is necessary to understand the magnitude of 

these losses, which, in turn, requires a deeper understanding of the extent to which the molecular 

properties and cell operating conditions contribute to RFB performance. 

In this chapter, we develop three electrochemical models (Figure II-1) to understand the effect 

of two-electron compounds on cell cycling and assess their performance tradeoffs in RFBs. To 

gain initial insight into the underlying physics driving multi-electron transfer, we begin by 

analyzing the chronopotentiometric response of a one-dimensional planar electrode (Figure 

II-1a), highlighting the influence of thermodynamic and mass transport factors on electrode 
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polarization. Subsequently, using a single half-cell (Figure II-1b) to simulate galvanostatic charge 

/ discharge cycling, we show that voltaic efficiency is significantly affected by both the average 

redox potential and the potential difference between the redox events. To a lesser extent, different 

mass transfer rates between species, along with comproportionation reaction rates, further alter the 

cycling behavior. Finally, using a full cell galvanostatic cycling model (Figure II-1c), we consider 

the impact of utilizing two-electron compounds in both half-cells, which results in compounding 

inefficiencies due to additional voltage losses and charge imbalance. By connecting molecular 

properties to cell performance, we are able to propose design criteria for more efficient high-

capacity redox electrolytes—specifically, lowering the potential difference between redox events 

through molecular engineering and integrating multi-electron compounds into long-duration 

applications will greatly improve their viability. More broadly, this approach provides a 

framework for evaluating the impact of material properties on cell performance, which can be 

extended to investigate additional sources of inefficiency (e.g., activation and ohmic 

overpotentials) and other characteristic failure modes (e.g., molecular decomposition, crossover, 

etc.) for candidate systems. 

 

Figure V-1. Schematic of modeling domains for (a) chronopotentiometry at a planar electrode, (b) 
galvanostatic charging / discharging for a single half-cell with a two-electron compound A, and (c) 
galvanostatic charging / discharging of a full cell with the two-electron compounds A and B. 
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2. Theoretical framework 

The theoretical framework presented here describes concerted and sequential two-electron transfer 

processes by quantifying the voltage-time relationship typical of galvanostatic processes. 

Specifically, the sequential two-electron transfer for species A is described by Equations (V.1) 

and (V.2). 

 A A e+ −+  (V.1) 

 2A A e+ + −+  (V.2) 

In addition to heterogeneous electron transfer on the electrode surface, homogeneous 

comproportionation and disproportionation (Equation (V.3)) in the bulk must be considered when 

the redox potential of Equation (V.2) is more positive than that of Equation (V.1): 

 2 2A A A+ ++   (V.3) 

In contrast to Equations (V.1)-(V.3), species A may undergo a concerted two-electron transfer in 

which the oxidation of A proceeds directly to A2+ according to Equation (V.4). 

 2 2A A e+ −+  (V.4) 

The following sections discuss the role of thermodynamics, kinetics, and mass transport effects on 

the reactions in Equations (V.1)–(V.4), and subsequently describe model nondimensionalization 

and execution. 

 Thermodynamics and reaction kinetics 

To simplify the reaction kinetics and the overall theoretical analysis, all electrode reactions are 

assumed to be electrochemically reversible such that reactive species at the electrode surface are 

in equilibrium and their concentrations are governed by the Nernst Equation (Equations (V.5) and 

(V.6) for the first and second oxidation, respectively). We note this assumption is in agreement 
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with prior experimental literature for many of the organic molecules and metal-coordination 

complexes under consideration for use in RFBs.18,23,142 

 ( )
1 ln

s
A A

s
A

CRTE E
F C

+ 
= +   

 
 (V.5) 

 2( )
2 ln

s
A A

s
A

CRTE E
F C

+

+

 
= +   

 
 (V.6) 

In Equations (V.5) and (V.6), E (V) is the potential at the electrode surface, ( )
1

AE  (V) is the formal 

redox potential of the first oxidation (Equation (V.1)), ( )
2

AE  (V) is the formal redox potential of 

the second oxidation (Equation (V.2)), R (8.314 J mol–1 K–1) is the universal gas constant, T (K) 

is the absolute temperature (here, T = 298 K), F (96485 C mol–1) is the Faraday constant, and s
jC  

(mol m–3) is the concentration of species j at the electrode surface. It is also convenient to introduce 

( )A
avgE  as the arithmetic mean of ( )

1
AE  and ( )

2
AE . Note that throughout this work, all potentials are 

defined relative to an arbitrary reference electrode. 

The rate of bulk comproportionation, rp (mol m–3 s–1), and bulk disproportionation, rd (mol m–

3 s–1) are given by Equations (V.7) and (V.8), respectively: 

 2p p A A
r k C C +

∞ ∞=  (V.7) 

 ( )2

d d A
r k C +

∞=  (V.8) 

Where jC∞  (mol m–3) is the concentration of species j in the bulk solution and kp and kd (m3 mol–1 

s–1) are the comproportionation and disproportionation rate constants, respectively. These rate 

constants are related by the difference in formal redox potentials, ( ) ( ) ( )
2 1

A A AE E E∆ = − , according 

to Equation (V.9): 



168 
 

 ( )exp A
p d

Fk k E
RT

 = ∆ 
 

 (V.9) 

For a concerted two-electron transfer (Equation (V.4)), equilibrium concentrations at the electrode 

surface are again described by the Nernst equation as shown in Equation (V.10). 

 2( ) ln
2

s
A A

avg s
A

CRTE E
F C

+ 
= +   

 
 (V.10) 

Because the concerted step does not proceed through an intermediate, comproportionation and 

disproportionation are assumed to be negligible. 

 Chronopotentiometry at a planar electrode 

To analyze the time-dependent potential response for sequential two-electron transfer at a 

planar electrode (Figure II-1a), a one-dimensional model can be derived from the mass 

conservation equation in the absence of convection and migration (Equation (V.11)): 

 
2

2
2

j j
j

C C
D C D

t x
∂ ∂

= − ∇ = −
∂ ∂

 (V.11) 

Subject to the following initial and boundary conditions: 

 ( 0, )j jC t x C∞= =  (V.12) 

 
( , 0)j

j

C t x
D N

x
∂ =

− =
∂

 (V.13) 

 ( , )j jC t x C∞= ∞ =  (V.14) 

Where t (s) is the time, x (m) is the axial position perpendicular to the planar electrode surface, D  

(m2 s–1) is the diffusivity, which is assumed to be the same for all species, jC  (mol m–3) is the local 

concentration of species j, and jN  (mol m–2 s–1) is the molar flux of species j to the electrode 
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surface. The solution to Equations (V.11)-(V.14) for the time-dependent concentration of species 

j is given by Equation (V.15).164 
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 (V.15) 

Note that η is an integration variable. To derive the electrode potential as a function of time, 

Equation (V.16) relates the applied current, I (A), to the partial currents, 1I  and 2I  (A), for the 

reactions given in Equations (V.1) and (V.2), respectively: 

 1 2I I I= +  (V.16) 

The partial currents are equivalent to the surface fluxes according to Equations (V.17)-(V.19): 

 1
A

IN
FS

= −  (V.17) 

 1 2
A

I IN
FS FS+ = −  (V.18) 

 2
2

A

IN
FS+ =  (V.19) 

Here, S (m2) is the electrode surface area. Equation (V.15) can be combined with Equations 

(V.16)–(V.19) for each species to determine the electrode potential as a function of time using 

Equations (V.5) and (V.6). These coupled, nonlinear equations can then be solved implicitly, as 

discussed below. 

 Galvanostatic cell cycling 

To describe the effects of sequential two-electron transfers on galvanostatic charge / discharge, 

a zero-dimensional model is derived (Figure II-1b). Similar to the planar electrode case, the model 

applies a constant charging current (Equation (V.16)), which is the sum of the partial currents. 

Electrode kinetics are again described by Equations (V.5) and (V.6), and the relationship between 
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the bulk and surface concentrations of each species can be described by convective mass transfer 

(Equations (V.20) and (V.21)) and the flux balance (Equation (V.22)): 

 ( )1 ,
s

m A A AI FSk C C∞= −  (V.20) 

 ( )2 2 22 ,
s

m A A A
I FSk C C+ + +

∞= − −  (V.21) 

 ( )1 2 ,
s

m A A A
I I FSk C C+ + +

∞− = − −  (V.22) 

Here, ,m jk  (m s–1) is the mass transfer coefficient of species j. Equations (V.20)–(V.22) can be 

combined with the equilibrium expressions in Equations (V.5) and (V.6) to arrive at an expression 

for the surface concentration of A+ ( s
AC + ): 
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 (V.23) 

The surface concentration is then substituted into Equation (V.16) to solve for the electrode 

potential as a function of the time-dependent bulk concentrations (Equation (V.24)). Again, the 

coupled nonlinear algebraic equations (Equations (V.23) and (V.24)) can be solved implicitly 

(vide infra). 

 ( ) ( )2 2
( ) ( )

, 1 2,
exp exps A s A

m A A A m A A A

F FI FSk C C E E FSk C C E E
RT RT+ + + +

∞ ∞      = − − − − −            

 (V.24) 

Finally, to track changes in the bulk concentration, the system is assumed to be well-mixed such 

that the total current is uniformly distributed throughout the entire volume. Note that the model 

treats the electrode half-cell, reservoir, and connecting tubing as a single continuous domain. For 

this treatment, the mass balances on the reactor volume for each species are a system of ordinary 

differential equations as shown by Equations (V.25)–(V.28), 
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dC IV Vk C C Vk C
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+

+ +

∞
∞ ∞ ∞= − +  (V.27) 

which are subject to the initial conditions: 

 ( )0 o
j jC t C∞ = =  (V.28) 

V (m3) is the total electrolyte volume and o
jC  (mol m–3) is the initial bulk concentration. These 

coupled ordinary differential equations can be numerically solved to yield changes in bulk 

concentrations as a function of time, which can be further used to implicitly solve for the electrode 

potential (Equations (V.23) and (V.24)). 

For concerted electron transfer in the absence of comproportionation, the mass balances can 

be solved analytically, yielding time-dependent bulk concentrations and the subsequent electrode 

potential according to Equations (V.29)–(V.31): 
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 Dimensionless variables and analysis 

To reduce the total number of independent model parameters, dimensionless variables are 

introduced. Equation (V.32) defines the dimensionless concentration, m
jθ , which describes the 

concentration in state z ( { , , }z s o∈ ∞ ) normalized by the total bulk concentration, TC∞  (mol m–3), 

which remains constant: 

 
2

z z
j jz

j
A TA A

C C
C C C C

θ
+ +

∞ ∞ ∞ ∞= =
+ +

 (V.32) 

Equation (V.33) defines the dimensionless charging current, Ψ, which is derived by normalizing 

the total charging current by the mass transfer limiting current for the oxidation of A: 

 
,m A T

I
Fk SC∞Ψ =  (V.33) 

Similarly, Equation (V.34) defines a dimensionless time, τ, which normalizes the cycle time by 

the theoretical charging time for one electron: 

 
T

tI
FVC

τ ∞=  (V.34) 

The mass transfer coefficients are normalized by that of species A according to Equation (V.35) 

to yield dimensionless mass transfer coefficients, jγ : 

 ,

,

m j
j

m A

k
k

γ =  (V.35) 

Finally, Equation (V.36) scales the rate of comproportionation by the charging current to give a 

dimensionless rate constant, κ : 
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( )2

p TVk C F
I

κ
∞

=  (V.36) 

Note that for the discharging step, the current reverses sign, resulting in negative values for Ψ ,   

τ , and κ . To ensure the solutions comprise a consistent time domain ( [ ]0,2τ ∈ ), the sign of τ  is 

reversed. 

In this analysis, the coupled ODEs (Equations (V.25)–(V.28)) were solved using the ode15s 

function in MATLAB® R2018a, while nonlinear algebraic equations were solved implicitly using 

the fsolve function in the same program. Simulations were performed on a Dell Latitude 7290 

laptop computer with an Intel® Core™ i7-8650U processor (quad-core, 1.90 GHz) and random-

access memory of 16 GB. Solving each charge / discharge cycle took approximately 20 – 30 

seconds. To allow for capacity stabilization during cycling, a total of five complete charge / 

discharge cycles were simulated and results for the fifth cycle are reported, unless stated otherwise.  
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3. Chronopotentiometry at a planar electrode 

To gain insight into the underlying physics of electron transfer in two-electron compounds, we 

first model this process for a one-dimensional planar electrode (Figure II-1a). 

Chronopotentiometry is a constant-current technique that measures potential at the electrode 

surface arising from surface redox reactions coupled with boundary layer diffusion, as opposed to 

galvanostatic cycling, where transport primarily takes place via the convection of bulk species 

whose concentrations change over time. Although the modes of transport are different, 

chronopotentiometry displays analogous behavior to galvanostatic cycling and can therefore serve 

as a basis for interpreting the underlying physics present in both systems. For brevity, we examine 

only the oxidation of A to A2+ via sequential electron transfers, assuming that all species have equal 

diffusion coefficients and comproportionation reaction rates are negligible. When a constant 

current is applied to a planar electrode, the reactant species concentration at the surface decreases 

until inevitably approaching zero, which results in a sharp increase in potential. The time required 

for this process is commonly referred to as Sand’s time,33 ( )n
sandt  (s), as shown in Equation (V.37): 

 
( )2

( )
24

j jn
sand

nFSC D
t

I
π∞

=  (V.37) 

n is the number of electrons transferred per redox reaction (here, n = 1). Figure V-2a shows the 

time-dependent potential response for a constant current applied to a planar electrode for a two-

electron donating species, A, with an exemplary value of ( ) 0.6 VAE∆ = . The first plateau, 

corresponding to the oxidation of A to A+ (Equation (V.1)), is equivalent to a traditional Sand’s 

time measurement for a one-electron transfer. Then, as A+ continues to be oxidized to A2+ 

(Equation (V.2)), a much longer second plateau can be observed until eventually reaching another 

sharp increase in potential. Note that the time required to reach this second asymptote is equivalent 
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to that for a concerted two-electron transfer (Equation (V.37)); however, similar to galvanostatic 

cycling, the time spent at each plateau is unequal.26,145–147 

Although initially dissimilar plateau durations may seem unintuitive, a closer look at the 

temporal evolution of the concentration and current distributions reveals this to be a sensible 

outcome (Figure V-2b and Figure V-2c). Consistent with conventional Sand’s time, the 

concentration of species A reaches zero at (1)
sandt t= . However, as current continues to flow, A does 

not stop diffusing from the bulk; rather, the oxidation of A continues contributing significantly to 

the current, resulting in an elongation of its concentration profile. Correspondingly, the 

concentration of A+ at the surface (Figure V-2c) increases sharply as t→ (1)
sandt  but decreases more 

gradually because the partial current ( 2I ) of the second oxidation remains low as A+ freely diffuses 

away from the electrode. Thus, despite the higher potential plateau corresponding to the second 

oxidation, the first oxidation continues to supply a significant fraction of current ( 1I ), extending 

the duration of the second plateau as compared to the first. Although analytically simpler, this 

illustration of chronopotentiometric reaction-diffusion at a planar electrode is analogous to the 

physics present during galvanostatic charge / discharge and underpins the combined effects of 

thermodynamics, kinetics, and mass transfer on two-electron transfer compounds. 
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Figure V-2. (a) Chronopotentiometry at a planar electrode for a generic ( )A
avgE  and ( )AE∆ ; the response is 

independent of the applied current. (b) Temporal evolution of the dimensionless concentration profile for 
species A. (c) Temporal evolution of the dimensionless surface concentration of species A+ and the 
normalized partial currents. 
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4. Two-electron galvanostatic half-cell cycling 

With a foundational understanding of the combined factors influencing electrode polarization, 

we extended our analysis to galvanostatic charging / discharging of two-electron compounds to 

interrogate their cycling performance. Here, we consider only a single half-cell (Figure II-1b), 

assuming the other half-cell remains at a fixed reference potential of 0 V, and apply a constant, 

dimensionless charging rate for both charge and discharge (Ψ ), which is defined as the applied 

current relative to the mass transfer limiting current. The resulting potential is a measure of the 

kinetic and mass transport losses in the half-cell, but note that this model neglects ohmic losses. 

While these are generally a dominant source of voltage loss in RFBs,47 they are mostly independent 

of redox-active material properties, which are the focus of this work. To aid comparison, we 

initially assume all species have equal mass transfer coefficients ( 2 1
A A

γ γ+ += = ) and that 

comproportionation reaction rates are negligible ( 0κ = ); these complicating factors will be 

introduced subsequently and sequentially to explore their individual effects. 

Figure V-3a shows a typical charge / discharge profile for a two-electron transfer process at 

an intermediate dimensionless current ( 0.25Ψ = ), comparing the response of a concerted electron 

transfer to that of the more commonly observed sequential electron transfer both with and without 

a potential difference ( ( ) 0.6 VAE∆ =  and ( ) 0 VAE∆ = , respectively). Because τ  is non-

dimensionalized by the charging capacity for a one-electron transfer, the theoretical capacity for 

the two-electron system is, by definition, 2τ = . The accessed capacity (i.e., the maximum value 

of τ ) is directly related to the applied current—in the case of equal mass transfer coefficients, the 

accessed capacity equals 2(1 )−Ψ . This means that, in the case of 0.25Ψ = , the electrolyte 

undergoes a state of charge (SOC) swing between 12.5% and 87.5% and accesses 75% of the 

theoretical capacity. Comparing the electrochemical responses, we initially observe a non-
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negligible difference between the concerted and sequential ( ( ) 0 VAE∆ = ) electron transfer 

mechanisms. Specifically, there is a slightly larger difference between average charging and 

discharging potentials calculated for the sequential mechanism (31.3 mV) compared to the 

concerted mechanism (19.2 mV), which can be understood by considering that the sequential 

reaction proceeds through an intermediate, imposing additional mass transfer losses (and thus 

overpotential).  

When a potential difference is applied between the redox events, we observe the formation of 

two separate plateaus during cycling—during charging, the lower plateau corresponds to the 

oxidation of A to A+ (Equations (V.1)) and the higher plateau corresponds to the oxidation of A+ 

to A2+ (Equation (V.2)). For very small currents ( 0.001Ψ ≈ ), the plateaus are nearly symmetric 

(i.e., each plateau accounts for almost the same dimensionless time), and the theoretical capacity 

is accessed. However, increasing currents result in reduced accessible capacity and significant 

plateau asymmetry (Figure V-3b), as demonstrated in earlier bulk electrolysis and cell cycling 

experiments.26,145–147 Like the planar electrode case (Figure V-2c), species A is not consumed 

entirely once the second plateau is reached and continues contributing to the current, resulting in 

a slower consumption of A+ than if no A remained. At dimensionless currents above 0.5Ψ = , the 

charging profile displays a disappearance in the first plateau—at this point, the oxidation of A on 

charge and the reduction of A2+ on discharge are mass transfer limiting (zero surface concentration) 

at all points during cycling, meaning the electrode polarization is driven entirely by the second 

reaction step. Also, because the mass transfer coefficients are assumed to be equal, the resulting 

charge and discharge curves are symmetric; however, this changes under varying values of 
A

γ +  

and 2A
γ +  (vide infra), as mass transfer overpotentials contribute unequally to charge and discharge. 
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While there are several means by which the effects of asymmetry may be quantified, its most 

significant influence is on voltaic efficiency, which can be expressed as the ratio of the average 

discharge voltage to the average charge voltage. For reference, under typical cycling conditions, 

the coulombic efficiency is near unity, thus the voltaic efficiency is a reasonable approximation of 

the energy efficiency, defined as the product of the coulombic and voltaic efficiencies. In general, 

the voltaic efficiency decreases with increasing current as the effects of ohmic, kinetic, and mass 

transport losses become more pronounced, although as mentioned above, we neglect ohmic losses 

in this study. Additionally, we consider losses from only one half-cell with reversible kinetics, and 

therefore, these values should be considered as upper bounds for the voltaic efficiency under the 

specified conditions. Considering these constraints, the results obtained from this model cannot be 

quantitatively compared to the performance of experimental flow cells; however, we aim not to 

describe specific systems but rather investigate the phenomenology of multi-electron transfer, 

which is independent of more complex design features. 

 

Figure V-3. (a) Charge / discharge profiles shown for 0.25Ψ =  and different values of the potential 
difference (sequential mechanism) compared to the concerted mechanism, and (b) charge profiles for 
increasing values of dimensionless charging current ( ( ) 0.6 VAE∆ = ). Results shown for ( ) 2 VA

avgE = , 

2 1
A A

γ γ+ += = , and 0κ = . 
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Figure V-4 shows the combined effect of dimensionless charging current, potential difference, 

and average redox potential on the half-cell voltaic efficiency. Ranges chosen for the average redox 

potential and potential differences reflect values for experimentally reported redox species in 

aqueous and nonaqueous electrolytes. The curves are characterized by two distinct regions—at 

low currents, the voltaic efficiency drops rapidly with increasing current due to an imbalance 

between the two plateaus; at higher currents, where the first plateau disappears completely, the 

voltaic efficiency slope parallels that of the case where ( ) 0 VAE∆ =  with an offset in magnitude. 

Importantly, the presence of a potential difference between redox events drastically reduces voltaic 

efficiency under all conditions, though especially at increasing currents and lower average redox 

potentials, which are particularly relevant for aqueous chemistries.165 In general, voltage losses 

can be compensated with higher average redox potentials, but the half-cell voltaic efficiency for 

sequential processes may still suffer a 10 – 20% decrease at moderate currents and high cell 

voltages compared to the concerted process, which represents the maximum voltaic efficiency. 

These losses in voltaic efficiency are substantial, especially considering they only account for one 

electrochemically reversible half-cell—additional kinetic (e.g., quasireversible and irreversible 

behavior,36 low electrochemically active surface area166) and ohmic losses (e.g., electrolyte and 

membrane resistance47) will further reduce overall efficiency. 
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Figure V-4. Half-cell voltaic efficiency as a function of dimensionless charging current, comparing a 
concerted two-electron transfer to a sequential two-electron transfer with varied ( )AE∆  for increasing 
values of ( )A

avgE . Results shown for 2 1
A A

γ γ+ += =  and 0κ = .  

Additional mass transfer losses can be evaluated by relaxing the assumption that all species 

have equal mass transfer coefficients; to simplify our analysis, we will consider cases where the 

mass transfer rates of A+ and A2+ are equal ( 2A A
γ γ+ += ) but differ from A. The values used here      

( 0.8, 1.2
A

γ + = ) were estimated based on previously reported Sherwood number correlations for 

RFBs167 for typical changes in diffusivity for soluble two-electron redox species in differing 

oxidation states.26,145 Although the variations in mass transfer are relatively small, the effects can 

be readily observed from the respective charge / discharge profiles (Figure V-5a); specifically, 

the charging and discharging curves become asymmetric, as differing mass transfer rates affect the 

relative fluxes and, consequently, the surface concentrations of each species. Similar to the 

asymmetry between plateaus described already (see Figure V-4), this additional asymmetry 

impacts the half-cell voltaic efficiency (Figure V-5b). First, we observe the appearance of an 

additional change in slope at intermediate dimensionless currents corresponding to the 

disappearance of a single charge / discharge plateau. For example, when 0.8
A

γ + = , the first plateau 

on the discharging curve will disappear while the first plateau on the charging curve persists. 
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Second, as expected, slower mass transfer rates (e.g., reduced flow rates, higher electrolyte 

viscosity, larger redox-active molecules) correspond to lower voltaic efficiencies at all currents. 

 

Figure V-5. (a) Charge / discharge profiles shown for 0.25Ψ =  and (b) half-cell voltaic efficiency as a 
function of dimensionless current for varying mass transfer coefficients ( 2A A

γ γ+ += ). Results shown for 
( ) 2 VA
avgE = , ( ) 0.6 VAE∆ = , and 0κ = . 

 Given the inclusion of variable mass transfer coefficients, the differences between individual 

species thus necessitates the treatment of comproportionation reactions. When considering 

sequential electrode reactions of identical kinetic and mass transport conditions, 

comproportionation does not play a distinguishable role in determining the electrode potential as 

the species identity does not influence boundary layer fluxes.168,169 Comproportionation yields a 

shift in the time-dependent bulk concentrations toward the formation of A+ (Figure V-6a), and 

with varying mass transport coefficients, this causes charge / discharge curves to become 

increasingly asymmetric, thus accentuating voltaic efficiency losses that arise from differences in 

mass transfer (Figure V-6b). However, for comproportionation to proceed, both A and A2+ must 

be present in solution concurrently—therefore, this effect only occurs where mass transfer 

limitations lead to simultaneous oxidation of A and A+ (charging) or reduction of A2+ and A+ 
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(discharging). These simultaneous reactions only constitute a fraction of the total charging time, 

which increases with increasing current, meaning that its influence on voltaic efficiency only 

becomes discernable at dimensionless currents above 0.5Ψ ≈ . Operation under such low 

accessible capacity regimes is likely to be impractical and inefficient, and as such, we tentatively 

conclude that comproportionation for two-electron transfer is negligible under typical 

galvanostatic conditions. Note that in this treatment, comproportionation and disproportionation 

reactions are assumed to occur only in the bulk as opposed to the mass transfer boundary layer. 

This assumption ignores the expected non-linear boundary layer concentrations, although even if 

the concentrations were to change in the boundary layer, the system is still beholden to the fact 

that comproportionation reactions only occur alongside the simultaneous oxidation / reduction of 

both species, so any significant effects will still be restricted to higher currents. As a result, we 

expect this will have only minor effects on the overall voltaic efficiency and, consequently, the 

conclusions drawn here are expected to remain valid. 

 

Figure V-6. (a) Dimensionless concentration profiles as a function of dimensionless time (τ ), shown for 
the first charging step ( 0.25Ψ = ) and (b) half-cell voltaic efficiency as a function of dimensionless 
charging current (Ψ ) for varying values of the dimensionless comproportionation rate constant: 0κ = , 

100κ = , and 10000κ = . Results shown for 2 0.8
A A

γ γ+ += = , ( ) 2 VA
avgE = , and ( ) 0.6 VAE∆ = . 
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5. Full cell analysis with two-electron compounds at both electrodes 

To this point, we have only considered two-electron compounds in a half-cell, holding the 

counter half-cell at a constant reference potential (0 V). However, the presence of two-electron 

reactions in both half-cells presents additional voltage losses. Here, we introduce a second redox-

active species, B, which undergoes analogous two-electron transfer according to Equations (V.38) 

and (V.39) (Figure II-1c): 

 B B e+ −+  (V.38) 

 2B B e+ + −+  (V.39) 

Species B is subject to the same governing equations as species A, which are detailed in the SI. 

For simplicity, we once again neglect ohmic losses and assume that mass transfer rates for all 

species are equal, the latter of which implies comproportionation / disproportionation reactions 

can also be ignored. In addition, we impose ( ) ( ) 0.6 VA BE E∆ = ∆ =  and ( ) 0 VB
avgE =  for all analyses 

presented here. Note that half-cell reactions proceed in opposite directions—a positive, oxidizing 

current applied to species A corresponds to a negative, reducing current applied to species B, and 

vice versa.  

While one would correctly expect voltage losses to double in the case of a full cell if A and B 

were symmetric (i.e., equal concentrations, volumes, states of charge, transport properties, cell 

features), there are additional factors when this symmetry deviates that further hinder performance. 

In particular, we study charge imbalance (i.e., where the half-cells exist at different states of 

charge), which may result from self-discharge reactions occurring in the bulk or undesired side 

reactions (e.g., solvent or supporting salt decomposition, crossover-induced self-discharge, redox 

species decay). For one-electron compounds, this primarily impacts the accessible capacity 

because one half-cell becomes capacity-limiting during charge while the other is capacity-limiting 
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during discharge.31 For two-electron compounds, the effects of charge imbalance become more 

pronounced, significantly impacting the shape of the charge / discharge curves and the subsequent 

voltaic efficiency.146 To quantify charge imbalance between the two half-cells, we vary the initial 

dimensionless concentration of A ( o
Aθ ), assuming the initial dimensionless concentration of B2+ is 

1. 

Figure V-7a shows representative cycling profiles for the full cell potential at varying degrees 

of charge imbalance. Most notably, because each compound features a potential difference ( ( )jE∆

), the difference between plateaus is doubled for the full cell. In the presence of charge imbalance, 

an intermediate plateau appears, corresponding to the disappearance of the first potential plateau 

for one half-cell. For example, during the charging step, species A will be fully oxidized to A+ 

before species B2+ can be fully reduced to B+, resulting in the intermediate plateau, which extends 

with increasing degrees of charge imbalance. Figure V-7b shows the resultant effect of these 

behaviors on voltaic efficiency. Compared to the single half-cell examined in Figure V-4, the 

inclusion of both half-cells doubles the associated losses and further diminishes the voltaic 

efficiency. Like the case of different mass transfer rates, charge imbalance leads to a characteristic 

region corresponding to the sequential disappearance of charge / discharge plateaus at increasing 

dimensionless currents. However, despite the reduction in dimensionless capacity shown in Figure 

V-7a, charge imbalance causes only minor losses in voltaic efficiency at low to moderate currents     

( 0.2 0.5< Ψ < ). Overall, the combined effects of two-electron compounds at both electrodes and 

charge imbalance result in heightened voltaic efficiency losses compared to the single half-cell. 
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Figure V-7. (a) Charge / discharge profiles shown for 0.25Ψ =  and (b) full cell voltaic efficiency as a 
function of dimensionless current for varying extents of charge imbalance. Results shown for ( ) 2 VA

avgE =

, ( ) 0 VB
avgE = , ( ) ( ) 0.6 VA BE E∆ = ∆ = , 1jγ = , and 0κ = . 
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6. Design strategies for multi-electron RFBs 

The models explored here provide initial evidence that the multi-electron approach, while 

promising, has significant limitations if operating conditions and molecular design are not 

carefully considered. Even under optimistic conditions (i.e., losses at one electrode, reversible 

kinetics, no ohmic losses), we observe 10 – 20% losses in voltaic efficiency at moderate 

dimensionless currents ( 0.2Ψ ≈ ), and these losses grow as the average redox potential decreases 

and potential difference increases (ca. 30 – 40% losses). Therefore, the advantages of increased 

charge storage capacity in multi-electron transfer must be weighed against the drawbacks in flow 

battery performance for a given redox chemistry.  

In particular, the losses observed here for two-electron materials are driven primarily by mass 

transfer, requiring current densities well below the mass transfer limit and / or considerably high 

mass transfer coefficients to maintain high voltaic efficiency. Such conditions present a complex 

design tradeoff, where additional stack costs due to increasing cell area and pumping costs due to 

improving mass transfer rates compete with concomitant advancements in electrochemical 

performance. This may restrict the viable operating space to applications where costs are less 

dependent on energy efficiency, as the ability to tolerate voltage losses is closely tied to techno-

economics and system specifications. For example, long-duration and/or low current energy 

storage applications may be comparatively more tolerant of low voltaic efficiencies if other related 

capital costs are sufficiently low.170,171 Alternatively, higher cell voltages, enabled by nonaqueous 

electrolytes144 and certain aqueous electrolytes,172 can at least partially offset the increased 

overpotentials of multi-electron transfer (Figure V-4). 

To reduce the losses associated with sequential multi-electron transfer, molecular engineering 

efforts should aim to minimize the potential difference between electron transfer events without 
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sacrificing cell voltage, solubility, or stability. Independently tuning the properties of individual 

redox events (e.g., potential inversion173) is a significant challenge, but future molecular 

engineering campaigns can build upon previously established examples and strategies, presenting 

new opportunities for research in this area.151,152,174–177 For example, Kini et al. demonstrated that 

nonaqueous anthraquinone derivatives may undergo potential inversion by virtue of successive 

benzo substitution. Upon functionalization from the tetracyano napthaquinone to the analogous 

anthraquinone derivative, a shift is observed from sequential one-electron transfer events to a 

concerted two-electron transfer due to the distorted, non-planar molecular structure of the 

anthraquinone.174,177 Similarly, engineering the supporting electrolyte (i.e., solvent and supporting 

salt) may serve as an additional handle to modulate the properties of multi-electron redox 

couples.178–180 These examples highlight the need for a more holistic conceptualization of the 

combined steric and electronic character of such molecules that influence their electrochemical 

nature, which should serve to advance fundamental knowledge in molecular electrochemistry and 

lead to improved nonaqueous RFB chemistries. Conversely, many aqueous organic compounds 

that undergo proton-coupled electron transfer already exhibit multi-electron reactions with a 

minimal potential difference,37,148,149 but these electron transfer reactions should be carefully 

scrutinized to elucidate gaps between their redox potentials,29 as the low cell voltages of these 

systems make them more susceptible to performance losses. 
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7. Conclusions 

The emergence of charge storage materials that support the reversible transfer of multiple 

electrons provides new pathways toward high energy density, low-cost charge storage. However, 

depending on the electrochemical and transport properties of the redox electrolyte, these multi-

electron compounds face inherent design tradeoffs between improved storage capacity and 

diminished voltaic efficiency. Here, we have explored various electrochemical models to describe 

the underlying phenomenology of two-electron transfer in RFBs and to estimate upper bounds for 

these performance tradeoffs, focusing on the redox electrolyte properties and foregoing more 

complex geometric constraints. These results reveal that the charging rate (Ψ ), average redox 

potential ( ( )j
avgE ), and potential difference between redox events ( ( )jE∆ ) primarily drive voltaic 

efficiency losses, with relative mass transfer rates ( jγ ) and comproportionation rates (κ ) playing 

more nuanced roles. Considering the possible limitations, synthetic chemists and material 

scientists may seek new strategies to tune independent redox events, such as introducing concepts 

of potential inversion for nonaqueous electrolytes or leveraging existing knowledge of proton-

coupled electron transfer for aqueous electrolytes. This low-dimensional modeling approach can 

further serve as a framework to bound performance for novel charge storage materials, including 

those with more complex electron transfer mechanisms, and to predict performance prior to 

embarking on complicated and time-consuming cell cycling studies. 
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8. List of symbols 

Roman symbols  
 

z
jC  Concentration of species j in state z (mol m–3) 

TC∞  Total bulk species concentration (mol m–3) 
D  Diffusion coefficient (m2 s–1) 
E  Electrode potential (V) 

( )
1

jE  Formal redox potential for the first oxidation of species j (V) 
( )
2

jE  Formal redox potential for the second oxidation of species j (V) 
( )j
avgE  Average redox potential of species j (V) 

( )jE∆  Difference in formal redox potentials of species j (V) 
F  Faraday’s constant (96485 C mol–1) 
I  Galvanostatic charging current (A) 

1I  Partial current for the first oxidation (A) 
2I  Partial current for the second oxidation (A) 
dk  Disproportionation rate constant (m3 mol–1 s–1) 

,m jk  Convective mass transfer coefficient of species j (m s–1) 
pk  Comproportionation rate constant (m3 mol–1 s–1) 

n  Number of electrons transferred per redox reaction 
jN  Molar flux of species j (mol m–2 s–1) 

dr  Bulk disproportionation rate (mol m-3 s–1) 
pr  Bulk comproportionation rate (mol m–3 s–1) 

R  Universal gas constant (8.314 J mol–1 K–1) 
S  Electrode surface area (m2) 
t  Time (s) 

( )n
sandt  Sand’s time for a redox reaction with n  electrons (s) 

T  Temperature (K) 
V  Electrolyte volume (m3) 
x  Axial position perpendicular to the planar electrode surface (m) 

 
Greek symbols 
 

jγ  Dimensionless mass transfer coefficient of species j 
η  Integration variable (s) 

z
jθ  Dimensionless concentration of species j in state z 

κ  Dimensionless comproportionation rate 
τ  Dimensionless charging time 
Ψ  Dimensionless charging current 
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Superscripts 
 

s  Surface 
∞  Bulk solution 
o  Initial state 
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VI. A method for quantifying crossover in redox flow cells through 

compositionally unbalanced symmetric cell cycling  

1. Background 

Membrane / separator properties are often measured through a suite of ex situ techniques to 

quantify permeability and conductivity.28,136,181 While these properties offer a means to compare 

different materials, flow cell testing is necessary to evaluate transport under representative RFB 

conditions—high current densities, time-varying species concentrations. One solution is to simply 

test the membrane / separator in a flow cell with the redox chemistry of interest and report metrics 

such as rate-dependent coulombic efficiency, voltaic efficiency, and capacity retention.138 While 

this approach offers insight into membrane / separator efficacy, the results are typically obscured 

by a multitude of confounding factors including other sources of voltage loss (e.g., kinetic and 

concentration overpotentials) and capacity fade (e.g., species decay, side reactions).66,182 To isolate 

membrane / separator contributions, earlier efforts have established methods for monitoring 

crossover under controlled conditions with applied electric fields.56,52,57,61,183,60,184 For example, 

Sing and Meyers previously demonstrated a 4-chamber, 3-membrane redox flow cell design,56 

enabling direct quantification of individual modes of active species transport and leading to 

adoption by others in the RFB community.52,57 However, these experiments require a customized 

cell architecture and continuous electrolyte monitoring, challenging broad implementation and 

high-throughput experimentation. By instead devising a methodology for measuring crossover in 

a conventional flow cell configuration, we aim to develop a widely accessible tool for 

characterizing membranes / separators under well-defined operating conditions. 

In this work, we present a technique for quantifying crossover in a traditional zero-gap flow 

cell (Figure VI-1), drawing inspiration from the symmetric cell cycling method commonly used 
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to evaluate redox species stability.31,42 However, instead of maintaining equal active species 

concentrations in each half-cell, we introduce a concentration gradient, which promotes a 

continuous flux of active species through the membrane / separator, from the high concentration 

half-cell (donor) to the low concentration half-cell (receiver) during cycling. This compositionally 

unbalanced symmetric cell cycling (CUSCC) allows for characterization of crossover rates under 

galvanostatic conditions, facilitating quantification of species fluxes as a function of applied 

current. We first derive a zero-dimensional model to describe the fundamental processes that 

underpin the technique, establishing characteristic “capacity gain” behavior and examining the 

impact of varying experimental conditions and transport properties. We then conduct proof-of-

concept experiments using a model redox couple (Fe2+/3+) with a NafionTM 117 (N117) cation-

exchange membrane, demonstrating the overall utility and accuracy of the approach. Finally, we 

leverage the zero-dimensional simulations to perform parameter estimation, allowing for property 

extraction from CUSCC testing that yields values in good agreement with those obtained from 

independent ex situ measurements. Overall, this methodology provides a facile, easily-

implementable approach for measuring crossover in candidate RFB membranes / separators, 

enabling versatile and informative experimentation across a range of flow cell conditions. 
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Figure VI-1. (a) Illustrative schematic of compositionally unbalanced symmetric cell cycling (CUSCC). 
Both electrolytes are initially prepared at 50% state-of-charge (SOC) and darker colors indicate higher 
concentrations of active species. The concentration imbalance between half-cells induces a continuous flux 
of species across the membrane / separator during cycling, as indicated by the purple arrows. (b) 
Representative charge / discharge profiles, depicting the increase in capacity (i.e., capacity gain) over time 
due to crossover. (c) Illustrative schematic of species flux through the membrane, which is a function of the 
concentration and potential gradients. (d) Representative capacity gain profiles over time, highlighting the 
influence of crossover rate on CUSCC. 
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2. Symmetric cell cycling model 

The theoretical framework used here closely follows Chapter III,182 but is modified to 

describe a symmetric cell. In general, we consider a single redox species, A, undergoing a one-

electron transfer to form A+ according to Equation (VI.1). 

 A A e+ −+  (VI.1) 

The active species A and A+ have ionic charges, zj, such that 1AA
z z+ = + . Treating each half-cell 

as one continuous, well-mixed domain, the mass balances for both species can be written according 

to Equations (VI.2) – (VI.5), where t (s) represents the time from the beginning of each half-cycle 

(i.e., charge or discharge) and the applied current, I (A) is positive for charge and negative for 

discharge. 

 
,

R
mAA

R

R

NdC I
dt V F V

A∞

= − +  (VI.2) 

 
,

R
mA A

R

RdC NI
dt V F V

A+ +
∞

= +  (VI.3) 

 
,

D
mAA

D

D

NdC I
dt V F V

A∞

= −  (VI.4) 

 , , , ,D D D D RR
T A AA A

R RVm C V V VC C C+ +
∞ ∞ ∞ ∞= + + +  (VI.5) 

,
j

hC∞  (mol m–3) is the bulk concentration of species j in half-cell h (either the donor electrolyte, D, 

or the receiver electrolyte, R), Vh (m3) is the constant electrolyte volume in half-cell h, F (96,485 

C mol–1) is the Faraday constant, Nj (mol m–2 s–1) is the flux of species j through the membrane / 

separator (defined as positive for transport from the donor electrolyte to the receiver electrolyte), 

Am (m2) is the membrane / separator geometric area, and mT (mol) is the total moles of A and A+, 

which is constant in the absence of active species decay. Note that Equation (VI.5) is an 
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expression of mass conservation. The governing differential equations are subject to the initial 

condition defined in Equation (VI.6), where ,o h
jC  is the concentration of species j in half-cell h at 

the beginning of the half-cycle. 

 ( ), ,0 o h
j j

hC t C∞ = =  (VI.6) 

According to Darling et al., the steady-state flux of species j from the donor to receiver 

electrolyte, Nj (mol m‒2 s‒1), can be derived analytically as shown by Equations (VI.7) and (VI.8)

, assuming that transference numbers are given by dilute solution theory, the species fluxes remain 

at steady-state (i.e., concentration changes in the membrane / separator are fast relative to 

concentration changes in the donor and receiver compartments), and the active species are minor 

charge carriers (i.e., excess supporting salt concentration).48 
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 (VI.8) 

m
jD  (m2 s‒1) is the diffusion coefficient of species j through the membrane / separator, Kj 

(dimensionless) is the partition coefficient of species j, lm (m) is the membrane / separator 

thickness, jγ  (dimensionless) is a flux parameter for species j, mκ  (S m–1) is the membrane / 

separator ionic conductivity, R (8.314 J mol‒1 K‒1) is the universal gas constant, and T (K) is the 

absolute temperature. For an ion-selective material, ξ (dimensionless) is the electro-osmotic 

coefficient, λ (dimensionless) is the molar ratio of solvent to fixed ion sites in the membrane, and 

Csite (mol m‒3) is the concentration of fixed ion sites in the membrane. Considering the species flux 
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is linear with respect to concentration, Equation (VI.7) can be restated in terms of first-order rate 

constants as shown in Equation (VI.9).182 

 , ,
, ,D R

c j j c j jR
j m D RN A

k C k C
V

∞ ∞= −  (VI.9) 

,
h
c jk  (s‒1) is the crossover rate constant for species j in half-cell h. The mass balances can then be 

written in matrix form according to Equations (VI.10) and (VI.11). 

 d
dt

= −C b KC  (VI.10) 

 ( 0)t = = oC C  (VI.11) 

C (mol m‒3) is a column vector containing the 3 bulk species concentrations (i.e., ,
A

RC∞ , ,R
A

C +
∞ , 

,
A

DC∞ ) with ,D
A

C +
∞  given by Equation (VI.5), b (mol m‒3 s‒1) is a column vector containing 

constant terms, K (mol m‒3 s‒1) is a matrix containing the first-order rate constants, and oC  (mol 

m‒3) is a column vector containing the initial concentrations. Because K is a positive semi-definite 

matrix, the mass balances can be solved analytically to yield Equation (VI.12). 

 ( )( )( )1 1 1 1exp t− − − −− −= − oC U b bΛ U Λ Λ U ΛUC  (VI.12) 

U (dimensionless) and Λ (s‒1) are the eigenvector and diagonal eigenvalue matrices of K, 

respectively. The charge and discharge capacities at cycle N— N
cCap  and N

dCap  (C), respectively—

are taken to be the earliest time at which one of the reacting species concentrations at the electrode 

surface, ,s h
jC  (mol m–3), reaches zero. To calculate the surface concentrations from the bulk 

concentrations, we assume that species transport is driven by advection and can be described by 

Equation (VI.13). 
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 ( ), ,
,

h s h
ed m j j jI FA k C C∞= ± −  (VI.13) 

Aed (m2) is the accessible surface area of the porous electrode, km,j (m s–1) is the mass transfer 

coefficient of species j, which is taken to be equal for all species. 

All simulations were performed using MATLAB® R2021b on a Dell Latitude 7290 laptop 

computer with an Intel® Core™ i7-8650U processor (quad-core, 1.90 GHz) and a random-access 

memory of 16 GB. Eigenvalues and eigenvectors were calculated using the eig function and 

nonlinear algebraic equations were solved implicitly using the fsolve function. Each calculation 

required < 0.05 s per cycle (i.e., charge and discharge). 
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3. Experimental procedures 

Unless noted otherwise, all materials preparation, storage, and testing were conducted under 

ambient conditions. Iron(III) chloride hexahydrate (FeCl3·6H2O, 97%), magnesium chloride 

hexahydrate (MgCl2·6H2O, 99%), chromium(III) chloride hexahydrate (CrCl3·6H2O, 98%), and 

hydrochloric acid (HCl, 37% in water) were obtained from Sigma Aldrich. Iron(II) chloride 

tetrahydrate (FeCl2·4H2O, 98%) was obtained from Alfa-Aesar. All reagents were used as 

received; FeCl2, FeCl3, MgCl2, and CrCl3 were stored at room temperature in a nitrogen box. 

Electrolytes were prepared in volumetric flasks using deionized water (Milli-Q Millipore, 18.2 

MΩ). For all tests, the donor electrolyte contained 500 mM FeCl2 and 500 mM FeCl3 dissolved in 

2 M HCl while the receiver electrolyte contained 50 mM FeCl2, 50 mM FeCl3, 450 mM CrCl3, 

and 450 mM MgCl2 dissolved in 2 M HCl. Ion-exchange membranes (N117) and porous carbon 

electrodes (SGL 29AA) were obtained from Fuel Cell Store. Prior to use, SGL 29AA electrodes 

were cut to 1.4 cm × 1.6 cm using a razor blade and subsequently heat-treated at 400 °C for 30 h 

to increase physical surface area and improve aqueous electrolyte wetting.166 

 

 Sorption measurements 

To measure partition coefficients and electrolyte uptake, 4 samples of dry, as-received N117 

were cut to 6.25 cm2 (2.5 cm × 2.5 cm) using a razor blade and soaked in separate 5 mL samples 

of donor electrolyte for 72 h.52 Wet masses were recorded after gently drying the samples with a 

Kimwipe to remove surface droplets. The samples were then soaked in 5 mL of 2 M HCl for 24 h 

to extract the absorbed species. Leached species concentrations were measured using 

microelectrode voltammetry (Figure VI-2) whereby the plateau currents are proportional to 

concentration.181 Voltammograms were recorded on a CH Instruments 760e potentiostat at 10 mV 
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s–1 using a 25-μm diameter gold working electrode (BASi), a platinum wire counter electrode 

(BASi), and a Ag/AgCl reference electrode (BASi). Prior to use, the microelectrode was polished 

on a MicroCloth pad containing an aqueous slurry of 0.05 μm alumina powder (Buehler Ltd.), 

rinsed with deionized water, and gently dried with lens paper. 

 

Figure VI-2. Representative microelectrode voltammograms measured in 50 mM FeCl2, 50 mM FeCl3, and 
2 M HCl using a 25-µm diameter gold microelectrode, Pt wire pseudo-reference electrode, and Pt coil 
counter electrode. Voltammograms were recorded at 10 mV s–1 between potentials of ±300 mV vs Pt. 

 H-cell testing 

Permeability was measured in an H-cell configuration featuring two ca. 20 mL reservoirs 

separated by a N117 membrane. Prior to use, N117 was soaked overnight in 2 M HCl. 15 mL of 

each electrolyte (donor and receiver) was added to their respective reservoirs and stirring was 

maintained at 600 rpm using 1-cm Teflon stir bars. Both reservoirs were exposed to the atmosphere 

(ca. 20 °C) throughout the experiment. The receiver electrolyte was equipped with a freshly-
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polished 25-μm diameter gold microelectrode (working electrode) and two platinum wires 

(counter and pseudo-reference). Concentrations were measured every hour using 

chronoamperometry—electrode potentials of ±250 mV vs Pt were held for 10 s and the current 

was averaged over the final second. Potentials were selected such that the steady-state current was 

in the plateau region of the voltammogram (Figure VI-2). The current was normalized against the 

initial reading to calculate increases in concentration over time (Figure VI-3a).185 The 

permeability of each species j through the membrane, Pj (m2 s–1), was determined via linear 

regression (Figure VI-3b) using Equation (VI.14).186,187 
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( ) ( )

,

, ,ln 1 2
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j R D
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R
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j j

C tl V dP
A dt C t C t

∞

∞ ∞

  
= − −   +   

 (VI.14) 

The diffusion coefficient can be calculated from the permeability and the partition coefficient by 

Equation (VI.15). 

 j j jP K D=  (VI.15) 

 

Figure VI-3. H-cell permeability data. (a) Concentration versus time for Fe(II) and Fe(III) measured over 
a period of 50 h. (b) Fraction of species j in the receiver electrolyte. The donor electrolyte (15 mL) initially 
contains 500 mM FeCl2, 500 mM FeCl3, and 2 M HCl while the receiver electrolyte (15 mL) initially 
contains 50 mM FeCl2, 50 mM FeCl3, 450 mM MgCl2, 450 mM CrCl3, and 2 M HCl. 
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 Flow cell testing 

Symmetric cell testing was performed on the benchtop in a custom-built, lab-scale 2.55 cm2 

redox flow cell with interdigitated flow fields, 2× SGL 29AA carbon paper electrodes in each half-

cell (compressed by ca. 20% using Teflon gaskets), and a single N117 cation-exchange 

membrane.42 Prior to cell construction, all membranes were soaked overnight in 2 M HCl. 15 mL 

of each electrolyte (donor and receiver) were stored in 25 mL media bottles and delivered to the 

cell at 20 mL min‒1 through Masterflex L/S 14 Versilon tubing using a Masterflex peristaltic pump. 

Prior to cycling, electrolyte was circulated for 5 min to promote component wetting and bubble 

removal, and electrochemical impedance spectroscopy (EIS) was performed at open-circuit 

potential (200 kHz to 100 mHz, 10 mV amplitude) to determine the high-frequency resistance. 

Galvanostatic cycling was conducted at varying current densities with voltage cutoffs set to ±400, 

±450, and ±550 mV for 20, 50, and 100 mA cm–2, respectively, which were selected such that the 

ohmically-corrected voltage limits were ca. ±400 mV. Considering the redox potential of Fe2+/3+, 

we do not anticipate nor observe any side reactions for the materials and operating conditions 

studied here. The current collector in the receiver electrolyte was set as the working electrode to 

ensure the conditions in the flow cell were consistent with conventions for current in the zero-

dimensional model. All electrochemical tests were performed using either a Biologic VMP-3 

potentiostat or a Biologic VSP potentiostat. 

Membrane conductivity was measured using the same flow cell design in a single-electrolyte 

configuration. Initially, the cell was assembled with 4× stacked N117 membranes—soaked 

overnight in 2 M HCl—and donor electrolyte was circulated at 20 mL min–1 for 30 min to promote 

component wetting and bubble removal. EIS was performed every 15 min at open-circuit potential 

(200 kHz to 100 mHz, 10 mV amplitude) for 2 h to ensure that the high-frequency resistance 
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stabilized. The ohmic resistance was taken to be the high-frequency resistance measured at the end 

of 2 h. We then disassembled the cell, removed a N117 membrane, reassembled the cell with the 

same components, and repeated the EIS measurements. Conductivity was determined from the 

slope of the ohmic resistance versus number of membranes (Figure VI-4). Assuming contact 

resistance between membranes in negligible, the conductivity can be determined from the slope of 

the resistance versus number of membranes (dRΩ / dN117) according to Equation (VI.16). 

 
Ω

N117

m
m

m

κ l
dR A

d

=
 
 
 

 (VI.16) 

The slope in Figure S3 is 0.25 ± 0.02 Ω, yielding a conductivity of 3.6 ± 0.2 S m–1. 

 

Figure VI-4. Ohmic resistance versus number of N117 membranes determined from electrochemical 
impedance spectroscopy using the donor electrolyte—500 mM FeCl2, 500 mM FeCl3, and 2 M HCl—in a 
single electrolyte configuration. 
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4. Modeling compositionally unbalanced symmetric cell cycling (CUSCC) 

To provide theoretical underpinnings for this technique, we first present a representative 

analysis using a zero-dimensional model, highlighting the characteristic impact of different 

membrane / separator properties. For this preliminary assessment, we use input parameters (Table 

VI-1) that approximate the cell conditions used in subsequent experimental analyses. Figure VI-5 

shows representative CUSCC simulations, featuring capacity gain profiles as a function of the 

applied current density for varying membrane / separator conductivities. Here, the capacity gain is 

the difference between the measured capacity and the initial value of the discharge capacity for the 

first cycle (i.e., N 1
d dCap Cap− ). Capacity gain is a useful metric for presenting the data in these 

studies, but note that the absolute magnitude of the accessible capacity depends on mass transport 

rates and current density (Figure VI-6). For context, the initial theoretical capacity in the receiver 

electrolyte is 40.2 mAh, whereas the accessed capacities in Figure VI-5a are 37.6, 30.9, and 19.8 

mAh for 20, 50, and 100 mA cm–2, respectively. As crossover progresses, the system eventually 

approaches an equilibrium state where the electrolytes are fully mixed and concentration gradients 

across the membrane / separator are diminished. This results in the capacity gain trending toward 

a plateau region, which represents a conventional symmetric cell. Under the conditions shown in 

Figure VI-5, the theoretical discharge capacity for fully-mixed electrolytes would be 221 mAh, 

corresponding to capacity rise values of ca. 181 mAh. Note that at lower capacities, the time for 

each cycle is shorter, resulting in a higher number of data points earlier in the experiment. 
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Table VI-1. Constant input properties used for CUSCC simulations. 

Property Value 
lm (m) 2 × 10–4 

Am (m2) 2.55 × 10–4 
Aedkm,j (m3 s–1) 1 × 10–7 

VR (m3) 1.5 × 10–5 
VD (m3) 1.5 × 10–5 
zA (–) 2 
zA+ (–) 3 
KA (–) 1 
KA+ (–) 1 

ξ  (–) 0 
,R

A
oC  (mol m–3) 50 

,
A
o RC +  (mol m–3) 50 
,D

A
oC  (mol m–3) 500 

,
A
o DC +  (mol m–3) 500 

 

During the course of cycling, crossover fluxes are driven by spatial gradients in concentration 

and potential, which gradually increases the receiver electrolyte concentration (i.e., the capacity-

limiting side of the symmetric cell) and, consequently, the accessible charge / discharge capacity. 

Diffusive crossover continuously drives species from the donor electrolyte to the receiver 

electrolyte, but the flux of each species varies throughout a particular half-cycle due to changing 

bulk concentrations during charge and discharge. In the absence of migration effects (i.e., zero 

current, infinite ionic conductivity), the capacity gain has a lower bound determined by the 

permeability of the active species. This limiting behavior is shown by the gray lines in Figure 

VI-5  and Figure VI-6 and is based on the gains in theoretical capacity calculated from increasing 

total active species concentration (Equation (VI.14)). 

The application of current induces a potential gradient across the membrane / separator, 

altering the rate of ion transport and accelerating capacity gain, as the net crossover of ionic active 



206 
 

species is driven by both diffusion and migration. This capacity gain grows larger for less 

conductive membranes / separators (e.g., Figure VI-5a) that incur a larger potential gradient at a 

given current density, further increasing migration fluxes. Alternating the current between charge 

and discharge also imposes differences in the relative contributions of diffusion and migration for 

each half-cycle. Using positively-charged species, the direction of diffusion and migration fluxes 

are aligned during the discharge half-cycle and opposed during the charge half-cycle (Equation 

(VI.7)). Despite this alternating polarity, the capacity gain still corresponds with changes in the 

potential gradient strength—growing with increasing current density and decreasing 

conductivity—as the relatively steady capacity gain via diffusion ensures that the discharge half-

cycle is longer than the preceding charge half-cycle, resulting in net crossover via migration. 

 

Figure VI-5. Simulated capacity gain profiles for varying current densities and membrane / separator 
conductivities. For clarity, only discharge capacities are shown. For all simulations, 

12 2 15 10 m sm m
A A

D D +
− −= = ×  and all other inputs are shown in Table VI-1. Gray dashed lines represent the 

theoretical capacity gain in the absence of an applied current density. Note the theoretical equilibrium 
capacity for fully mixed electrolytes would be ca. 221 mAh, corresponding to capacity rise values of ca. 
181 mAh. 
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Figure VI-6. Simulated discharge capacity at varying current density and membrane / separator 
conductivity. For all simulations, 12 2 15 10 m sm m

A A
D D +

− −= = ×  and all other inputs are shown in Table VI-1. 
Gray dashed lines represent the theoretical capacity gain in the absence of an applied current density. Note 
the initial theoretical capacity is ca. 41 mAh while the theoretical equilibrium capacity for fully mixed 
electrolytes would be ca. 221 mAh. 

CUSCC also displays characteristic features that distinguish each species, enabling 

quantitative disambiguation of their respective transport properties. Specifically, the initial charge 

capacity is determined by the concentration of A ( ,
A

RC∞ ), meaning it will only be influenced by the 

net crossover of that species. The subsequent discharge capacity will depend on the concentration 

of A+ ( ,R
A

C +
∞ ), which is influenced by the net crossover of both species (A and A+) during the charge 

half-cycle and by the net crossover of A+ during the discharge half-cycle. As this process repeats 

itself, the relative contribution of each species to the respective capacity gain propagates from 

cycle to cycle. For instance, when the crossover rate of A exceeds that of A+, a greater fraction of 

the net capacity gain is measured by the charge capacity, and, when the crossover rate of A+ 

exceeds that of A, a greater fraction of the net capacity gain is measured by the discharge capacity. 
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To highlight these differences, we assess the effect of distinct diffusion coefficients by fixing 

m
AD  and varying m

A
D + . Figure VI-7 shows capacity gain profiles for a constant current density 

(100 mA cm–2) with dashed lines provided for discharge to compare against values for charge. 

When the diffusion coefficients are identical, both capacity gains follow roughly the same 

trajectory, as the open squares in Figure VI-7 align with the dashed lines and the fraction of 

capacity gain measured during charge and discharge are similar, although contributions from 

migration lead to a slightly larger capacity gain during the discharge half-cycle. Conversely, for 

m m
A A

D D +> , the charge capacity initially rises above the discharge capacity and, for m m
A A

D D +< , the 

charge capacity falls below the discharge capacity. 

 

Figure VI-7. Simulated capacity gain curves over 5 h at 100 mA cm–2 showing both charge and discharge 
capacities for varying values of m

A
D +  with fixed 12 2 15 10 m sm

AD − −= × . Lines alongside the discharge 

capacities are provided to aid in visual comparison. For all simulations, 110 mS cmmκ −=  and all other 
inputs are shown in Table VI-1. 
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The differences in capacity at this scale are subtle but can be more clearly quantified in terms 

of the coulombic efficiency (CE), shown graphically in Figure VI-8a. As the capacity gain 

between charge and discharge half-cycles can be non-uniform, it is important to distinguish 

between the discharge CE—the ratio between the discharge and charge capacity gain in the same 

cycle—and the charge CE—the ratio between the charge capacity gain and the preceding discharge 

capacity gain. For the quantitative CE definitions in Figure VI-8a, we note again that the capacity 

gain is the difference between the charge or discharge capacity and the discharge capacity in the 

first cycle. Figure VI-8b and Figure VI-8c show the discharge CE and charge CE, respectively, 

for the same data as Figure VI-7 extended over 50 h. The y-axes scale on these graphs is 

constrained to better highlight trends and thus does not show data from earlier cycles. Consistent 

with Figure VI-7, higher values of m
A

D +  relative to m
AD  correspond to larger discharge CE (Figure 

VI-8b), as the discharge capacity represents a larger fraction of the net capacity gain. The opposite 

trend is observed for the charge CE (Figure VI-8c), as the relationship between the charge and 

discharge capacity is inverted. Eventually, all values for the CE tend toward 1 as the capacity gain 

approaches the equilibrium state corresponding to the plateau region. In the case where 

11 2 110 m sm
A

D +
− −= , the discharge CE approaches this point faster than when 12 2 15 10 m sm

A
D +

− −= ×  

due to the heightened capacity gain rate. Overall, these distinct features indicate that comparisons 

between the charge and discharge CE for a given set of conditions provide clear insight into the 

relative transport rates of A and A+, suggesting that CUSCC can enable simultaneous 

characterization of both species. 
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Figure VI-8. (a) Graphical representation of the charge coulombic efficiency (CE) and the discharge CE 
with respect to charge / discharge curves. (b) Discharge CE and (c) charge CE for the simulations shown 
in Figure VI-7 extended over 50 h. The cycle time corresponds to the end of the discharge step for the 
discharge CE and the end of the charge step for the charge CE. For the simulations in (b) and (c), 

12 2 15 10 m sm
AD − −= × , 110 mS cmmκ −= , and all other inputs are shown in Table VI-1. 
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5. Experimental validation with a model system 

To demonstrate this technique experimentally, we use a model aqueous redox couple, Fe2+/3+, 

alongside a relatively robust and well-studied cation-exchange membrane—N117. We specifically 

selected a thicker Nafion variant (nominally, 183 μm) to amplify the potential difference across 

the membrane, thus inducing a stronger dependence on the applied current density (Equation 

(VI.7)). Considering the order of magnitude concentration difference established between the 

active species in the donor (1 M Fe2+/3+) and receiver (100 mM Fe2+/3+) electrolytes, additional 

“spectator” species must be added to balance the osmotic pressure and mitigate convection through 

the membrane. To this end, we selected MgCl2 and CrCl3, as they are inactive near the redox 

potential of Fe2+/3+, possess similar ionic charges with Fe2+ and Fe3+, respectively, and are stable 

and fully soluble in the chosen electrolyte (2 M HCl). Concentrations in the receiver solution were 

selected to minimize the initial starting concentration of Fe2+/3+ while ensuring sufficient mass 

transport rates to support the relatively high current density (vide infra). Note that while the 

presence of additional species may influence the equilibrium partitioning of species between the 

electrolytes and the ion-exchange membrane under extended cycling conditions, we do not 

anticipate that this will adversely impact the crossover rates under these time frames (here, < 50 

h). In fact, these conditions may be more representative of those experienced in practical 

embodiments where there are differing active species in multiple oxidation states. 

Prior to cycling, we first measured membrane properties ex situ (Table VI-2) using 

conventional techniques to establish performance expectations and provide baseline values to 

compare for parameter estimation. Based on the change in mass upon soaking in the donor 

electrolyte, the membrane exhibits some degree of swelling, resulting in higher internal free 

volume / porosity. The calculated partition coefficients and permeabilities for both active species 
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in NafionTM align with prior reports,188–190 displaying relatively high crossover rates due to 

efficient cation transport enabled by fluorinated sulfonic acid polymers. Notably, the partition 

coefficient for Fe2+ exceeds that of Fe3+, as more positively-charged species require a 

comparatively higher number of fixed ion sites to maintain electroneutrality.49 For context, N117 

has a fixed ion site concentration, Csite, that is ca. 1.65 M in the dry state (1100 g mol–1 equivalent 

weight); accounting for electrolyte-induced swelling, Csite is ca. 1.24 M, indicating Fe2+ and Fe3+ 

would account for 21% and 19% of the total available anion sites, respectively. The diffusion 

coefficient for Fe3+ is also lower than Fe2+, as the higher ionic charge likely results in a larger 

solvated radius, slowing species transport through the membrane.191 Finally, measured N117 

conductivities in the donor electrolyte are also consistent with prior studies.188 

 

Table VI-2. Comparison of membrane properties measured ex situ and predicted using data from the 
CUSCC technique over 50 h (320 data points). 

Property Measured ex situ Predicted from CUSCC 
lm (μm)a,b 198 ± 1 ----- 

KFe(II)
b 0.27 ± 0.02 ----- 

KFe(III)
b
 0.16 ± 0.01 ----- 

PFe(II) (10–11 m2 s–1) 1.15 ± 0.01c 1.12 
PFe(III) (10–11 m2 s–1) 0.44 ± 0.01c 0.30 

Fe(II)
mD  (10–11 m2 s–1)d 4.2 ± 0.3 4.2 ± 0.3 

Fe(III)
mD  (10–11 m2 s–1)d 2.8 ± 0.1 1.9 ± 0.2 

κm (S m–1) 3.1 ± 0.2c 1.96 
a Electrolyte-swollen membrane thickness 
b Average and standard deviation determined from 4 independent samples 
c Average and standard deviation determined from linear regression 
d Standard deviation determined from error propagation via Equation (15) 
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Using a zero-gap flow cell configuration, we sought to experimentally validate the CUSCC 

technique for the same model system. Considering the membrane conductivity for N117 is 

relatively high in this electrolyte, a sufficiently wide range of current densities is needed to 

generate differences in capacity rise for CUSCC. For less conductive membranes / separators (e.g., 

those used in nonaqueous RFBs192 and pH-neutral aqueous RFBs138), a smaller range of current 

densities would likely suffice (Figure VI-5). To be consistent with our simulations, we operated 

cells at 20, 50, and 100 mA cm–2 to promote differences in the migration fluxes and thus the 

capacity gain without exceeding the mass transfer limitations of the receiver electrolyte. The 

experimental results shown in Figure VI-9 display similar trends as those predicted by the zero-

dimensional modeling and support the theoretical treatment presented earlier. Note that no volume 

changes were observed in the electrolyte chambers during the cycling experiments, suggesting that 

the presence of osmotically-balancing species (MgCl2 and CrCl3) obviates any osmotic fluxes and 

that electro-osmotic fluxes are likely negligible under these conditions (i.e., ξ ≈ 0). 
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Figure VI-9. Experimental capacity gain curves for N117 measured at varying current densities (20, 50, 
and 100 mA cm–2). For clarity, only discharge capacities are shown. The donor electrolyte (15 mL) contains 
500 mM FeCl2, 500 mM FeCl3, and 2 M HCl while the receiver electrolyte (15 mL) contains 50 mM FeCl2, 
50 mM FeCl3, 450 mM MgCl2, 450 mM CrCl3, and 2 M HCl. Both electrolytes are prepared at 50% SOC 
and flow through the cell at 20 mL min–1. Black dashed lines show simulated data using best-fit values 
(Table VI-2) determined from fitting data to the zero-dimensional model. For all simulations, the partition 
coefficients and membrane thickness were taken from Table VI-2 and all other operating parameters were 
taken from Table VI-1. Mass transport coefficients (Aedkm,j) were estimated as 1.97 × 10–7 m3 s–1, 1.06 × 10–

7 m3 s–1, and 1.41 × 10–7 m3 s–1 for experiments performed at 20, 50, and 100 mA cm–2, respectively. 

The discharge CE (Figure VI-10a) and charge CE (Figure VI-10b) also provide 

complementary information to further interpret the transport characteristics of CUSCC data. As 

expected, all CE values decrease with increasing current density, which is primarily the result of 

faster cycling resulting in shorter timescales for crossover despite higher fluxes due to migration. 

Both the charge and discharge CE also tend toward 1 with increasing time, as the capacity gain 
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approaches an equilibrium state corresponding to the plateau region. Values for the discharge CE 

are also notably lower than those for the charge CE at the same current density. Consistent with 

observations made in Figure VI-8, this behavior implies that the permeability of Fe2+ is greater 

than Fe3+, which aligns with trends in the H-cell data. Finally, it is worth noting that noise in the 

data is more evident for CE compared to the capacity, which is commonly observed in 

conventional, compositionally balanced symmetric cell cycling data.23,31,185 As this is more 

pronounced at higher current densities and earlier in the experiment when concentrations are 

lower, the noise is likely due to slight variations in mass transport (e.g., advection, mixing) that 

alter the accessed capacity. However, considering the expected trends are generally preserved, we 

posit that this experimental error will not significantly influence the accuracy of extracted 

parameters. 
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Figure VI-10. Experimental (a) discharge coulombic efficiency (CE) and (b) charge CE for N117 measured 
at varying current densities (20, 50, and 100 mA cm–2). The donor electrolyte (15 mL) contains 500 mM 
FeCl2, 500 mM FeCl3, and 2 M HCl while the receiver electrolyte (15 mL) contains 50 mM FeCl2, 50 mM 
FeCl3, 450 mM MgCl2, 450 mM CrCl3, and 2 M HCl. Both electrolytes are prepared at 50% SOC and flow 
through the cell at 20 mL min–1. Black dashed lines show simulated data using best-fit values (Table VI-2) 
determined from fitting data to the zero-dimensional model. For all simulations, the partition coefficients 
and membrane thickness were taken from Table VI-2 and all other operating parameters were taken from 
Table VI-1. Mass transport coefficients (Aedkm,j) were estimated as 1.97 × 10–7 m3 s–1, 1.06 × 10–7 m3 s–1, 
and 1.41 × 10–7 m3 s–1 for experiments performed at 20, 50, and 100 mA cm–2, respectively. 
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6. Parameter extraction from CUSCC data 

Although the predicted CUSCC behavior—using properties that are measured ex situ—is 

somewhat consistent with the experimental capacity gain, we sought to determine whether this 

technique could independently evaluate membrane / separator properties, which, in turn, could 

streamline the overall characterization workflow. Considering the zero-dimensional model is 

computationally efficient—requiring < 0.05 s per cycle on a standard laptop computer—it can be 

leveraged to rapidly extract parameters from CUSCC experiments. As not all membrane properties 

are fully decoupled when calculating the flux (Equation (VI.7)), we elect to determine the key 

transport properties—conductivity and diffusivity—using the previously measured equilibrium 

properties (lm, Kj) as model inputs. To approximate the mass transfer characteristics (Equation 

(VI.13)), we use the discharge capacity measured during the first cycle. Assuming crossover is 

negligible and all species have equal mass transport coefficients, the charge and discharge 

capacities are given by Equations (VI.17) and (VI.18), respectively.182 
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Here, the initial concentration for the discharge half-cycle has been written in terms of the initial 

concentrations at the beginning of the experiment. Solving for Aedkm,j in terms of the discharge 

capacity yields Equation (VI.19). 
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Resultant values of Aedkm,j were calculated as 1.97 × 10–7 m3 s–1, 1.06 × 10–7 m3 s–1, and 1.41 × 10–

7 m3 s–1 for experiments performed at 20, 50, and 100 mA cm–2, respectively, which is consistent 

with previous studies.66,71,103 Note that this parameter could potentially be extracted from the fitting 

routine for the transport properties, however we elected to focus on the membrane characteristics 

to avoid introducing three additional fitting parameters (i.e., one for each current density). 

Using the fmincon function in MATLAB, we numerically extract the diffusion coefficients of 

both species as well as the membrane conductivity by minimizing the sum-squared error, R2 

(dimensionless) between the experimental and simulated values of the charge capacity, discharge 

capacity, charge CE, and discharge CE according to Figure VI-11. Note that we scale the charge 

and discharge capacity gains by the experimental capacity gain to ensure the order of magnitude 

and units are comparable to the charge CE and discharge CE. Additionally, as higher current 

densities provide more data points for fitting (i.e., 87 cycles at 100 mA cm–2 vs. 21 cycles at 20 

mA cm–2), which could potentially bias the output, the contributions of each data set are 

normalized by the total number of cycles. We also ignore the charge capacities measured during 

the first cycle, as small differences in capacity can lead to large errors in the discharge CE. Finally, 

because the discharge capacity gain for the first cycle is zero, the charge CE cannot be calculated 

until the third cycle, as the denominator for the second cycle is zero. The fmincon function 

minimizes R2 by varying Fe(II)
mD , Fe(III)

mD , and κm within a set of lower and upper bounds, given in 

Table VI-3, that are chosen to provide a suitable range of physically realistic values. We use the 
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ex situ properties as initial guesses to the function, although we found no differences in the best-

fit values when varying these initial guesses. 

 

Figure VI-11. Calculation of the sum-squared error, highlighting the contribution of each term used for 
the parameter extraction procedure. The error from each experiment (i.e., current density) is added 
together in the nonlinear optimization routine. 

Table VI-3. Upper and lower bounds and initial guesses used in the parameter extraction routine with 
fmincon. 

Property Lower bound Upper bound Initial guess 
Fe(II)
mD  (m2 s–1) 1 × 10–13 1 × 10–9 4.2 × 10–11 

Fe(III)
mD  (m2 s–1) 1 × 10–13 1 × 10–9 2.8 × 10–11 
κm (S m–1) 0.01 10 3.1 

 

Table VI-2 lists the best-fit values extracted from all of the measured charge and discharge 

capacities (320 total data points). These results align well with the diffusion coefficients and 

conductivities measured using ex situ methods, suggesting that the model system behaves as 

expected under CUSCC conditions. However, we note that consistency between ex situ and in situ 

methods is not expected for all redox chemistries, as membrane properties may vary with 

electrolyte SOC and with time.55,193–195 Thus, we emphasize that the transport characteristics 
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measured by CUSCC are potentially more representative of flow cell conditions, and this 

technique may better capture non-idealities for less well-behaved chemistries. Using the best-fit 

parameters as inputs, the dashed lines in Figure VI-9 show the simulated capacity gain curves 

overlaid against the experimental data, highlighting the excellent agreement observed between the 

model and the experimental data and underscoring the robustness of CUSCC to varying operating 

conditions. Similarly, the dashed lines in Figure VI-10 show simulated charge and discharge CE 

using the same set of best-fit parameters. Qualitatively, the relationships between CE and current 

density as well as between charge and discharge CE are captured by the model. However, the 

differences between the predicted and measured values are more pronounced. We posit that 

difficulties in predicting CE likely arise from experimental noise, but do not prohibit accurate 

parameter extraction, as the estimated values align with expectations and the model describes well 

the overall CUSCC performance trends. 

To this point, we have chosen a relatively arbitrary experimental timeframe (ca. 50 h) to 

establish the efficacy of the CUSCC method. However, shorter timeframes are advantageous for 

throughput, so establishing a minimum viable time could reduce barriers to adoption and improve 

the overall utility. Thus, we further scrutinize the relationships between experiment duration and 

extracted parameters to determine approximate lower bounds for CUSCC runtime. Figure VI-12 

shows best-fit values as a function of time, ranging from 5 h to 50 h. We observe a continuous, 

non-negligible drop in the best-fit values for Fe(II)
mD , Fe(III)

mD , and κm with increasing time, suggesting 

a relatively weak dependence on time after a minimum threshold is reached. We posit that these 

variations are either the result of changes in transport properties with time or artifacts from 

compounding experimental error and the fitting procedure. For instance, N117 is initially soaked 

in 2 M HCl before being exposed to the donor and receiver electrolytes, which may incur changes 
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to conductivity and permeability as the membrane equilibrates. Overall, comparing these best-fit 

values against the ex situ properties (Table VI-2), we see relatively similar characteristics at all 

times, again confirming that CUSCC can uniquely characterize membrane transport in redox flow 

cells and further establishing its efficacy for future studies. This analysis suggests that sufficient 

results are likely attainable within < 24 h of measurement, although we anticipate that the lower 

bound runtime will likely be system- and chemistry-dependent. 

 

 

Figure VI-12. Comparison of best-fit values ( Fe(II)
mD , Fe(III)

mD , and κm) as a function of experiment run-time. 
For all simulations, the partition coefficients and membrane thickness were taken from Table VI-2 and all 
other operating parameters were taken from Table VI-1. Mass transport coefficients (Aedkm,j) were 
estimated as 1.97 × 10–7 m3 s–1, 1.06 × 10–7 m3 s–1, and 1.41 × 10–7 m3 s–1 for experiments performed at 20, 
50, and 100 mA cm–2, respectively. 
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7. Conclusions 

Present characterization techniques for RFB membranes are limited in their ability to measure 

crossover in redox flow cells under dynamic concentrations and with reversing polarity. To this 

end, we introduced CUSCC as a potential platform for membrane testing in redox flow cells. Using 

a zero-dimensional model, we first evaluated the fundamental processes that underpin capacity 

gain and cycling efficiency to develop foundational understanding of the characteristic behaviors. 

We then investigated a model system—Fe2+/3+ and N117—to establish proof-of-concept 

validations for the methodology. Finally, we leveraged the zero-dimensional model to perform 

parameter extraction from experimental data, obtaining best-fit values that agree well with those 

measured by independent techniques and that accurately capture trends in capacity gain and CE. 

Importantly, the experimental framework described in this work can be easily performed with 

standard flow cell hardware, making the technique readily accessible to the RFB community. 

While this study provides theoretical foundations and proof-of-concept experimental 

validation, opportunities remain to refine and augment this method. For instance, the examples 

shown here have focused on galvanostatic operation, yet it may be possible to dynamically raster 

applied current densities during the operation of a single cell, either across full cycles or within 

half-cycles, to more quickly extract values of interest. This may be more efficacious under 

conditions where crossover is slower, enabling more total cycles before reaching equilibrium. 

Additionally, the mathematical model implemented here assumes that side reactions (e.g., self-

discharge, species decay) are negligible, however such processes can be integrated into the existing 

framework.182 Finally, we applied a simple data fitting routine to extract parameters from 

experimental measurements, and we anticipate that deeper analysis of optimization tools could 

yield more rigorous estimates of uncertainty. 
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8. List of symbols 

Roman symbols 
 

edA  Accessible surface area of the electrode (m2) 

mA  Geometric membrane / separator area (m2) 
b  Constant reaction rate vector (mol m–3 s–1) 
C  Concentration vector (mol m–3) 

oC  Initial concentration vector (mol m–3) 
,

j
hC∞  Bulk concentration of species j in half-cell h (mol m–3) 

,h
j
oC  Initial concentration of species j in half-cell h at the beginning of each half-cycle (mol 

m–3)  
,h

j
sC  Electrode surface concentration of species j in half-cell h (mol m–3)  

siteC  Concentration of fixed ion sites in the membrane (mol m–3) 
N
cCap  Charge capacity at cycle N (C) 
N
dCap  Discharge capacity at cycle N (C) 

m
jD  Diffusion coefficient of species j in the membrane / separator (m2 s–1) 

F  Faraday’s constant (96485 C mol–1) 
I  Applied current, denoted as positive for charging and negative for discharging (A) 

,
h
c jk  Crossover rate constant for species j in half-cell h (s–1) 

,m jk  Mass transfer coefficient of species j (m s–1) 
K  Rate constant matrix (s–1) 

jK  Partition coefficient of species j 

ml  Membrane / separator thickness (m) 

jN  Flux of species j through the membrane / separator (mol m–2 s–1) 

jP  Permeability of species j in the membrane / separator (m2 s–1) 
R  Universal gas constant (8.314 J mol–1 K–1) 
t  Time (s) 
T  Temperature (K) 
U  Eigenvector matrix of K  

hV  Total electrolyte volume in half-cell h (m3) 
jz  Ionic charge of species j 
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Greek symbols 
 
β  Transformed constant reaction rate vector (mol m–3 s–1) 

jγ  Dimensionless flux parameter 

mκ  Membrane conductivity (S m–1) 
λ  Molar ratio of solvent to fixed ion sites in the membrane 
Λ  Diagonal eigenvalue matrix of K (s–1) 
ξ  Dimensionless electro-osmotic coefficient 
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VII. Summary and outlook 

Redox flow batteries (RFBs) are electrochemical energy storage technologies that hold 

promise for improving the sustainability, efficiency, resiliency, and service life of the electric grid. 

In particular, the battery architecture features independently scalable energy and power, modular 

construction, and simplified maintenance, presenting opportunities for low-cost, long-duration 

storage. Despite these favorable characteristics, the projected capital costs, driven in large part by 

the constituent components of the system, prohibit widespread adoption, motivating research 

efforts to expand the materials repertoire, including novel redox couples, electrolytes, and 

membranes. Notably, the past decade has seen exciting advances, including the emergence of 

engineered molecules (e.g., redox-active organics, metal-centered coordination complexes) whose 

physical and electrochemical properties can be tuned through molecular functionalization. While 

such materials offer a new means of tuning RFB performance metrics, they also present new 

complexities for device operation, which include managing an array of parasitic processes (e.g., 

active species crossover, molecular decay, component degradation, side reactions) that result in 

heightened capacity fade and reduced cycling efficiencies. This multifaceted parameter space 

frustrates the articulation of unambiguous design criteria, as the relationships between constituent 

material properties and cell performance metrics are not yet well-understood. 

 This thesis has addressed these knowledge gaps by developing theoretical and experimental 

methods that support the rational design of RFBs. We derived and applied zero-dimensional 

models to translate material properties to cell cycling performance, establishing clear connections 

between complex design tradeoffs and enabling more informed decisions about materials 

selection. We developed and evaluated experimental tools to characterize chemical / 

electrochemical processes that govern the performance and long-term stability of RFBs. Together, 
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these central aims have provided engineering frameworks for approaching the design process by 

quantifying essential material characteristics and by presenting constitutive equations for 

predicting performance based on those properties. 

 While the work presented here has laid strong foundations for RFB engineering, there remains 

significant future work to advance these methodologies and to continue developing practical 

embodiments for energy storage. The microelectrode-based sensor discussed in Chapter II 

offered fundamental advancements for implementing microelectrodes but only pursued a proof-

of-concept implementation only in a symmetric flow cell. Further implementation of these tools 

in practical systems will provide methods to more thoroughly characterize flow cell operation. 

Ongoing work by Schubert and coworkers has evaluated the statistical accuracy of microelectrodes 

for continuous SOC and SOH measurements and also applied them to rigorously assess the 

efficacy of symmetric cell cycling.100,185,196–198 Jacquemond et al. also recently applied 

microelectrodes to measure active species crossover for characterizing transport phenomena in 

nonaqueous RFB membranes.181 Additionally, combining these operando diagnostics with zero-

dimensional modes (Chapter III) could provide additional validation for the zero-dimensional 

models while providing deeper insight into flow cell operation. Beyond traditional RFBs, such in-

line sensors may find utility in redox-mediated architectures as well as in electrosynthetic 

processes. 

 The models developed in Chapters III and IV have numerous applications for interrogating 

experimental data and integrating more complex physical processes into the theoretical 

framework. Similar to the work by Silcox et al.,44 these models can be used alongside experimental 

capacity fade data to extract quantitative assessment of redox species stability, potentially 

mediating the need for standardized experimental protocols. The methods may also be applied to 
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understand performance losses associated with scale-up—for instance, by combining multiple 

electrolyte domains and shunt currents, the analytical zero-dimensional framework could 

potentially be applied to simulate stack performance. Additionally, as closed-form analytical 

models facilitate the use of simplified simulation tools (e.g., spreadsheets), this framework may 

serve as a basis for developing modules for educational practice in electrochemical engineering 

and as platform for providing foundational knowledge to new entrants within the RFB community. 

 Chapter V discussed future directions for molecular engineering of multi-electron materials, 

arguing that attention should be directed toward methodologies to reduce the potential difference 

between redox events. Further development of molecules that display either concerted or 

energetically-similar sequential electron transfer, similar to many aqueous organic RFB 

compounds—may also yield more flexible, high-performing organic RFBs. Conversely, some 

limitations associated with these materials may be overcome through cell and system engineering. 

For example, operating at sufficiently high flow rates or low current densities can limit the voltaic 

efficiency associated with multi-electron transfer; however, we posit that the sharp decrease in cell 

voltage resulting from multiple plateaus may impose practical limitations for energy systems. 

 The development of CUSCC in Chapter VI offers new dimension to the widely used 

symmetric cell cycling technique, making it largely accessible to the RFB community, and we 

anticipate significant opportunities in technique advancement and in membrane characterization. 

As discussed already, there exist pathways for expanding the theoretical framework of CUSCC to 

incorporate additional failure modes and cycling protocols to more effectively and expeditiously 

evaluate active species crossover. Application of this method may be particularly useful for 

interrogating transport phenomena in nonaqueous RFB membranes, where comparatively little 

attention has been paid to membrane / separator design and characterization. For instance, as high 
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concentration nonaqueous RFBs begin to emerge,199,200 the effects of active species concentration 

on membrane / separator properties remains unclear. Additionally, CUSCC may find application 

in routine membrane / separator characterization workflows for both aqueous organic RFBs and 

vanadium RFBs, as property tradeoffs continue to frustrate design strategies for these systems. 

 Overall, while significant achievements have been made in the RFB field over the past several 

decades, a wide range of opportunities remain for fundamental advancement and technology 

development. We hope that the methodologies developed in this thesis accelerate those new 

directions by providing foundational theoretical and experimental tools that improve the depth of 

materials, reactor, and systems design strategies. 
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