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Abstract

This thesis presents novel parallel shared-memory multi-core algorithms, implemen-
tations, and frameworks for efficiently solving large-scale spatial clustering and com-
putational geometry problems. The primary focus is on designing theoretically-
efficient and practical algorithms that can handle the increasing demand for faster
processing speeds in spatial data sets.

In the first part of the thesis, we introduce new parallel algorithms and framework
for spatial clustering. We design new parallel algorithms for exact and approximate
DBSCAN, which match the work complexity of the best sequential algorithms while
maintaining low depth. Extensive experiments demonstrate that our algorithms
achieve massive speedup over existing algorithms and can efficiently process large-
scale data sets. We also present new parallel algorithms for hierarchical DBSCAN
(HDBSCAN) and Euclidean minimum spanning tree (EMST), including several the-
oretical results and practical optimizations. Furthermore, we propose a method to
generate a dendrogram from the minimum spanning tree (MST) of the HDBSCAN
or EMST problem. The EMST also solves single-linkage clustering. Lastly, we also
design a framework for implementing parallel grid-based clustering algorithms.

The second part of the thesis introduces our contributions to parallel algorithms
and a library for computational geometry. We contribute to three problems in com-
putational geometry: a new parallel reservation-based algorithm that can express
both randomized incremental convex hull and quickhull algorithms; a sampling-based
algorithm to reduce work for the smallest enclosing ball problem; and a parallel
batch-dynamic data structure for dynamic closest pair problem. We also introduce
ParGeo, a library for parallel computational geometry that provides various paral-
lel geometric algorithms, data structures, and graph generators. Our experimental
evaluations show significant speedups achieved by our proposed algorithms across
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different problems.
Overall, this thesis demonstrates that parallel shared-memory multi-core algo-

rithms, implementations, and frameworks can efficiently solve large-scale spatial clus-
tering and computational geometry problems both in theory and practice.

Thesis Supervisor: Julian Shun
Title: Associate Professor of Electrical Engineering and Computer Science
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1 Introduction

1.1 Motivation

Growing Data Sets and Demand In recent years, there has been a growing de-
mand for faster processing speeds for tasks related to spatial clustering and compu-
tational geometry. Data scientists and researchers use spatial clustering to recognize
patterns, analyze images, retrieve information, and perform compression. As spatial
data sets continue to grow in size and complexity with millions and billions of data
points [92, 259, 153, 118, 80], it has become increasingly challenging to process them
efficiently. Spatial clustering algorithms are commonly used for clustering GPS data
from mobile devices or social network data based on geographical proximity, with
social media like Facebook having close to 3 billion users as of 2023. Some of these
algorithms can also be applied to detect anomalies in massive data sets such as credit
card transactions or network traffic logs [200, 158].

In addition, researchers in the computational geometry and graphics community
process spatial data to obtain nearest neighbors, search for neighbors defined by a
range, generate graphs for further data mining, and detect collision among objects.
Algorithms like the closest pair algorithm are widely used for identifying similari-
ties between proteins or DNA sequences in computational biology. As another ex-
ample, the well-separated pair decomposition (WSPD) algorithm is important for
molecular dynamics simulations that identify pairs of particles that are far enough
apart [130, 129]. With these large and growing data sets, efficient processing has
become increasingly challenging.

With such rise of big data, the running time of programs that process these data
sets can significantly impact the costs in terms of money and time. In both research
and industry, reducing the time-to-completion of tasks has been shown to increase
productivity and improve user experience.

Large-Scale Computing Moore’s law is a widely known principle in the field of
computer hardware that predicts the exponential growth of transistor density on a
microchip [175], which has historically led to an increase in clock speeds of single
core machines at a rate of approximately 30% per year since the mid-1970s [156].
This increase in processing power has allowed for significant advancements in com-
puting technology. However, this trend has not continued indefinitely. Around the
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mid-2000s, Dennard scaling, which refers to the ability to reduce transistor size
while maintaining constant power density [87], stopped due to physical limitations
of hardware. This means that even though we can still fit more transistors onto a
microchip, we cannot continue to increase clock speeds at the same rate as before
without running into issues with power consumption and heat dissipation.

The physical limitations of hardware that led to the end of Dennard scaling have
had a significant impact on the development of modern computing technology. Mean-
while, the explosion of data set sizes calls for greater processing power, and has led to
the emergence of parallel processing, which breaks down a complex task into smaller
sub-tasks than can be executed simultaneously across multiple processors. This ap-
proach leads to parallel processors and machines that achieve faster speed without
relying solely on the increase in clock speed. Examples include distributed clusters,
multi-core central processing units (CPUs), graphics processing units (GPUs), field
programmable gate arrays (FPGAs), and other parallel accelerators.

The shift in processor technology towards multi-core processing has often been
referred to as the “multi-core revolution” [156]. We utilize shared-memory multi-
core machines, where different cores have access to a shared global memory. The
technology has become ubiquitous today with most personal computers and smart
phones. Commodity shared-memory multi-core machines have also become preva-
lent, supporting up to terabytes of memory and providing efficient solutions for many
problems in large-scale computing, and are available at a reasonable price [213]. For
example, Amazon EC2 offers powerful machines like r5.24xlarge with 2 × Intel Xeon
Platinum 8175M (2.50 GHz) CPUs for a total of 48 two-way hyper-threaded cores
and 768 GB of RAM at just about $6 per hour at the time of this writing.1

While general purpose GPUs have emerged as a viable option for parallel com-
puting in recent years, they are designed for workloads that require massive amounts
of parallel processing power. More specifically, they are optimized for workloads
that involve a large amount of data that can be processed using simple operations
independently. Unlike CPUs, which usually have a relatively small number of cores
that are optimized for complicated tasks, GPUs have thousands of cores optimized for
simpler calculations. The GPU architecture has made them more suitable for certain
kind of tasks, such as graphics rendering, and multiplying matrices. However, there
are a few disadvantages of using the GPUs for general purpose computing. Well-
known challenges are that the GPUs are difficult to program, and when compared
with commodity multi-core CPU machines, they also have a smaller main memory.
At the time of this writing, the amount of memory carried by an Nvidia H100 GPU
is 80 GB, which is the largest on the market, whereas shared-memory CPU machines

1https://aws.amazon.com/ec2/pricing/on-demand/
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can have terabytes of memory. While it is possible to utilize GPU computing in a
distributed setting, the communication overhead and data partitioning will lead to
new challenges. Therefore, while GPUs offer advantages over CPUs on certain tasks,
multi-core CPUs are more appealing due to their better programmability, and larger
main memory.

Our Approach This thesis argues that shared-memory multi-core machines offer
a sweet spot between programmability and efficiency, which makes them ideal for
solving many problems in spatial data processing, especially those that deal with
a large amount of data. With the growing size of data sets and an increasing de-
mand for faster processing speeds, researchers in spatial data processing have been
exploring new ways to efficiently process spatial data. One of the key motivations
for this thesis is the need to develop efficient parallel shared-memory algorithms and
programming frameworks that continue to deliver performance improvements even
at the end of Moore’s Law. With powerful commodity multi-core shared-memory
machines readily available, this thesis aims to make researchers better equipped to
tackle the computational challenges in spatial clustering and computational geome-
try. The following will be described in the rest of this section.

• In Section 1.2, we describe parallel shared-memory algorithms and program-
ming framework for spatial clustering.

• In Section 1.3, we describe parallel shared-memory algorithms and library for
computational geometry.

• In Section 1.4, we describe a summary of the thesis contribution, the thesis
statement, and a list of included papers.

1.2 Parallel Spatial Clustering

Cluster analysis, commonly known as clustering, is the general task of grouping
similar objects into groups which are known as clusters. It is a common method
of data analysis, and is used in various fields, including pattern recognition, image
analysis, information retrieval, bioinfomatics, data compression, computer graphics
and machine learning. Density-based clustering is an important type of clustering
algorithm, where clusters are identified such that each of them is a contiguous re-
gion of high-density points separated by low-density ones. In this thesis, we study
parallel algorithms for density-based spatial clustering. We study one of the most
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widely-used density-based spatial clustering methods, which is the density-based spa-
tial clustering of applications with noise (DBSCAN ) method by Ester et al. [95].
We also study hierarchical density-based spatial clustering of applications with noise
(HDBSCAN*) [61], which is later developed to enable users to explore clusters at
different scales.

The thesis first studies new parallel algorithms for exact and approximate Eu-
clidean DBSCAN that match the work complexity of the best sequential algorithms
while maintaining low depth.2 The algorithms are designed to bridge the gap between
theory and practice. For exact 2D DBSCAN, we design several parallel algorithms
that use either box or grid construction for partitioning points. Additionally, we use
three parallel procedures to determine connectivity among core points: Delaunay tri-
angulation, unit-spherical emptiness checking with line separation, and bichromatic
closest pairs. For higher-dimensional exact DBSCAN, an algorithm based on solving
the higher-dimensional bichromatic closest pairs problem is provided. Unlike many
existing parallel algorithms, these exact algorithms produce the same results accord-
ing to the standard definition of DBSCAN, without sacrificing clustering quality.
For approximate DBSCAN, a new algorithm is designed that uses parallel quadtree
construction and querying. This algorithm returns the same result as the sequential
approximate algorithm by Gan and Tao [104].

This thesis also studies HDBSCAN*, and its related problem Euclidean min-
imum spanning tree (EMST). We present practical alorithms for these problems
and prove that the theoretical work of the implementations matches their state-of-
the-art counterparts, while having polylogarithmic depth. Several other theoretical
results are presented. An EMST algorithm with subquadratic work and polylog-
arithmic depth is proposed based on a subquadratic-work sequential algorithm by
Callahan and Kosaraju [58]. An HDBSCAN* algorithm for two dimensions with
𝑂(minPts2 · 𝑛 log 𝑛) work is also presented, matching the sequential algorithm by
Berg et al. [85], along with 𝑂(minPts · log2 𝑛) depth. Finally, a work-efficient parallel
algorithm for approximate OPTICS based on the sequential algorithm by Gan and
Tao [105] is proposed.

To solve HDBSCAN*, the thesis also discusses an algorithm to generate a den-
drogram from the MST of the HDBSCAN* or EMST problem. This solves the
single-linkage clustering problem and gives a reachability plot for HDBSCAN*. The
proposed method uses a work-efficient parallel divide-and-conquer approach that
generates an Euler tour on the tree, splits it into multiple subtrees recursively gen-

2We use the work-depth model to analyze parallel algorithms’ theoretical efficiency, where work
refers to the number of operations used and depth is the length of the longest sequence of depen-
dence. We explain the model further in later sections.
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erates dendrograms for each subtree before gluing them back together. An in-order
traversal of this dendrogram gives us the reachability plot. The parallel dendrogram
algorithm is of independent interest as it can also be applied to generate dendro-
grams for other clustering problems. Finally, optimized parallel implementations of
our EMST and HDBSCAN* algorithms are provided in this thesis. A memory op-
timization technique that avoids computing and materializing many well-separated
decomposition (WSPD) pairs significantly improves our algorithms’ performance (up
to 8x faster and 10x less space).

We conducted a comprehensive experiments on synthetic and real-world datasets,
comparing the performance of our implementations to optimized sequential and ex-
isting parallel algorithms for DBSCAN and HDBSCAN*. Our exact DBSCAN im-
plementations achieved a self-relative speedup of 2-89x (24x on average) and 5-33x
(16x on average) over the fastest sequential implementations, while our approximate
DBSCAN implementations achieved a self-relative speedup of 14-44x (24x on aver-
age). Compared to existing parallel algorithms, our fastest exact implementations
were faster by up to orders of magnitude (16-6102x). For HDBSCAN, our implemen-
tation achieved a speedup of 11.13-46.69x over the fastest sequential implementations
and was at least an order of magnitude faster than existing sequential and parallel
implementations. We also demonstrate that our clustering algorithms can process
very large data sets efficiently just on a single mahcine. We compare the running
times of our fastest exact DBSCAN implementation with the state-of-the-art dis-
tributed implementation rpdbscan on several large-scale data sets. The results in
Figure 1 show that our parallel exact DBSCAN achieves several orders of magni-
tudes of speedup over rpdbscan using the same or fewer number of cores, which is
attributed to lower communication costs in shared-memory and a better algorithm.

Last but not least, grid-based clustering algorithms [205, 238, 16, 258, 117,
19, 248, 253, 65] have emerged as a popular approach for handling large multi-
dimensional point data sets. These algorithms partition the data space into a grid
structure and form clusters directly from the cells within the grid. There has been
little effort to generalize their implementations and enable simple and fast parallel
programming for spatial data sets. In this thesis, we address this gap by developing
a framework for parallel grid-based clustering that provides high-level programming
constructs for implementing various parallel grid-based clustering algorithms effi-
ciently. We show that we can implement multiple grid clustering algorithms with
high parallel speedup using our framework.
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Figure 1: Comparing the running time (seconds) of our parallel implementation of
DBSCAN with the state-of-the-art rpdbscan under varying 𝜖 parameter. The largest
data set, TeraClickLog, has over 4 billion points and 13 dimensions.

.

1.3 Parallel Computational Geometry

Looking at a broader perspective beyond spatial clustering, computational geom-
etry algorithms have significant applications in various domains such as computer
graphics, robotics, computer vision, and geographic information systems [86, 193].
This thesis describes efficient libraries of computational geometry algorithms that
the users can easily use in their high-level applications. While there are numerous
libraries available for computational geometry, most of them do not support parallel
processing [137, 96]. This thesis introduces the ParGeo library for parallel computa-
tional geometry that provides a rich set of parallel algorithms for geometric problems
and data structures such as 𝑘d-trees, 𝑘-nearest neighbor (𝑘-NN) search, range search,
well-separated pair decomposition, Euclidean minimum spanning tree, spatial sort-
ing and geometric clustering. ParGeo also includes a collection of geometric graph
generators like 𝑘-nearest neighbor graphs and various spatial networks. The algo-
rithms from ParGeo can either run sequentially or using parallel schedulers such as
OpenMP or Cilk.

We also present our contributions to three different problems in computational
geometry. Firstly, we introduce a new parallel reservation-based algorithm that can
express both the randomized incremental convex hull algorithm and the quickhull
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algorithm. Our algorithm adds multiple points in parallel per round and resolves
conflicts using a reservation technique. Additionally, we propose a sampling-based
algorithm to reduce the work for the smallest enclosing ball problem and provide
the first parallel implementation of Welzl’s classic algorithm. Thirdly, we design
a theoretically-efficient and practical parallel batch-dynamic data structure for dy-
namic closest pair. Our solution is based on efficiently maintaining a sparse partition
of points in parallel and takes a batch update of size 𝑚 to maintain the closest pair in
𝑂(𝑚(1+ log((𝑛+𝑚)/𝑚))) expected work and 𝑂(log(𝑛+𝑚) log*(𝑛+𝑚)) depth whp
Finally, we introduce a new parallel batch-dynamic binary heap that we use in our
data structure for dynamic closest pair, which itself may be of independent interest.

We test our proposed algorithms and library extensively on both synthetic and
real-world data sets. We compared the performance of our parallel implementations
against optimized sequential baselines. The results of our experiments show that our
best convex hull implementation achieves up to 44.7x self-relative speedup and up to
559x speedup against the best existing sequential implementation for R2, and up to
24.9x self-relative speedup and up to 124x speedup against the best existing sequen-
tial implementation for R3. Our sampling-based smallest enclosing ball algorithm
achieves up to 27.1x self-relative speedup and up to 178x speedup against the best
existing sequential implementation for R2 and R3. Across all implementations in
ParGeo, we achieve self-relative parallel speedups of 8.1–46.61x (on average 23.15x).
We summarize the parallel speedups in Figure 2. The ParGeo library is publicly
available,3 and more detailed experimental evaluations are presented in subsequent
sections of this thesis.

1.4 Summary of Contributions

We summarize the contribution of this thesis below with pointers to the respective
sections:

1. We describe new parallel algorithms for exact and approximate DBSCAN. The
algorithms match the work complexity of the best sequential algorithms while
maintaining low depth. We perform an extensive experiments showing our
algorithms achieve massive speedup over the existing algorithms, and is able
to process large-scale data sets efficiently. We describe these algorithms in
Section 4.

2. We describe new parallel algorithms for HDBSCAN* and EMST, including
several theoretical results and pratical optimizations. We also proposes an al-

3https://github.com/ParAlg/ParGeo
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Figure 2: Parallel speedups on a machine with 36 cores for ParGeo implementations
on uniform hypercube data sets of varying dimensions and 10 million points. We list
the exact running times in Table 11

.

gorithm to generate a dendrogram from the MST of the HDBSCAN* or EMST
problem, which solves the single-linkage clustering problem. We show our algo-
rithms achieve massive parallel speedup over the state-of-the-art. We describe
these algorithms in Section 5.

3. We describe a parallel grid clustering framework with high-level programming
constructs for efficiently implementing various grid-based clustering algorithms.
We describe the framework in Section 6.

4. We describe contributions to three problems in computational geometry. We
introduce a new parallel algorithm that can express both the randomized incre-
mental convex hull algorithm and the quickhull algorithm, propose a sampling-
based algorithm to reduce work for the smallest enclosing ball problem, and
design a parallel batch-dynamic data structure for dynamic closest pair. We
also introduce a new parallel batch-dynamic binary heap that may be of inde-
pendent interest. We describe these algorithms in Section 8.
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5. We describe the ParGeo library for parallel computational geometry. This li-
brary provides a range of parallel algorithms for geometric problems and data
structures, including 𝑘d-trees, 𝑘-NN search, range search, well-separated pair
decomposition, Euclidean minimum spanning tree, spatial sorting, and geomet-
ric clustering. Additionally, ParGeo includes a collection of geometric graph
generators. We describe ParGeo in Section 9.

Thesis statement Parallel shared-memory multi-core algorithms, implementa-
tions, and frameworks can efficiently process large-scale spatial clustering and com-
putational geometry problems both in theory and practice.

This thesis is the result of a collaborative effort among the following papers:

• Yiqiu Wang, Yan Gu, and Julian Shun. Theoretically-efficient and practical
parallel DBSCAN. In ACM SIGMOD International Conference on Manage-
ment of Data, 2020. ([239], Section 4)

• Yiqiu Wang, Shangdi Yu, Yan Gu, and Julian Shun. Fast parallel algorithms for
euclidean minimum spanning tree and hierarchical spatial clustering. In ACM
SIGMOD International Conference on Management of Data, 2021. ([244], Sec-
tion 5)

• Yiqiu Wang, Shangdi Yu, Yan Gu, and Julian Shun. A parallel batch-dynamic
data structure for the closest pair problem. In 37th International Symposium
on Computational Geometry (SoCG 2021), 2021. ([243], Section 8)

• Yiqiu Wang, Shangdi Yu, Laxman Dhulipala, Yan Gu, and Julian Shun. Ge-
oGraph: A framework for graph processing on geometric data. In SIGOPS
Oper. Syst. Rev, 2021. ([241], Section 9),

• Yiqiu Wang, Rahul Yesantharao, Shangdi Yu, Laxman Dhulipala, Yan Gu, and
Julian Shun. Pargeo: a library for parallel computational geometry. In 30th
Annual European Symposium on Algorithms (ESA 2022), 2022. ([240, 242],
Section 8, 9)
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2 Preliminaries and Notation

2.1 Computational Model

We use the work-depth model [138, 79] to analyze the theoretical efficiency of parallel
algorithms. The work of an algorithm is the number of operations used, similar to
the time complexity in the sequential RAM model. The depth is the length of the
longest sequence of dependence. By Brent’s scheduling theorem [55], an algorithm
with work 𝑊 and depth 𝐷 has overall running time 𝑊/𝑃+𝐷, where 𝑃 is the number
of processors available. In practice, the Cilk work-stealing scheduler [48] can be used
to obtain an expected running time of 𝑊/𝑃 +𝑂(𝐷). A parallel algorithm is work-
efficient if its work asymptotically matches that of the best sequential algorithm
for the problem, which is important since in practice the 𝑊/𝑃 term in the running
time often dominates.

2.2 Parallel Primitives

We give an overview of the primitives used in our new parallel algorithms in this
thesis.

Prefix sum takes as input an array 𝐴 of length 𝑛, and returns the array
(0, 𝐴[0], 𝐴[0]+𝐴[1], . . . ,

∑︀𝑛−2
𝑖=0 𝐴[𝑖]) as well as the overall sum,

∑︀𝑛−1
𝑖=0 𝐴[𝑖]. Prefix sum

can be implemented by first adding the odd-indexed elements to the even-indexed
elements in parallel, recursively computing the prefix sum for the even-indexed el-
ements, and finally using the results on the even-indexed elements to update the
odd-indexed elements in parallel. This algorithm takes 𝑂(𝑛) work and 𝑂(log 𝑛)
depth [138].

Filter takes an array 𝐴 of size 𝑛 and a predicate 𝑓 , and returns a new array 𝐴′

containing elements 𝐴[𝑖] for which 𝑓(𝐴[𝑖]) is true, in the same order as in 𝐴. We first
construct an array 𝑃 of size 𝑛 with 𝑃 [𝑖] = 1 if 𝑓(𝐴[𝑖]) is true and 𝑃 [𝑖] = 0 otherwise.
Then we compute the prefix sum of 𝑃 . Finally, for each element 𝐴[𝑖] where 𝑓(𝐴[𝑖])
is true, we write it to the output array 𝐴′ at index 𝑃 [𝑖] (i.e., 𝐴′[𝑃 [𝑖]] = 𝐴[𝑖]). This
algorithm also takes 𝑂(𝑛) work and 𝑂(log 𝑛) depth [138].

Comparison sorting sorts 𝑛 elements based on a comparison function. Parallel
comparison sorting can be done in 𝑂(𝑛 log 𝑛) work and 𝑂(log 𝑛) depth [138, 75]. We
use a cache-efficient samplesort [44] from PBBS which samples

√
𝑛 pivots on each
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Work Depth Reference
Prefix sum, Filter 𝑂(𝑛) 𝑂(log 𝑛) [138]
Comparison sort 𝑂(𝑛 log 𝑛) 𝑂(log 𝑛) [138, 75]
Integer sort 𝑂(𝑛) 𝑂(log 𝑛) [234]
Semisort 𝑂(𝑛)† 𝑂(log 𝑛)* [115]
Merge 𝑂(𝑛) 𝑂(log 𝑛) [138]
Hash table 𝑂(𝑛)* 𝑂(log 𝑛)* [109]
2D Delaunay triangulation 𝑂(𝑛 log 𝑛)* 𝑂(log 𝑛)* [198]

Table 1: Work and depth bounds for parallel primitives. † indicates an expected
bound and * indicates a high-probability bound. The integer sort is for a polyloga-
rithmic key range. The cost of the hash table is for 𝑛 insertions or queries.

level of recursion, partitions the keys based on the pivots, and recurses on each
partition in parallel.

Integer sorting sorts integer keys from a polylogarithmic range in 𝑂(𝑛) work
and 𝑂(log 𝑛) depth [234]. The algorithm partitions the keys into sub-arrays and in
parallel across all partitions, builds a histogram on each partition serially. It then
uses a prefix sum on the counts of each key per partition to determine unique offsets
into a global array for each partition. Finally, all partitions write their keys into
unique positions in the global array in parallel.

Semisort takes as input 𝑛 key-value pairs, and groups pairs with the same key
together, but with no guarantee on the relative ordering among pairs with different
keys. Semisort also returns the number of distinct groups. We use the implemen-
tation from [115], which is available in PBBS. The algorithm first hashes the keys,
and then selects a sample of the keys to predict the frequency of each key. Based
on the frequency of keys in the sample, we classify them into “heavy keys” and “light
keys”, and assign appropriately-sized arrays for each heavy key and each range of
light keys. Finally, we insert all keys into random locations in the appropriate array
and sort within the array. This algorithm takes 𝑂(𝑛) expected work and 𝑂(log 𝑛)
depth with high probability.4

Merge takes two sorted arrays, 𝐴 and 𝐵, and merges them into a single sorted
array. If the sum of the lengths of the inputs is 𝑛, this can be done in 𝑂(𝑛) work
and 𝑂(log 𝑛) depth [138]. The algorithm takes equally spaced pivots 𝐴 and does
a binary search for each pivot in 𝐵. Each sub-array between pivots in 𝐴 has a

4We say that a bound holds with high probability (w.h.p.) on an input of size 𝑛 if it holds
with probability at least 1− 1/𝑛𝑐 for a constant 𝑐 > 0.
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corresponding sub-array between the binary search results in 𝐵. Then it repeats
the above process for each pair, except that equally spaced pivots are taken from the
sub-array from 𝐵 and binary searches are done in the sub-array from 𝐴. This creates
small subproblems each of which can be solved using a serial merge, and the results
are written to a unique range of indices in the final output. All subproblems can be
processed in parallel. It can be implemented in 𝑂(𝑛) work and 𝑂(log 𝑛) depth [138].

Split takes an array 𝐴 and a predicate function 𝑓 , and moves all of the “true”
elements before the “false” elements. Split can be implemented using filter. It can
be implemented in 𝑂(𝑛) work and 𝑂(log 𝑛) depth [138].

List ranking takes a linked list with values on each node and returns for each
node the sum of values from the node to the end of the list. It can be implemented
in 𝑂(𝑛) work and 𝑂(log 𝑛) depth [138].

The Euler tour of a tree takes as input an adjacency list representation of the
tree and returns a directed circuit that traverses every edge of the tree exactly once.
It can be implemented in 𝑂(𝑛) work and 𝑂(log 𝑛) depth [138].

The minimum algorithm computes the minimum of 𝑛 points in 𝑂(𝑛) expected
work and 𝑂(1) depth whp [234].

For parallel hash tables , we can perform 𝑛 insertions or queries taking 𝑂(𝑛)
work and 𝑂(log 𝑛) depth w.h.p. [109]. We use the non-deterministic concurrent linear
probing hash table from [211], which uses an atomic update to insert an element to
an empty location in its probe sequence, and continues probing if the update fails.
For some of the results, we use parallel dictionaries , which support 𝑛 insertions,
deletions, or lookups in 𝑂(𝑛) work and 𝑂(log* 𝑛) depth whp [109].

The Delaunay triangulation on a set of points in 2D contains triangles among
every triple of points 𝑝1, 𝑝2, and 𝑝3 such that there are no other points inside the cir-
cumcircle defined by 𝑝1, 𝑝2, and 𝑝3 [84]. Delaunay triangulation can be computed in
parallel in 𝑂(𝑛 log 𝑛) work and 𝑂(log 𝑛) depth w.h.p. [198]. We use the randomized
incremental algorithm from PBBS, which inserts points in parallel into the triangula-
tion in rounds, such that the updates to the triangulation in each round by different
points do not conflict [43].

WriteMin is a priority concurrent write that takes as input two arguments,
where the first argument is the location to write to and the second argument is the
value to write; on concurrent writes, the smallest value is written [214].

2.3 Relevant Techniques

𝑘-NN Query A 𝑘-nearest neighbor (𝑘-NN) query takes a point data set 𝒫
and a distance function, and returns for each point in 𝒫 its 𝑘 nearest neighbors
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(including itself). Callahan and Kosaraju [57] show that 𝑘-NN queries in Euclidean
space for all points can be solved in parallel in 𝑂(𝑘𝑛 log 𝑛) work and 𝑂(log 𝑛) depth.

𝑘d-tree A 𝑘d-tree is a commonly used data structure for 𝑘-NN queries [100]. It is
a binary tree that is constructed recursively: each node in the tree represents a set of
points, which are partitioned between its two children by splitting along one of the
dimensions; this process is recursively applied on each of its two children until a leaf
node is reached (a leaf node is one that contains at most 𝑐 points, for a predetermined
constant 𝑐). It can be constructed in parallel by processing each child in parallel.
A 𝑘-NN query can be answered by traversing nodes in the tree that are close to
the input point, and pruning nodes further away that cannot possibly contain the 𝑘
nearest neighbors.

BCCP and BCCP* Existing algorithms, as well as some of our new algorithms,
use subroutines for solving the bichromatic closest pair (BCCP) problem, which
takes as input two sets of points, 𝐴 and 𝐵, and returns the pair of points 𝑝1 and 𝑝2
with minimum distance between them, where 𝑝1 ∈ 𝐴 and 𝑝2 ∈ 𝐵. We also define a
variant, the BCCP* problem, that finds the pair of points with the minimum mutual
reachability distance, as defined for HDBSCAN*.

Well-Separated Pair Decomposition We use the same definitions and notations
as in Callahan and Kosaraju [60]. Two sets of points, 𝐴 and 𝐵, are well-separated
if 𝐴 and 𝐵 can each be contained in spheres of radius 𝑟, and the minimum distance
between the two spheres is at least 𝑠𝑟, for a separation constant 𝑠 (we use 𝑠 = 2
throughout the thesis). An interaction product of point sets 𝐴 and 𝐵 is defined to
be 𝐴⊗ 𝐵 = {{𝑝, 𝑝′}| 𝑝 ∈ 𝐴, 𝑝′ ∈ 𝐵, 𝑝 ̸= 𝑝′}. The set {{𝐴1, 𝐵1}, . . . , {𝐴𝑘, 𝐵𝑘}} is a
well-separated realization of 𝐴⊗𝐵 if: (1) 𝐴𝑖 ⊆ 𝐴 and 𝐵𝑖 ⊆ 𝐵 for all 𝑖 = 1, ..., 𝑘;
(2) 𝐴𝑖 ∩ 𝐵𝑖 = ∅ for all 𝑖 = 1, ..., 𝑘; (3) (𝐴𝑖 ⊗ 𝐵𝑖)

⋂︀
(𝐴𝑗 ⊗ 𝐵𝑗) = ∅ for all 𝑖, 𝑗 where

1 ≤ 𝑖 < 𝑗 ≤ 𝑘; (4) 𝐴 ⊗ 𝐵 =
⋃︀𝑘

𝑖=1𝐴𝑖 ⊗ 𝐵𝑖; (5) 𝐴𝑖 and 𝐵𝑖 are well-separated for all
𝑖 = 1, ..., 𝑘.

For a point set 𝒫 , a well-separated pair decomposition (WSPD) is a well-
separated realization of 𝒫⊗𝒫 . We discuss how to construct a WSPD using a 𝑘d-tree
in Section 5.2.

24



Part II

Parallel Spatial Clustering
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3 Introduction

Cluster analysis, also known as clustering, is a common method of data analysis
used in various fields such as pattern recognition, image analysis, bioinformatics, and
machine learning. It involves grouping similar objects into clusters. One important
type of clustering algorithm is density-based clustering, where clusters are identified
based on contiguous regions of high-density points separated by low-density ones.
One of the most widely-used density-based spatial clustering methods is DBSCAN,
which was developed by Ester et al. [95]. It can find good clusters of different shapes
in the presence of noise without requiring prior knowledge of the number of clusters.
DBSCAN has been applied successfully in various domains such as transportation,
biology, and astronomy. However, DBSCAN requires two parameters, 𝜖 and minPts,
which determine what is considered “close” and “dense”, respectively. In practice,
many different values of 𝜖 need to be explored in order to find high-quality clusters.

To avoid repeatedly executing DBSCAN for different values of 𝜖, the OPTICS [22]
and HDBSCAN* [61] algorithms have been proposed for constructing DBSCAN clus-
tering hierarchies. These algorithms generate a minimum spanning tree on the input
points based on a DBSCAN-specific metric known as the core distance, which is
used to determine the density of the points. HDBSCAN* is a popular hierarchical
clustering algorithm that is known to be robust to outliers in the data set.

Density-based clustering has numerous applications in data science, spatial databases
and unsupervised learning. There have been numerous density-based clustering
algorithms proposed over the years, such as DENCLUE [127], STING [238], and
CHAMELEON [147]. In this thesis, we focus on DBSCAN and HDBSCAN*, de-
scribing our parallel algorithms for these problems in Sections 4 and 5 respectively,
as well as for generating the dendrogram in the case of HDBSCAN*.

In this thesis, we introduce new parallel algorithms for exact and approximate
DBSCAN, as well as for HDBSCAN* and EMST, with significant speedup over ex-
isting methods. These algorithms maintain low depth while matching the work com-
plexity of the best sequential counterparts. Additionally, we propose a dendrogram
generation algorithm to solve the single-linkage clustering problem. In Sections 4
and 5, we perform extensive experiments demonstrating the efficiency of these algo-
rithms.
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Figure 3: An example of DBSCAN and basic concepts in two dimensions. Here we
set minPts = 3 and 𝜖 as drawn. In (a), the points are categorized into core points
(circles) in two clusters (red and blue), border points (squares) that belong to the
clusters, and noise points (crosses). Using the grid method for cell construction,
the algorithm constructs cells with side length 𝜖/

√
2 (diagonal length 𝜖), as shown

in (b). The cells with at least minPts points are marked as core cells (solid gray cells
in (c)), while points in other cells try to check if they have minPts points within a
distance of 𝜖. If so, the associated cells are marked as core cells as well (checkered
cells in (c)). To construct the cell graph, we create an edge between two core cells if
the closest pair of points from the two cells is within a distance of 𝜖 (shown in (d)).
Each connected component in the cell graph is a unique cluster. Border points are
assigned to clusters that they are within 𝜖 distance from.

3.1 Problem Definitions

DBSCAN

The DBSCAN (density-based spatial clustering of applications with noise) problem
takes as input 𝑛 points 𝒫 = {𝑝0, . . . , 𝑝𝑛−1}, a distance function 𝑑, and two parameters
𝜖 and minPts [95]. A point 𝑝 is a core point if and only if |{𝑝𝑖 | 𝑝𝑖 ∈ 𝒫 , 𝑑(𝑝, 𝑝𝑖) ≤ 𝜖}| ≥
minPts. We denote the set of core points as 𝒞. DBSCAN computes and outputs sub-
sets of 𝒫 , referred to as clusters . Each point in 𝒞 is in exactly one cluster, and
two points 𝑝, 𝑞 ∈ 𝒞 are in the same cluster if and only if there exists a list of points
�̄�1 = 𝑝, �̄�2, . . . , �̄�𝑘−1, �̄�𝑘 = 𝑞 in 𝒞 such that 𝑑(�̄�𝑖−1, �̄�𝑖) ≤ 𝜖. For all non-core points
𝑝 ∈ 𝒫 ∖𝒞, 𝑝 belongs to cluster 𝐶𝑖 if 𝑑(𝑝, 𝑞) ≤ 𝜖 for at least one point 𝑞 ∈ 𝒞 ∩𝐶𝑖. Note
that a non-core point can belong to multiple clusters. A non-core point belonging
to at least one cluster is called a border point and a non-core point belonging to
no clusters is called a noise point . For a given set of points and parameters 𝜖 and
minPts, the clusters returned are unique. Similar to many previous papers on parallel
DBSCAN, we focus on the Euclidean distance metric in this thesis. See Figure 3(a)
for an illustration of the DBSCAN problem.
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Gan and Tao [104] define the approximate DBSCAN problem, which in ad-
dition to the DBSCAN inputs, takes a parameter 𝜌. The definition is the same as
DBSCAN, except for the connectivity rule among core points. In particular, core
points within a distance of 𝜖 are still connected, but core points within a distance of
(𝜖, 𝜖(1 + 𝜌)] may or may not be connected. Core points with distance greater than
𝜖(1+𝜌) are still not connected. Due to this relaxation, multiple valid clusterings can
be returned. The relaxation is what enables an asymptotically faster algorithm to
be designed. A variation of this problem was described by Chen et al. [70].

Existing algorithms as well as some of our new algorithms use subroutines for
solving the bichromatic closest pair (BCP) problem, which takes as input two
sets of points 𝑃1 and 𝑃2, finds the closest pair of points 𝑝1 and 𝑝2 such that 𝑝1 ∈ 𝑃1

and 𝑝2 ∈ 𝑃2, and returns the pair and their distance.

HDBSCAN*

EMST The Euclidean Minimum Spanning Tree (EMST) problem takes 𝑛
points 𝒫 = {𝑝1, . . . , 𝑝𝑛} and returns a minimum spanning tree (MST) of the complete
undirected Euclidean graph of 𝒫 .

DBSCAN* The DBSCAN* (density-based spatial clustering of applications with
noise) problem takes as input 𝑛 points 𝒫 = {𝑝1, . . . , 𝑝𝑛}, a distance function 𝑑, and
two parameters 𝜖 and minPts [95, 61]. A point 𝑝 is a core point if and only if
|{𝑝𝑖 | 𝑝𝑖 ∈ 𝒫 , 𝑑(𝑝, 𝑝𝑖) ≤ 𝜖}| ≥ minPts. A point is called a noise point otherwise.
We denote the set of core points as 𝒫core . DBSCAN* computes a partition of 𝒫core ,
where each subset is referred to as a cluster , and also returns the remaining points
as noise points. Two points 𝑝, 𝑞 ∈ 𝒫core are in the same cluster if and only if there
exists a list of points 𝑝 = �̄�1, �̄�2, . . . , �̄�𝑘−1, �̄�𝑘 = 𝑞 in 𝒫core such that 𝑑(�̄�𝑖−1, �̄�𝑖) ≤ 𝜖
for all 1 < 𝑖 ≤ 𝑘. For a given set of points and two parameters 𝜖 and minPts, the
clusters returned are unique.5

HDBSCAN* The HDBSCAN* (hierarchical DBSCAN*) problem [61] takes the
same input as DBSCAN*, but without the 𝜖 parameter, and computes a hierarchy
of DBSCAN* clusters for all possible values of 𝜖. The core distance of a point
𝑝, cd(𝑝), is the distance from 𝑝 to its minPts-nearest neighbor (including 𝑝 itself).
The mutual reachability distance between two points 𝑝 and 𝑞 is defined to be

5The original DBSCAN definition includes the notion of border points, which are non-core
points that are within a distance of 𝜖 to core points [95]. DBSCAN* chooses to omit this to be
more consistent with a statistical interpretation of clusters [61].
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𝑑𝑚(𝑝, 𝑞) = 𝑚𝑎𝑥{cd(𝑝), cd(𝑞), 𝑑(𝑝, 𝑞)}. The mutual reachability graph 𝐺MR is a
complete undirected graph, where the vertices are the points in 𝒫 , and the edges are
weighted by the mutual reachability distances.6

The HDBSCAN*hierarchy is sequentially computed in two steps [61]. The first
step computes an MST of 𝐺MR and then adds a self-edge to each vertex weighted
by its core distance. An example MST is shown in Figure 4a. We note that the
HDBSCAN*MST with minPts = 1 is equivalent to the EMST, since the mutual
reachability distance at minPts = 1 is equivalent to the Euclidean distance. We
further elaborate on the relationship between HDBSCAN*and EMST in Section 5.7.
A dendrogram representing clusters at different values of 𝜖 is computed by removing
edges from the MST plus self-edges graph in decreasing order of weight. The root of
the dendrogram is a cluster containing all points. Each non-self-edge removal splits
a cluster into two, which become the two children of the cluster in the dendrogram.
The height of the split cluster in the dendrogram is equal to the weight of the removed
edge. If the removed edge is a self-edge, we mark the component (point) as a noise
point. An example of a dendrogram is shown in Figure 4b. If we want to return the
clusters for a particular value of 𝜖, we can horizontally cut the dendrogram at that
value of 𝜖 and return the resulting subtrees below the cut as the clusters or noise
points. This is equivalent to removing edges from the MST of 𝐺MR with weight
greater than 𝜖.

For HDBSCAN*, the reachability plot (OPTICS sequence) [22] contains all points
in 𝒫 in some order {𝑝𝑖| 𝑖 = 1, . . . , 𝑛}, where each point 𝑝𝑖 is represented as a bar
with height min{𝑑𝑚(𝑝𝑖, 𝑝𝑗) | 𝑗 < 𝑖}. For HDBSCAN*, the order of the points is the
order that they are visited in an execution of Prim’s algorithm on the MST of 𝐺MR

starting from an arbitrary point [22]. An example is shown in Figure 4c. Intuitively,
the "valleys" of the reachability plot correspond to clusters [61].

Relationship between HDBSCAN* and EMST We note that the HDBSCAN*

MST with minPts = 1 is equivalent to the Euclidean MST (EMST), since the mutual
reachability distance at minPts = 1 is equivalent to the Euclidean distance. The
EMST problems take as input a set of 𝑛 points in a 𝑑-dimensional space. EMST
computes a minimum spanning tree on a complete graph formed among the 𝑛 points
with edges between two points having the weight equal to their Euclidean distance.
EMST has many applications, including in single-linkage clustering [113], network
placement optimization [237], and approximating the Euclidean traveling salesman
problem [231].

6The related OPTICS problem also generates a hierarchy of clusters but with a definition of
reachability distance that is asymmetric, leading to a directed graph [22].
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Figure 4: (a) An MST of the HDBSCAN*mutual reachability graph on an example
data set in 2D. The red number next to each point is the core distance of the point
for minPts = 3. The Euclidean distances between points are denoted by grey edges,
whose values are marked in black. For example, 𝑎’s core distance is 4 because 𝑏 is 𝑎’s
third nearest neighbor (including itself) and 𝑑(𝑎, 𝑏) = 4. The edge weight of (𝑎, 𝑑)
is max{4,

√
10,
√
2} = 4. (b) An HDBSCAN*dendrogram for the data set. A point

becomes a noise point when its vertical line becomes red. For example, if we cut the
dendrogram at 𝜖 = 3.5, then we have two clusters {𝑑, 𝑏} and {𝑒, 𝑔, 𝑓, ℎ}, while 𝑎, 𝑐
and 𝑖 are noise points. (c) A reachability plot for the data set starting at point 𝑎.
The two “valleys”, {𝑎, 𝑏, 𝑐, 𝑑} and {𝑒, 𝑓, 𝑔, ℎ}, are the two most obvious clusters.
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Notation Definition
𝑑(𝑝, 𝑞) Euclidean distance between points 𝑝 and 𝑞.
𝑑𝑚(𝑝, 𝑞) Mutual reachability distance between points 𝑝 and 𝑞.

𝑑(𝐴,𝐵)
Minimum distance between the bounding spheres of
points in tree node 𝐴 and points in tree node 𝐵.

𝑤(𝑢, 𝑣) Weight of edge (𝑢, 𝑣).
𝐴diam Diameter of the bounding sphere of points in tree node 𝐴.

cdmin(𝐴) Minimum core distance of points in tree node 𝐴.
cdmax(𝐴) Maximum core distance of points in tree node 𝐴.

Table 2: Summary of Notation

Notation Table 2 shows notation frequently used in this part of the thesis.
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4 Theoretically Efficient and Practical Parallel DB-
SCAN

4.1 Introduction

The traditional DBSCAN algorithm [95] and their variants require work quadratic
in the input size in the worst case, which can be prohibitive for the large data
sets that need to be analyzed today. To address this computational bottleneck,
there has been recent work on designing parallel algorithms for DBSCAN and its
variants [54, 251, 24, 141, 140, 49, 250, 133, 77, 183, 184, 186, 185, 245, 161, 102,
83, 21, 121, 150, 125, 102, 69, 112, 78, 162, 257, 132, 23, 131, 218]. However, even
though these solutions achieve scalability and speedup over sequential algorithms, in
the worst-case their number of operations still scale quadratically with the input size.
Therefore, a natural question is whether there exist DBSCAN algorithms that are
faster both in theory and practice, and in both the sequential and parallel settings.

Given the ubiquity of datasets in Euclidean space, there has been work on faster
sequential DBSCAN algorithms in this setting. Gunawan [117] and de Berg et al. [85]
has shown that Euclidean DBSCAN in 2D can be solved sequentially in 𝑂(𝑛 log 𝑛)
work. Gan and Tao [104] provide alternative Euclidean DBSCAN algorithms for two-
dimensions that take 𝑂(𝑛 log 𝑛) work. For higher dimensions, Chen et al. [70] provide
an algorithm that takes 𝑂(𝑛2(1−1/(𝑑+2))polylog(𝑛)) work for 𝑑 dimensions, and Gan
and Tao [104] improve the result with an algorithm that takes 𝑂(𝑛2−(2/(⌈𝑑/2⌉+1))+𝛿)
work for any constant 𝛿 > 0. To further reduce the work complexity, there have been
approximate DBSCAN algorithms proposed. Chen et al. [70] provide an approx-
imate DBSCAN algorithm that takes 𝑂(𝑛 log 𝑛) work for any constant number of
dimensions, and Gan and Tao [104] provide a similar algorithm taking 𝑂(𝑛) expected
work. However, none of the algorithms described above have been parallelized.

This thesis bridges the gap between theory and practice in parallel Euclidean
DBSCAN by providing new parallel algorithms for exact and approximate DBSCAN
with work complexity matching that of best sequential algorithms [117, 85, 104], and
with low depth, which is the gold standard in parallel algorithm design. For exact 2D
DBSCAN, we design several parallel algorithms that use either the box or the grid
construction for partitioning points [117, 85] and one of the following three proce-
dures for determining connectivity among core points: Delaunay triangulation [104],
unit-spherical emptiness checking with line separation [104], and bichromatic closest
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pairs. For higher-dimensional exact DBSCAN, we provide an algorithm based on
solving the higher-dimensional bichromatic closest pairs problem in parallel. Unlike
many existing parallel algorithms, our exact algorithms produce the same results
according to the standard definition of DBSCAN, and so we do not sacrifice cluster-
ing quality. For approximate DBSCAN, we design an algorithm that uses parallel
quadtree construction and querying. Our approximate algorithm returns the same
result as the sequential approximate algorithm by Gan and Tao [104].

We perform a comprehensive set of experiments on synthetic and real-world
datasets using varying parameters, and compare our performance to optimized se-
quential implementations as well as existing parallel DBSCAN algorithms. On a
36-core machine with two-way hyper-threading, our exact DBSCAN implementa-
tions achieve 2–89x (24x on average) self-relative speedup and 5–33x (16x on av-
erage) speedup over the fastest sequential implementations. Our approximate DB-
SCAN implementations achieve 14–44x (24x on average) self-relative speedup. Com-
pared to existing parallel algorithms, which are scalable but have high overheads
compared to serial implementations, our fastest exact algorithms are faster by up
to orders of magnitude (16–6102x) under correctly chosen parameters. Our al-
gorithms can process the largest dataset that has been used in the literature for
exact DBSCAN, and outperform the state-of-the-art distributed RP-DBSCAN al-
gorithm [218] by 18–577x. We have made our source code publicly available at
https://github.com/wangyiqiu/dbscan.

Related Work

Xu et al. [251] provide the first parallel exact DBSCAN algorithm, called PDBSCAN,
based on a distributed 𝑅*-tree. Arlia and Coppola [24] present a parallel DBSCAN
implementation that replicates a sequential 𝑅*-tree across machines to process points
in parallel. Coppola and Vanneschi [77] design a parallel algorithm using a queue
to store core points, where each core point is processed one at a time but their
neighbors are checked in parallel to see whether they should be placed at the end of
the queue. Januzaj et al. [140, 141] design an approximate DBSCAN algorithm based
on determining representative points on different local processors, and then running
a sequential DBSCAN on the representatives. Brecheisen et al. [54] parallelize a
version of DBSCAN optimized for complex distance functions [53].

Patwary et al. [183] present PDSDBSCAN, a multicore and distributed algorithm
for DBSCAN using a union-find data structure for connecting points. Their union-
find data structure is lock-based whereas ours is lock-free. Patwary et al. [186, 185]
also present distributed DBSCAN algorithms that are approximate but more scalable
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than PDSDBSCAN. Hu et al. [132] design PS-DBSCAN, an implementation of DB-
SCAN using a parameter server framework. Gotz et al. [112] present HPDBSCAN,
an algorithm for both shared-memory and distributed-memory based on partitioning
the data among processors, running DBSCAN locally on each partition, and then
merging the clusters together. Very recently, Sarma et al. [204] present a distributed
algorithm, 𝜇DBSCAN, and report a running time of 41 minutes for clustering one
billion 3-dimensional points using a cluster of 32 nodes. Our running times on the
larger 13-dimensional TeraClickLog dataset are significantly faster (under 30 seconds
on 48 cores).

Exact and approximate distributed DBSCAN algorithms have been designed us-
ing MapReduce [250, 83, 125, 102, 150, 257, 23, 131] and Spark [78, 121, 162, 133,
218, 161]. RP-DBSCAN [218], an approximate DBSCAN algorithm, has been shown
to be the state-of-the-art for MapReduce and Spark. GPU implementations of DB-
SCAN have also been designed [49, 21, 245, 69].

In addition to parallel solutions, there have been optimizations proposed to speed
up sequential DBSCAN [53, 152, 165]. DBSCAN has also been generalized to
other definitions of neighborhoods [201]. Furthermore, there have been variants
of DBSCAN proposed in the literature, which do not return the same result as
the standard DBSCAN. IDBSCAN [50], FDBSCAN [159], GF-DBSCAN [227], I-
DBSCAN [236], GNDBSCAN [134], Rough-DBSCAN [235], and DBSCAN++ [139]
use sampling to reduce the number of range queries needed. El-Sonbaty et al. [93]
presents a variation that partitions the dataset, runs DBSCAN within each par-
tition, and merges together dense regions. GriDBSCAN [167] uses a similar idea
with an improved scheme for partitioning and merging. Other partitioning based
algorithms include PACA-DBSCAN [143], APSCAN [72], and AA-DBSCAN [149].
DBSCAN* and H-DBSCAN* are variants of DBSCAN where only core points are
included in clusters [61]. Other variants use approximate neighbor queries to speed
up DBSCAN [249, 124].

OPTICS [22], SUBCLU [144], and GRIDBSCAN [230], are hierarchical versions of
DBSCAN that compute DBSCAN clusters on different parameters, enabling clusters
of different densities to more easily be found. POPTICS [184] is a parallel version of
OPTICS based on concurrent union-find.

4.2 DBSCAN Algorithm Overview

This section reviews the high-level structure of existing sequential DBSCAN algo-
rithms [117, 104, 85] as well as our new parallel algorithms. The high-level structure
is shown in Algorithm 1, and an illustration of the key concepts are shown in Fig-

34



Algorithm 1 DBSCAN Algorithm

Input: A set 𝒫 of points, 𝜖, and minPts
Output: An array clusters of sets of cluster IDs for each point

1: procedure DBSCAN(𝒫, 𝜖, minPts)
2: 𝒢 := Cells(𝒫, 𝜖)
3: coreFlags := MarkCore(𝒫,𝒢, 𝜖,minPts)
4: clusters := ClusterCore(𝒫,𝒢, coreFlags, 𝜖,minPts)
5: ClusterBorder(𝒫,𝒢, coreFlags, clusters, 𝜖,minPts)
6: return clusters

ure 3(b)-(d).
We place the points into disjoint 𝑑-dimensional cells with side-length 𝜖/

√
𝑑 based

on their coordinates (Line 2 and Figure 3(b)). The cells have the property that all
points inside a cell are within a distance of 𝜖 from each other, and will belong to the
same cluster in the end. Then on Line 3 and Figure 3(c), we mark the core points.
On Line 4, we generate the clusters for core points as follows. We create a graph
containing one vertex per core cell (a cell containing at least one core point), and
connect two vertices if the closest pair of core points from the two cells is within
a distance of 𝜖. We refer to this graph as the cell graph . This step is illustrated
in Figure 3(d). We then find the connected components of the cell graph to assign
cluster IDs to points in core cells. On Line 5, we assign cluster IDs for border points.
Finally, we return the cluster labels on Line 6.

All of our algorithms share this common structure. In Section 4.2, we intro-
duce our 2D algorithms, and in Section 4.3, we introduce our algorithms for higher
dimensions. We analyze the complexity of our algorithms in Section 4.5.

2D DBSCAN Algorithms

This section presents our parallel algorithms for implementing each line of Algo-
rithm 1 in two dimensions. The cells can be constructed either using a grid-based
method or a box-based method, which we describe in Sections 4.2 and 4.2, respec-
tively. Section 4.2 presents our algorithm for marking core points. We present several
methods for constructing the cell graph in Section 4.2. Finally, Section 4.2 describes
our algorithm for clustering border points.
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Grid Computation

In the grid-based method, the points are placed into disjoint cells with side-length
𝜖/
√
2 based on their coordinates, as done in the sequential algorithms by Gunawan [117]

and de Berg et al. [85]. A hash table is used to store only the non-empty cells, and
a serial algorithm simply inserts each point into the cell corresponding to its coordi-
nates.

Parallelization. The challenge in parallelization is in distributing the points to the
cells in parallel while maintaining work-efficiency. While a comparison sort could be
used to sort points by their cell IDs, this approach requires 𝑂(𝑛 log 𝑛) work and is
not work-efficient. We observe that semisort (see Section 2) can be used to solve this
problem work-efficiently. The key insight here is that we only need to group together
points in the same cell, and do not care about the relative ordering of points within
a cell or between different cells. We apply a semisort on an array of length 𝑛 of
key-value pairs, where each key is the cell ID of a point and the value is the ID of
the point. This also returns the number of distinct groups (non-empty cells).

We then create a parallel hash table of size equal to the number of non-empty
cells, where each entry stores the bounding box of a cell as the key, and the number of
points in the cell and a pointer to the start of its points in the semisorted array as the
value. We can determine neighboring cells of a cell 𝑔 with arithmetic computation
based on 𝑔’s bounding box, and then look up each neighboring cell in the hash table,
which returns the information for that cell if it is non-empty.

Box Computation

In the box-based method, we place the points into disjoint 2-dimensional bounding
boxes with side-length at most 𝜖/

√
𝑑, which are the cells.

Existing sequential solutions [117, 85] first sort all points by 𝑥-coordinate, then
scan through the points, grouping them into strips of width 𝜖/

√
2 and starting a

new strip when a scanned point is further than distance 𝜖/
√
2 from the beginning of

the strip. It then repeats this process per strip in the 𝑦-dimension to create cells of
side-length at most 𝜖/

√
2. This step is shown in Figure 5(a). Pointers to neighboring

cells are stored per cell. This is computed for all cells in each 𝑥-dimensional strip
𝑠 by merging 𝑠 with each of strips 𝑠 − 2, 𝑠 − 1, 𝑠 + 1, and 𝑠 + 2, as these are the
only strips that can contain cells with points within distance 𝜖. For each merge, we
compare the bounding boxes of the cells in increasing 𝑦-coordinate, linking any two
cells that may possibly have points within 𝜖 distance.

Parallelization. We now describe the method for assigning points to strips, which
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Figure 5: Parallel box method construction. In (a), the gray dashed rectangles
correspond to strips and the brown solid rectangles correspond to box cells. To
compute the strips, we create a pointer from each point to the first point with an
𝑥-coordinate that is more than 𝜖/

√
2 larger. We initialize the leftmost point with a

value of 1 and all other points with a value of 0. As shown in (b), after running pointer
jumping, the points at the beginning of strips have values of 1 and all other points
have values of 0. We apply the same procedure in each strip on the 𝑦-coordinates to
obtain the boxes.

is illustrated in Figure 5(b). Let 𝑝𝑥 be the 𝑥-coordinate of point 𝑝. We create a
linked list where each point is a node. The node for point 𝑝 stores a pointer to the
node for point 𝑞 (we call 𝑞 the parent of 𝑝), where 𝑞 is the point with the smallest
𝑥-coordinate such that 𝑝𝑥 + 𝜖/

√
2 < 𝑞𝑥. Each point can determine its parent in

𝑂(log 𝑛) work and depth by binary searching the sorted list of points.

We then assign a value of 1 to the node with the smallest 𝑥-coordinate, and 0
to all other nodes. We run a pointer jumping routine on the linked list where on
each round, every node passes its value to its parent and updates its pointer to point
to the parent of its parent [138]. The procedure terminates when no more pointers
change in a round. In the end, every node with a value of 1 will correspond to the
point at the beginning of a strip, and all nodes with a value of 0 will belong to the
strip for the closest node to the left with a value of 1. This gives the same strips
as the sequential algorithm, since all nodes marked 1 will correspond to the closest
point farther than 𝜖/

√
2 from the point of the previously marked node. For merging

to determine cells within distance 𝜖, we use the parallel merging algorithm described
in Section 2.
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Algorithm 2 Parallel MarkCore
1: procedure MarkCore(𝒫,𝒢, 𝜖,minPts)
2: coreFlags := {0, . . . , 0} ◁ Length |𝒫| array
3: par-for each 𝑔 ∈ 𝒢 do
4: if |𝑔| ≥ minPts then ◁ |𝑔| is the number of points in 𝑔
5: par-for each 𝑝 in cell 𝑔 do
6: coreFlags[𝑝] := 1

7: else
8: par-for each 𝑝 in cell 𝑔 do
9: count := |𝑔|

10: for each ℎ ∈ 𝑔.NeighborCells(𝜖) do
11: count := count + RangeCount(𝑝, 𝜖, ℎ)

12: if count ≥ minPts then
13: coreFlags[𝑝] := 1

14: return coreFlags

Mark Core

Illustrated in Figure 3(c), the high-level idea in marking the core points is as follows:
first, if a cell contains at least minPts points then all points in the cell are core points,
as it is guaranteed that all the points inside a cell will be within 𝜖 to any other point
in the same cell; otherwise, each point 𝑝 computes the number of points within its
𝜖-radius by checking its distance to points in all neighboring cells (defined as cells
that could possibly contain points within a distance of 𝜖 to the current cell), and
marking 𝑝 as a core point if the number of such points is at least minPts. For a
constant dimension, only a constant number of neighboring cells need to be checked.

Parallelization. Our parallel algorithm for marking core points is shown in Algo-
rithm 2. We create an array 𝑐𝑜𝑟𝑒𝐹 𝑙𝑎𝑔𝑠 of length 𝑛 that marks which points are core
points. The array is initialized to all 0’s (Line 2). We then loop through all cells in
parallel (Line 3). If a cell contains at least minPts points, we mark all points in the
cell as core points in parallel (Line 4–6). Otherwise, we loop through all points 𝑝 in
the cell in parallel, and for each neighboring cell ℎ we count the number of points
within a distance of 𝜖 to 𝑝, obtained using a RangeCount(𝑝, 𝜖, ℎ) query (Lines
8–11) that reports the number of points in ℎ that are no more than 𝜖 distance from 𝑝.
The RangeCount(𝑝, 𝜖, ℎ) query can be implemented by comparing 𝑝 to all points
in each neighboring cell ℎ in parallel, followed by a parallel prefix sum to obtain
the number of points in the 𝜖-radius. If the total count is at least minPts, then 𝑝 is
marked as a core point (Lines 12–13).
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Cluster Core

The next step of the algorithm is to generate the cell graph (illustrated in Fig-
ure 3(d)). We present three approaches for determining the connectivity between
cells in the cell graph. After obtaining the cell graph, we run a parallel connected
components algorithm to cluster the core points. For the BCP-based approach,
we describe an optimization that merges the BCP computation with the connected
components computation using a lock-free union-find data structure.

BCP-based Cell Graph. The problem of determining cell connectivity can be
solved by computing the BCP of core points between two cells (recall the definition
in Section 2), and checking whether the distance is at most 𝜖.

Each cell runs a BCP computation with each of its neighboring cells to check if
they should be connected in the cell graph. We execute all BCP calls in parallel, and
furthermore each BCP call can be implemented naively in parallel by computing all
pairwise distances in parallel, writing them into an array containing point pairs and
their distances, and applying a prefix sum on the array to obtain the BCP. We apply
two optimizations to speed up individual BCP calls: (1) we first filter out points
further than 𝜖 from the other cell beforehand as done by Gan and Tao [104], and (2)
we iterate only until finding a pair of points with distance at most 𝜖, at which point
we abort the rest of the BCP computation, and connect the two cells. Filtering points
can be done using a parallel filter. To parallelize the early termination optimization,
it is not efficient to simply parallelize across all the point comparisons as this will
lead to a significant amount of wasted work. Instead, we divide the points in each cell
into fixed-sized blocks, and iterate over all pairs of blocks. For each pair of blocks,
we compute the distances of all pairs of points between the two blocks in parallel
by writing their distances into an array. We then take the minimum distance in the
array using a prefix sum, and return if the minimum is at most 𝜖. This approach
reduces the wasted work over the naive parallelization, while still providing ample
parallelism within each pair of blocks.

Triangulation-based Cell Graph. In two dimensions, Gunawan [117] describes a
special approach using Voronoi diagrams. In particular, we can efficiently determine
whether a core cell should be connected to a neighboring cell by finding the nearest
core point from the neighboring cell to each of the core cell’s core points. Gan and
Tao [104] and de Berg et al. [85] show that a Delaunay triangulation can also be
used to determine connectivity in the cell graph. In particular, if there is an edge
in the Delaunay triangulation between two core cells with distance at most 𝜖, then
those two cells are connected. This process is illustrated in Figure 6. The proof of
correctness is described in [104, 85].

39



Figure 6: Using Delaunay triangulation (DT) to construct the cell graph in 2D.
(Left) We construct the DT for all core points, and an edge in the DT can either be
inside a cell (dark blue), or across cells with length no more than 𝜖 (orange), or with
length more than 𝜖 (gray). (Right) An orange edge will add the associated edge in
the cell graph, and in this example, there are two clusters.

To compute Delaunay triangulation or Voronoi diagram in parallel, Reif and
Sen present a parallel algorithm for constructing Voronoi diagrams and Delaunay
triangulations in two dimensions. We use the parallel Delaunay triangulation imple-
mentation from PBBS [43, 215], as described in Section 2.

Unit-spherical emptiness checking-based (USEC) Cell Graph. Gan and
Tao [104] (who attribute the idea to Bose et al. [51]) describe an algorithm for
solving the unit-spherical emptiness checking (USEC) with line separation problem
when comparing two core cells to determine whether they should be connected in
the cell graph.

In the USEC with line separation problem, we are given a horizontal or vertical
line ℓ and would like to check if any of the 𝜖-radius circles of points on one side of ℓ
contain any points on the other side of ℓ. The problem assumes that the points on
each side of ℓ are sorted by both 𝑥-coordinate and 𝑦-coordinate. This is illustrated
in Figure 7.

To apply the USEC with line separation problem to DBSCAN, the points in each
core cell are first sorted both by 𝑥-coordinate and by 𝑦-coordinate (two copies are
stored). For each cell, we consider its top and left boundaries as ℓ. For each ℓ, we
generate the union of 𝜖-radius circles centered around sorted points in the cell (sorted
by 𝑥-coordinate for a horizontal boundary and 𝑦-coordinate for a vertical boundary)
and keep the outermost arcs of the union of circles lying on the other side of ℓ, which
is called the wavefront. This is illustrated in Figure 7(b). For a cell connectivity
query, we choose ℓ to be one of the boundaries of the two cells that separates the two
cells. Then we scan the points of one cell in sorted order and check if any of them
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Figure 7: An example of the USEC with line separation problem. In (a), the points
are above the horizontal line while the circles are centered below the line. In this
case, the answer is “yes” since there is a point inside one of the circles. In (b), we
show how this problem relates to DBSCAN. We generate the wavefront of the circles
on the left and top borders of each cell, and check if core points in nearby cells are
within the wavefront. In this example, we show the top wavefront.

are contained in the wavefront of the other cell.
Our algorithm assumes that all points are distinct. Without loss of generality,

assume that we are generating a wavefront above a horizontal line. To generate
the wavefront in parallel, we use divide-and-conquer by constructing the wavefront
for the left half of the points and the right half of the points (in sorted order)
recursively in parallel. Merging two wavefronts is more challenging. The wavefronts
are represented as balanced binary trees supporting split and join operations [17].
We merge two wavefronts by taking the top part of each wavefront and joining them
together. The top part of each wavefront can be obtained by checking where the left
and right wavefronts intersect, and then merging them.

We first prove that the left and right wavefronts intersect at a unique point,
assuming the points are distinct. Consider any three points 𝑎, 𝑏, and 𝑐 from the
same cell, in order of 𝑥-coordinate. We consider the arcs formed by their 𝜖-radius
circles, forming a wavefront on the top border of the cell. We prove that the arc
of 𝑐 can intersect at most one location in the union of arcs formed by 𝑎 and 𝑏.
Suppose that 𝑐’s arc intersects at least two locations in 𝑏’s arc. Take any two of
these locations. They are part of the circle that forms 𝑐’s arc. This is a contradiction
because it implies the circle forming 𝑐’s arc has larger radius than the circle forming
𝑏’s arc, as shown in Figure 8(a). Therefore 𝑐’s arc can intersect at most one location
in 𝑏’s arc. A similar argument shows that 𝑐’s arc can intersect at most one location
in 𝑎’s arc.

Now we need to prove that 𝑐’s arc cannot intersect both 𝑎’s arc and 𝑏’s arc.
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Figure 8: (a) shows that, in order for the circle centered at 𝑐 to intersect with the
𝜖-radius circle of 𝑏 at two points, the former must has a radius larger than 𝜖. (b)
shows the circle of 𝑐’s intersection with that of 𝑏, and that the left half of 𝑐’s circle
is below the union of the arcs formed by the circles of 𝑎 and 𝑏 above the horizontal
line.

Without loss of generality, suppose that 𝑐’s arc intersects with 𝑏’s arc. Then, once
𝑐’s arc intersects with 𝑏’s arc, the rest of 𝑐’s arc must be in the interior of 𝑏’s arc,
and thus below the union of 𝑎’s and 𝑏’s arcs above the horizontal line. The rest of
𝑐’s arc must be in the interior of 𝑏’s arc because 𝑐 is to the right of 𝑏, and their arcs
are formed by circles of the same radius. This is shown in Figure 8(b).

Applying the above argument to all possible choices of 𝑎 and 𝑏 in the left wave-
front, and all possible choices of 𝑐 in the right wavefront implies that there can only
be one intersection between the two wavefronts.

Now denote the unique arc in the left wavefront that intersects with the right
wavefront as 𝐴. All the arcs to the right of 𝐴 in the left wavefront lie under the
right wavefront, so they will not form part of the combined wavefront. On the other
hand, all arcs to the left of 𝐴 in the left wavefront forms the left half of the combined
wavefront. We find arc 𝐴 by doing an exponential search in the left wavefront starting
from the rightmost arc. For each arc 𝐴′ visited, we perform a binary search for 𝐴′ in
the right wavefront to find its intersection with the right wavefront. There are three
possible results: (a) 𝐴′ lies completely under the right wavefront (no intersection);
(b) 𝐴′ intersects with the right wavefront; and (c) 𝐴′ lies completely outside the
right wavefront (no intersection). If the result is (a), we continue the exponential
search; if the result is (b), we terminate the search and join the two wavefronts at
the intersection; and if the result is (c), arc 𝐴 must lie between 𝐴′ and the previous
arc visited in the exponential search, and so we continue with a binary search inside
that interval to find arc 𝐴. After the entire wavefront is generated, we write it out
to an array by traversing the binary tree in parallel.
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Algorithm 3 Parallel ClusterCore
1: procedure ClusterCore(𝒫,𝒢, coreFlags, 𝜖,minPts)
2: uf := UnionFind() ◁ Initialize union-find structure
3: SortBySize(𝒢) ◁ Sort by non-increasing order of size
4: par-for each {𝑔 ∈ 𝒢 : 𝑔 is core} do
5: for each {ℎ ∈ 𝑔.NeighborCells(𝜖) : ℎ is core} do
6: if 𝑔 > ℎ and uf .Find(𝑔) ̸= uf .Find(ℎ) then
7: if Connected(𝑔, ℎ) then ◁ On core points only
8: uf .Link(𝑔, ℎ)

9: clusters := {−1, . . . ,−1} ◁ Length |𝒫| array
10: par-for each {𝑔 ∈ 𝒢 : 𝑔 is core} do
11: par-for each {𝑝 in cell 𝑔 : coreFlags[𝑝] = 1} do
12: clusters[𝑝] := uf .Find(𝑔)

13: return clusters

We can perform a cell connectivity query in parallel by creating sub-problems
using pivots, similar to how parallel merge is implemented (see Section 2). Recall
that we are comparing the sorted points of one cell with the wavefront of the other
cell. We take equally spaced arc intersections as pivots from the wavefront, and
use binary search to find where the pivot fits in the sorted point set. Every set of
arcs between two pivots corresponds to a set of sorted points between two binary
search results. Then we repeat the procedure on each pair by taking equally spaced
pivots in the sorted point set and doing binary search of the pivot in the set of arcs
(which may split an arc into multiple pieces). This gives subproblems containing a
contiguous subset of the sorted points and a contiguous subset of the (possibly split)
arcs of the wavefront. Each subproblem is solved using the sequential USEC with
line separation algorithm of [104]. If any of the subproblems return “yes”, then the
answer to the original USEC with line separation problem is “yes”, and otherwise it
is “no”.

Reducing Cell Connectivity Queries. We now present an optimization that
merges the cell graph construction with the connected components computation using
a parallel lock-free union-find data structure to maintain the connected components
on-the-fly. This technique is used in both the BCP approach and USEC approach
for cell graph construction. The pseudocode is shown in Algorithm 3. The idea is to
only run a cell connectivity query between two cells if they are not yet in the same
component (Line 6), which can reduce the total number of connectivity queries.
For example, assume that cells 𝑎, 𝑏, and 𝑐 belong to the same component. After
connecting 𝑎 with 𝑏 and 𝑏 with 𝑐, we can avoid the connectivity check between 𝑎 and
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Algorithm 4 Parallel ClusterBorder
1: procedure ClusterBorder(𝒫,𝒢,coreFlags,clusters,𝜖,minPts)
2: par-for each {𝑔 ∈ 𝒢 : |𝑔| < minPts} do
3: par-for each {𝑝 in cell 𝑔 : coreFlags[𝑝] = 0} do
4: for each ℎ ∈ 𝑔 ∪ 𝑔.NeighborCells(𝜖) do
5: par-for each {𝑞 in cell ℎ : coreFlags[𝑞] = 1}do
6: if 𝑑(𝑝, 𝑞) ≤ 𝜖 then
7: clusters[𝑝] := clusters[𝑝] ∪ clusters[𝑞] ◁ In parallel

𝑐 by checking their respective components in the union-find structure beforehand.
This optimization was used by Gan and Tao [104] in the sequential setting, and we
extend it to the parallel setting. We also only check connectivity between two cells
at most once by having the cell with higher ID responsible for checking connectivity
with the cell with a lower ID (Line 6).

When constructing the cell graph and checking connectivity, we use a heuristic to
prioritize the cells based on the number of core points in the cells, and start from the
cells with more points, as shown on Line 3. This is because cells with more points are
more likely to have higher connectivity, hence connecting the nearby cells together
and pruning their connectivity queries. This optimization can be less efficient in
parallel, since a connectivity query could be executed before the corresponding query
that would have pruned it in the sequential execution. To overcome this, we group
the cells into batches, and process each batch in parallel before moving to the next
batch. We refer to this new approach as bucketing , and show experimental results
for it in Section 4.6.

Cluster Border

To assign cluster IDs for border points. We check all points not yet assigned a cluster
ID, and for each point 𝑝, we check all of its neighboring cells and add it to the clusters
of all neighboring cells with a core point within distance 𝜖 to 𝑝.

Parallelization. Our algorithm is shown in Algorithm 4. We loop through all cells
with fewer than minPts points in parallel, and for each such cell we loop over all of
its non-core points 𝑝 in parallel (Lines 2–3). On Lines 4–7, we check all core points
in the current cell 𝑔 and all neighboring cells, and if any are within distance 𝜖 to 𝑝,
we add their clusters to 𝑝’s set of clusters (recall that border points can belong to
multiple clusters).
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4.3 Higher-dimensional Exact and Approximate DBSCAN

The efficient exact and approximate algorithms for higher-dimensional DBSCAN are
also based on the high-level structure of Algorithm 1, and are extensions of some of
the techniques for two-dimensional DBSCAN described in Section 4.2. They use the
grid-based method for assigning points to cells (Section 4.2). Algorithms 2, 3, and 4
are used for marking core points, clustering core points, and clustering border points,
respectively. However, we use two major optimizations on top of the 2D algorithms:
a 𝑘-d tree for finding neighboring cells and a quadtree for answering range counting
queries.

Finding Neighboring Cells

The number of possible neighboring cells grows exponentially with the dimension 𝑑,
and so enumerating all possible neighboring cells can be inefficient in practice for
higher dimensions (although still constant work in theory). Therefore, instead of
implementing NeighborCells by enumerating all possible neighboring cells, we
first insert all cells into a 𝑘-d tree [38], which enables us to perform range queries
to obtain just the non-empty neighboring cells. The construction of our 𝑘-d tree is
done recursively, and all recursive calls for children nodes are executed in parallel.
We also sort the points at each level in parallel and pass them to the appropriate
child. Queries do not modify the 𝑘-d tree, and can all be performed in parallel. Since
a cell needs to find its neighboring cells multiple times throughout the algorithm, we
cache the result on its first query to avoid repeated computation.

4.4 Range Counting

While RangeCount queries can be implemented theoretically-efficiently in DB-
SCAN by checking all points in the target cell, there is a large overhead for doing
so in practice. In higher-dimensional DBSCAN, we construct a quadtree data struc-
ture for each cell to answer RangeCount queries. The structure of a quadtree
is illustrated in Figure 9. A cell of side-length 𝜖/

√
𝑑 is recursively divided into 2𝑑

sub-cells of the same size until the sub-cell becomes empty. This forms a tree where
each sub-cell is a node and its children are the up to 2𝑑 non-empty sub-cells that
it divides into. Each node of the tree stores the number of points contained in its
corresponding sub-cell. Queries do not modify the quadtrees and are therefore all
executed in parallel. We now describe how to construct the quadtrees in parallel.

Parallel Quadtree Construction. The construction procedure recursively divides
each cell into sub-cells. Each node of the tree has access to the points contained in
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Figure 9: A cell (left) and its corresponding quadtree data structure (right).

its sub-cell in a contiguous subarray that is part of a global array (e.g., by storing a
pointer to the start of its points in the global array as well as the number of points
that it represents). We use an integer sort on keys from the range [0, . . . , 2𝑑 − 1] to
sort the points in the subarray based on which of the 2𝑑 sub-cells it belongs to. Now
the points belonging to each of the child nodes are contiguous, and we can recursively
construct the up to 2𝑑 non-empty child nodes independently in parallel by passing
in the appropriate subarray.

To reduce construction time, we set a threshold for the number of points in a
sub-cell, below which the node becomes a leaf node. This reduces the height of
the tree but makes leaf nodes larger. In addition, we avoid unnecessary tree node
traversal by ensuring that each tree node has at least two non-empty children: when
processing a cell, we repeatedly divide the points until they fall into at least two
different sub-cells.

Range Counting in MarkCore. RangeCount queries are used in marking
core points in Algorithm 2. For each cell, a quadtree containing all of its points is
constructed in parallel. Then the RangeCount(𝑝, 𝜖, ℎ) query reports the number
of points in cell ℎ that are no more than 𝜖 distance from point 𝑝. Instead of naively
looping through all points in ℎ, we initiate a traversal of the quadtree starting from
cell ℎ, and recursively search all children whose sub-cell intersects with the 𝜖-radius
of 𝑝. When reaching a leaf node on a query, we explicitly count the number of points
contained in the 𝜖-radius of the query point.

Exact DBSCAN. For higher-dimensional exact DBSCAN, one of our implementa-
tions uses RangeCount queries when computing BCPs in Algorithm 3. For each
core cell, we build a quadtree on its core points in parallel. Then for each core point
𝑝 in each core cell 𝑔, we issue a RangeCount query to each of its neighboring core

46



cells ℎ and connect 𝑔 and ℎ in the cell graph if the range query returns a non-zero
count of core points. Since we do not need to know the actual count, but only
whether or not it is non-zero, our range query is optimized to terminate once such
a result can be determined. We combine this with the optimization of reducing cell
connectivity queries described in Section 4.2

Approximate DBSCAN. For approximate DBSCAN, the sequential algorithm of
Gan and Tao [104] follows the high-level structure of Algorithm 1 using the grid-
based cell structure. The only difference is in the cell graph construction, which is
done using approximate RangeCount queries.

In the quadtree for approximate RangeCount, each cell of side-length 𝜖/
√
𝑑 is

still recursively divided into 2𝑑 sub-cells of the same size, but until either the sub-cell
becomes empty or has side-length at most 𝜖𝜌/

√
𝑑. The tree has maximum depth

𝑙 = 1 + ⌈log2 1/𝜌⌉. We use a modified version of our parallel quadtree construction
method to parallelize approximate DBSCAN.

An approximate RangeCount(𝑝, 𝜖, ℎ, 𝜌) query takes as input a point 𝑝, and
returns an integer that is between the number of points in the 𝜖-radius and the
number of points in the 𝜖(1 + 𝜌)-radius of 𝑝 that are in ℎ, (when using approximate
RangeCount, all relevant methods takes an additional parameter 𝜌). If the answer
is non-zero, then the core cell containing 𝑝 is connected to core cell ℎ. Our query
implementation starts a traversal of the quadtree from ℎ, and recursively searches all
children whose sub-cell intersects with the 𝜖-radius of 𝑝. As done in exact DBSCAN,
our query is optimized to terminate once a zero count or a non-zero count can be
determined. Once either a leaf node is reached or a node’s sub-cell is completely
contained in the 𝜖(1+ 𝜌)-radius of 𝑝, the search on that path terminates. Queries do
not modify the quadtree and can all be executed in parallel.

4.5 Analysis

This section analyzes the theoretical complexity of our algorithms, showing that they
are work-efficient and have polylogarithmic depth.

2D Algorithms

Grid Computation. In our parallel algorithm presented in Section 4.2, creating 𝑛
key-value pairs can be done in 𝑂(𝑛) work and 𝑂(1) depth in a data-parallel fashion.
Semisorting takes 𝑂(𝑛) expected work and 𝑂(log 𝑛) depth w.h.p. Constructing the
hash table and inserting non-empty cells into it takes 𝑂(𝑛) work and 𝑂(log 𝑛) depth
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w.h.p. The overall cost of the parallel grid computation is therefore 𝑂(𝑛) work in
expectation and 𝑂(log 𝑛) depth w.h.p.

Box Computation. The serial algorithm [117, 85] uses 𝑂(𝑛 log 𝑛) work, including
sorting, scanning the points to assign them to strips and cells, and merging strips.
However, the span is 𝑂(𝑛) since in the worst case there can be 𝑂(𝑛) strips.

Parallel comparison sorting takes 𝑂(𝑛 log 𝑛) work and 𝑂(log 𝑛) depth. Therefore,
sorting the points by 𝑥-coordinate, and each strip by 𝑦-coordinate can be done in
𝑂(𝑛 log 𝑛) work and 𝑂(log 𝑛) depth overall. Parent finding using binary search for all
points takes 𝑂(𝑛 log 𝑛) work and 𝑂(1) depth. For pointer jumping, the longest path
in the linked list halves on each round, and so the algorithm terminates after 𝑂(log 𝑛)
rounds. We do 𝑂(𝑛) work per round, leading to an overall work of 𝑂(𝑛 log 𝑛). The
depth is 𝑂(1) per round, for a total of 𝑂(log 𝑛) overall. We repeat this process for
the points in each strip, but in the 𝑦-direction, and the work and depth bounds are
the same. For assigning pointers to neighboring cells for each cell, we use a parallel
merging algorithm, which takes 𝑂(𝑛) work and 𝑂(log 𝑛) depth. The pointers are
stored in an array, accessible in constant work and depth.

MarkCore. For cells with at least minPts points, we spend 𝑂(𝑛) work overall
marking their points as core points (Lines 4–6 of Algorithm 2). All cells are processed
in parallel, and all points can be marked in parallel, giving 𝑂(1) depth.

For all cells with fewer than minPts points, each point only needs to execute a
range count query on a constant number of neighboring cells [117, 104]. Range-
Count(𝑝, 𝜖, ℎ) compares 𝑝 to all points in neighboring cell ℎ in parallel. Across all
queries, each cell will only be checked by 𝑂(minPts) many points, and so the overall
work for range counting is 𝑂(𝑛 ·minPts). Therefore, Lines 8–13 of Algorithm 2 takes
𝑂(𝑛 · minPts) work. All points are processed in parallel, and there are a constant
number of RangeCount calls per point, each of which takes 𝑂(log 𝑛) depth for a
parallel prefix sum to obtain the number of points in the 𝜖-radius. Therefore, the
depth for range counting is 𝑂(log 𝑛).

The work for looking up the neighbor cells is 𝑂(𝑛) and depth is 𝑂(log 𝑛) w.h.p.
using the parallel hash table that stores the non-empty cells. Therefore, parallel
MarkCore takes 𝑂(𝑛 ·minPts) work and 𝑂(log 𝑛) depth w.h.p.

Cell Graph Construction. Reif and Sen present a parallel algorithm for construct-
ing Voronoi diagrams and Delaunay triangulations in two dimensions in 𝑂(𝑛 log 𝑛)
work and 𝑂(log 𝑛) depth w.h.p. [198]. For the Voronoi diagram approach, each near-
est neighbor query can be answered in 𝑂(log 𝑛) work, which is used to check whether
two cells should be connected and can be applied in parallel. Each cell will only ex-
ecute a constant number of queries, and so the overall complexity is 𝑂(𝑛 log 𝑛) work
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and 𝑂(log 𝑛) depth w.h.p. For the Delaunay triangulation approach, we can simply
apply a parallel filter over all of the edges in the triangulation, keeping the edges
between different cells with distance at most 𝜖. The cost of the filter is dominated
by the cost of constructing the Delaunay triangulation.

For the USEC with line separation method, the sorted order of points in each
dimension for each cell can be generated in 𝑂(𝑛 log 𝑛) work and 𝑂(log 𝑛) depth
overall. To generate a wavefront on 𝑛 points, the exponential search has 𝑂(log 𝑛)
steps per level, and each step involves a binary search which takes 𝑂(log 𝑛) work
and depth. Therefore, the the work and depth for the searches is 𝑂(log2 𝑛) per level.
Splitting and joining the binary trees to generate the new wavefront on each level
takes 𝑂(log 𝑛) work and depth [17]. Thus, for the work, we obtain the recurrence
𝑊 (𝑛) = 2𝑊 (𝑛/2)+𝑂(log2 𝑛), which solves to 𝑂(𝑛). Since we can solve the recursive
subproblems in parallel, for the depth, we obtain the recurrence 𝐷(𝑛) = 𝐷(𝑛/2) +
𝑂(log2 𝑛), which solves to 𝑂(log3 𝑛).

Checking whether the sorted set of points from one cell intersects with a wavefront
from another cell can be done using an algorithm similar to parallel merging, as
described in Section 4.2. In particular, for a wavefront of size 𝑚 and sorted point set
of size 𝑠, we pick 𝑘 = 𝑚/ log(𝑚 + 𝑠) equally spaced pivots from the wavefront, and
use binary search to split the sorted point set into subsets of size 𝑠1, . . . , 𝑠𝑘+1 where∑︀𝑘+1

𝑖=1 𝑠𝑖 = 𝑠. The binary searches take a total of 𝑂(𝑘 log 𝑠) = 𝑂(𝑚) work and 𝑂(log 𝑠)
depth. Then, for the 𝑖’th pair forming a subproblem, we pick 𝑗𝑖 = 𝑠𝑖/ log(𝑚 + 𝑠)
equally spaced pivots from the 𝑖’th subset of points and perform a binary search
into the 𝑖’th subset of arcs of the wavefront to create more subproblems. This
takes a total of

∑︀𝑘+1
𝑖=1 𝑂(𝑗𝑖 log𝑚) = 𝑂(𝑠) work and 𝑂(log𝑚) depth. The subset of

points and subset of arcs for each subproblem are now all guaranteed to be of size
𝑂(log(𝑚+ 𝑠)). In parallel across all subproblems, we run the serial USEC with line
separation algorithm of [104], which takes linear work in the input size. Therefore,
the work for this particular instance of USEC with line separation is 𝑂(𝑚+𝑠) and the
depth is 𝑂(log(𝑚 + 𝑠)). All cell connectivity queries can be performed in parallel,
and so the total work is 𝑂(𝑛) and and depth is 𝑂(log 𝑛). Since the sequential
algorithms for wavefront generation and determining cell connectivity take linear
work, our algorithm is work-efficient. After generating each wavefront, we write it
out to an array by traversing the binary tree in parallel, which takes linear work
and logarithmic depth [17]. Including the preprocessing step of sorting, our parallel
USEC with line separation problem for determining the connectivity of core cells
takes 𝑂(𝑛 log 𝑛) work and 𝑂(log3 𝑛) depth.

Connected Components. After the cell graph that contains 𝑂(𝑛) points and edges
are constructed, we run connected components on the cell graph. This step can be
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done in parallel in 𝑂(𝑛) work and 𝑂(log 𝑛) depth w.h.p. using parallel connectivity
algorithms [108, 119, 76, 120, 189].

ClusterBorder. Using a similar analysis as done for marking core points, it
can be shown that assigning cluster IDs to border points takes 𝑂(𝑛 · minPts) work
sequentially [117, 85]. In parallel, since there are a constant number of neighboring
cells for each non-core point, and all points in neighboring cells as well as all non-
core points are checked in parallel, the depth is 𝑂(1) for the distance comparisons.
Looking up the neighboring cells can be done in 𝑂(𝑛) work and 𝑂(log 𝑛) depth w.h.p.
using our parallel hash table. Adding cluster IDs to border point’s set of clusters,
while removing duplicates at the same time, can be done using parallel hashing in
linear work and 𝑂(log 𝑛) depth w.h.p. The work is 𝑂(𝑛 · minPts) since we do not
introduce any asymptotic work overhead compared to the sequential algorithm.

Overall, we have the following theorem.

Theorem 1. For a constant value of minPts, 2D Euclidean DBSCAN can be com-
puted in 𝑂(𝑛 log 𝑛) work and 𝑂(log 𝑛) depth w.h.p.

Higher-dimensional Algorithm

For 𝑑 ≥ 3 dimensions, the BCP problem can be solved either using brute-force check-
ing, which takes quadratic work, or using more theoretically-efficient algorithms that
take sub-quadratic work [13, 68, 73]. This leads to a DBSCAN algorithm that takes
𝑂((𝑛 log 𝑛)4/3) expected work for 𝑑 = 3 and 𝑂(𝑛2−(2/(⌈𝑑/2⌉+1))+𝛿) expected work for
𝑑 ≥ 4 where 𝛿 > 0 is any constant [104]. The theoretically-efficient BCP algorithms
seem too complicated to be practical (we are not aware of any implementations of
these algorithms), and the actual implementation of [104] does not use them. How-
ever, we believe that it is still theoretically interesting to design a sub-quadratic work
parallel BCP algorithm to use in DBSCAN, which is the focus of this section.

The sub-quadratic work BCP algorithms are based on constructing Delaunay
triangulations (DT) in 𝑑 dimensions, which can be used for nearest neighbor search.
However, we cannot afford to construct a DT on all the points, since a 𝑑-dimensional
DT contains up to 𝑂(𝑛⌈𝑑/2⌉) simplices, which is at least quadratic in the worst-case
for 𝑑 ≥ 3.

The idea in the algorithm by Agarwal et al. [13] is to construct multiple DTs,
each for a subset of the points, and a nearest neighbor query then takes the closest
neighbor among queries to all of the DTs. The data structure for nearest neighbor
queries used by Aggarwal et al. is based on the RPO (Randomized Post Office) tree
by Clarkson [73]. The RPO tree contains 𝑂(log 𝑛) levels where each node in the
RPO tree corresponds to the DT of a random subset of the points. Parallel DT
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for a constant dimension 𝑑 can be computed work-efficiently in expectation and in
𝑂(log 𝑛 log* 𝑛) depth w.h.p. [45]. The children of each node can be determined by
traversing the history graph of the DT, which takes 𝑂(log 𝑛) work and depth. The
RPO tree is constructed recursively for 𝑂(log 𝑛) levels, and so the overall depth is
𝑂(log2 𝑛 log* 𝑛) w.h.p. A query traverses down a path in the RPO tree, querying
each DT along the path, which takes 𝑂(log2 𝑛) work and depth overall. Using this
data structure to solve BCP gives a DBSCAN algorithm with 𝑂(𝑛2−(2/(⌈𝑑/2⌉+1))+𝛿) ex-
pected work and 𝑂(log2 𝑛 log* 𝑛) depth w.h.p. For 𝑑 = 3, an improved data structure
by Agarwal et al. [12] can be used to improve the expected work to 𝑂((𝑛 log 𝑛)4/3).
The data structure is also based on DT, and so similar to before, we can parallelize
the DT construction and obtain the same depth bound.

The overall bounds are summarized in the following theorem.

Theorem 2. For a constant value of minPts, Euclidean DBSCAN can be solved in
𝑂((𝑛 log 𝑛)4/3) expected work for 𝑑 = 3 and 𝑂(𝑛2−(2/(⌈𝑑/2⌉+1))+𝛿) expected work for
any constant 𝛿 > 0 for 𝑑 > 3, and polylogarithmic depth with high probability.

Approximate Algorithm

The algorithms for grid construction, marking core points, connected components,
and clustering border points are the same as the exact algorithms, and so we only
analyze approximate cell graph construction in the approximate algorithm based on
the quadtree introduced in Section 4.4. The quadtree has 𝑙 = 1 + ⌈log2 1/𝜌⌉ levels
and can be constructed in 𝑂(𝑛′𝑙) work sequentially for a cell with 𝑛′ points. A hash
table is used to map non-empty cells to their quadtrees, which takes 𝑂(𝑛) work
w.h.p. to construct. Using a fact from [25], Gan and Tao show that the number of
nodes visited by a query is 𝑂(1 + (1/𝜌)𝑑−1). Therefore, for constant 𝜌 and 𝑑, all of
the quadtrees can be constructed in a total of 𝑂(𝑛) work w.h.p., and queries can be
answered in 𝑂(1) expected work.

All of the quadtrees can be constructed in parallel. To parallelize the construction
of a quadtree for a cell with 𝑛′ points, we sort the points on each level in 𝑂(𝑛′) work
and 𝑂(log 𝑛′) depth using parallel integer sorting [234], since the keys are integers in
a constant range. In total, this gives 𝑂(𝑛′𝑙) work and 𝑂(𝑙 log 𝑛′) depth per quadtree.
We use a parallel hash table to map non-empty cells to their quadtrees, which takes
𝑂(𝑛) work and 𝑂(log 𝑛) depth w.h.p. to construct. To construct the cell graph,
all core points issue a constant number of queries to neighboring cells in parallel.
The 𝑂(𝑛) hash table queries can be done in 𝑂(𝑛) work and 𝑂(log 𝑛) depth w.h.p.
and thus cell graph construction has the same complexity. This gives the following
theorem.
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Theorem 3. For constant values of minPts and 𝜌, our approximate Euclidean DB-
SCAN algorithm takes 𝑂(𝑛) work and 𝑂(log 𝑛) depth with high probability.

4.6 Experiments

This section presents experiments comparing our exact and approximate algorithms
as well as existing algorithms.

Datasets. We use the synthetic seed spreader (SS) datasets produced by Gan and
Tao’s generator [104]. The generator produces points generated by a random walk
in a local neighborhood, but jumping to a random location with some probability.
SS-simden and SS-varden refer to the datasets with similar-density and variable-
density clusters, respectively. We also use a synthetic dataset called UniformFill
that contains points distributed uniformly at random inside a bounding hypergrid
with side length

√
𝑛, where 𝑛 is the total number of points. The points have double-

precision floating point values, but we scaled them to integers when testing Gan
and Tao’s implementation, which requires integer coordinates. We generated the
synthetic datasets with 10 million points (unless specified otherwise) for dimensions
𝑑 = 2, 3, 5, 7.

In addition, we use the following real-world datasets, which contain points with
double-precision floating point values.

1. Household [92] is a 7-dimensional dataset with 2, 049, 280 points excluding
the date-time information.

2. GeoLife [259] is a 3-dimensional dataset with 24, 876, 978 points. This dataset
contains user location data (longitude, latitude, altitude), and its distribution
is extremely skewed.

3. Cosmo50 [153] is a 3-dimensional dataset with 321, 065, 547 points. We ex-
tracted the 𝑥, 𝑦, and 𝑧 coordinate information to construct the 3-dimensional
dataset.

4. OpenStreetMap [118] is a 2-dimensional dataset with 2, 770, 238, 904 points,
containing GPS location data.

5. TeraClickLog [80] is a 13-dimensional dataset with 4, 373, 472, 329 points con-
taining feature values and click feedback of online advertisements. As far as
we know, TeraClickLog is the largest dataset used in the literature for exact
DBSCAN.
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We performed a search on 𝜖 and minPts for the synthetic datasets and chose the
default parameters to be those that output a correct clustering. For the SS datasets,
the default parameters that we use are similar to those found by Gan and Tao [104].
For ease of comparison, the default parameters for Household are the same as Gan
and Tao [104] and the default parameters for GeoLife, Cosmo50, OpenStreetMap,
and TeraClickLog are same as RP-DBSCAN [218]. For approximate DBSCAN, we
set 𝜌 = 0.01, unless specified otherwise.

Testing Environment. We perform all of our experiments on Amazon EC2 ma-
chines. We use a c5.18xlarge machine for testing of all datasets other than Cosmo50,
OpenStreetMap, and TeraClickLog. The c5.18xlarge machine has 2× Intel Xeon Plat-
inum 8124M (3.00GHz) CPUs for a total for a total of 36 two-way hyper-threaded
cores, and 144 GB of RAM. We use a r5.24xlarge machine for the three larger datasets
just mentioned. The r5.24xlarge machine has 2 × Intel Xeon Platinum 8175M (2.50
GHz) CPUs for a total of 48 two-way hyper-threaded cores, and 768 GB of RAM. By
default, we use all of the cores with hyper-threading on each machine. We compile
our programs with the g++ compiler (version 7.4) with the -O3 flag, and use Cilk
Plus for parallelism [136].

Algorithms Tested

We implement the different methods for marking core points and BCP computation
in exact and approximate DBSCAN for 𝑑 ≥ 3, and present results for the fastest
versions, which are described below.

• our-exact : This exact implementation implements the RangeCount query
in marking core points by scanning through all points in the neighboring cell
in parallel described in Section 4.2. For determining connectivity in the cell
graph, it uses the BCP method described in Section 4.2.

• our-exact-qt : This exact implementation implements the RangeCount query
supported by the quadtree described in Section 4.4. For determining connec-
tivity in the cell graph, it uses the BCP method described in Section 4.2.

• our-approx : This approximate implementation implements the RangeCount
query in marking core points by scanning through all points in the neighboring
cell in parallel, and uses the quadtree for approximate RangeCount queries
in cell graph construction described in Section 4.4.
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• our-approx-qt : This approximate implementation is the same as our-approx
except that it uses the RangeCount query supported by the quadtree de-
scribed in Section 4.4 for marking core points.

We append the -bucketing suffix to the names of these implementations when
using the bucketing optimization described in Section 4.2.

For 𝑑 = 2, we have six implementations that differ in whether they use the
grid or the box method to construct cells and whether they use BCP, Delaunay
triangulation, or USEC with line separation to construct the cell graph. We refer to
these as our-2d-grid-bcp, our-2d-grid-usec, our-2d-grid-delaunay , our-2d-
box-bcp, our-2d-box-usec, and our-2d-box-delaunay .

We note that our exact algorithms return the same answer as the standard DB-
SCAN definition, and our approximate algorithms return answers that satisfy Gan
and Tao’s approximate DBSCAN definition (see Section 2).

We compare with the following implementations:

• Gan&Tao-v2 [104] is the state-of-the-art serial implementation for both exact
and approximate DBSCAN. Gan&Tao-v2 only accepts integer values between
0 and 100, 000, and so when running their code we scaled the datasets up into
this integer range and scaled up the 𝜖 value accordingly to achieve a consistent
clustering output with other methods.

• pdsdbscan [184] is the implementation of the parallel disjoint-set exact DB-
SCAN by Patwary et al. compiled with OpenMP.

• hpdbscan [112] is the implementation of parallel exact DBSCAN by Gotz et
al. compiled with OpenMP. We modified the source code to remove the file
output code.

• rpdbscan [218] is the state-of-the-art distributed implementation for DBSCAN
using Apache Spark. We note that their variant does not return the same result
as DBSCAN. We tested rpdbscan on the same machine that we used, and also
report the timings in [218], which were obtained using at least as many cores
as our largest machine.

Experiments for 𝑑 ≥ 3

We first evaluate the performance of the different algorithms for 𝑑 ≥ 3. In the
following plots, data points that did not finish within an hour are not shown.
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Figure 10: Running time vs. 𝜖 on 36 cores with hyper-threading. The 𝑦-axes are in
log-scale.

Influence of 𝜖 on Parallel Running Time. In this experiment, we fix the default
value of minPts corresponding to the correct clustering, and vary 𝜖 within a range
centered around the default 𝜖 value. Figure 10 shows the parallel running time vs. 𝜖
for the different implementations. In general, both pdsdbscan and hpdbscan becomes
slower with increasing 𝜖. This is because they use pointwise range queries, which get
more expensive with larger 𝜖. Our methods tend to improve with increasing 𝜖 because
there are fewer cells leading to a smaller cell graph, which speeds up computations
on the graph. Our implementations significantly outperform pdsdbscan and hpdbscan
on all of the data points.

We observe a spike in plot Figure 10(f) when 𝜖 = 608. The implementations
that mark core points by scanning through all points in neighboring cells spend
a significant amount of time in that phase; in comparison, the quadtree versions
perform better because of their more optimized range counting. There is also a
spike in Figure 10(j) when 𝜖 = 80. Our exact implementation spends a significant
amount of time in cell graph construction. This is because the GeoLife dataset is
heavily skewed, certain cells could contain significantly more points. When many
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Figure 11: Running time vs. minPts on 36 cores with hyper-threading. The 𝑦-axes
are in log-scale.

cell connectivity queries involve these cells, the quadratic nature using the BCP
approach in our-exact makes the cost of queries expensive. On the contrary, methods
using the quadtree for cell graph construction (our-exact-qt, our-approx-qt, and our-
approx ) tend to have consistent performance across the 𝜖 values. For the spike in
Figure 10(j), it is interesting to see that the bucketing implementations, our-exact-
qt-bucketing and our-exact-bucketing, are significantly faster than our-exact-qt and
our-exact because many of the expensive connectivity queries are pruned.

Influence of minPts on Parallel Running Time. In this experiment, we fix the
default value of 𝜖 for a dataset and vary minPts over a range from 10 to 10, 000.
Figure 11 shows that our implementations have an increasing trend in running time
as minPts increases in most cases. This is consistent with our analysis in Section 4.5
that the overall work for marking core points is 𝑂(𝑛·minPts). In contrast, minPts does
not have much impact on the performance of hpdbscan and pdsdbscan because their
range queries, which dominate the total running times, do not depend on minPts.
Our implementations outperform hpdbscan and pdsdbscan for almost all values of
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Figure 12: Speedup of implementations over the best serial baselines vs. thread
count. The best serial baseline and its running time for each dataset is shown on the
𝑦-axis label. “36h” on the 𝑥-axes refers to 36 cores with hyper-threading.

minPts. Figures 11(d) and 11(g) suggests that hpdbscan can surpass our performance
for certain datasets when minPts = 10, 000. However, as suggested by Schubert et
al. [206], the minPts value used in practice is usually much smaller, and based on our
observation, a minPts value of at most 100 usually gives the correct clusters.

Parallel Speedup. To the best of our knowledge, Gan&Tao-v2 is the fastest exist-
ing serial implementation both for exact and approximate DBSCAN. However, we
find that across all of our datasets, our serial implementations are faster than theirs
by an average of 5.18x and 1.52x for exact DBSCAN and approximate DBSCAN,
respectively. In Figure 12, we compare the speedup of the parallel implementations
under different thread counts over the best serial baselines for each dataset and
choice of parameters. We also show the self-relative speedups for one dataset in Fig-
ure 13 and note that the trends are similar on other datasets. For these experiments,
we use parameters that generate the correct clusters. Our implementations obtain
very good speedups on most datasets, achieving speedups of 5–33x (16x on average)
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Figure 13: Self-relative speedup of implementations vs. thread count. “36h” on the
𝑥-axis refers to 36 cores with hyper-threading.

over the best serial baselines. Additionally, the self-relative speedups of our exact
and approximate methods are 2–89x (24x on average) and 14-44x (24x on average),
respectively. Although hpdbscan and pdsdbscan achieve good self-relative speedup
(22–31x and 7–20x, respectively), they fail to outperform the serial implementation
on most of the datasets. Compared to hpdbscan and pdsdbscan, we are faster by up
to orders of magnitude (16–6102x).

Our speedup on the GeoLife dataset (Figure 12(j)) is low due to the high skewness
of cell connectivity queries caused by the skewed point distribution, however the
parallel running time is reasonable (less than 1 second). In contrast, hpdbscan and
pdsdbscan did not terminate within an hour.

The bucketing heuristic achieved the best parallel performance for several of the
datasets (Figures 10(f), (g), and (j); Figures 11(c) and (j); and Figures 12(c), (f),
(g), and (j)). In general, the bucketing heuristic greatly reduces the number of
connectivity queries during cell graph construction, but in some cases it can reduce
parallelism and/or increase overhead due to sorting. We also observe a similar trend
on all methods where bucketing is applied.

We also implemented our own parallel baseline based on the original DBSCAN
algorithm [95]. We use a parallel 𝑘-d tree, and all points perform queries in parallel to
find all neighbors in their 𝜖-radius to check if they should be a core point. However,
the baseline was over 10x slower than our fastest parallel implementation for datasets
with the correct parameters, and hence we do not show it in the plots.

Influence of 𝜌 on Parallel Running Time. Figure 14 shows the effect of varying
𝜌 for our two approximate DBSCAN implementations. We also show our best exact
method as a baseline. We only show plots for two datasets as the trend was similar
in other datasets. We observe a small decrease in running time as 𝜌 increases,
but find that the approximate methods are still mostly slower than the best exact
method. On average, for the parameters corresponding to correct clustering, we find
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Figure 14: Running time vs. 𝜌 on 36 cores with hyper-threading.

that our best exact method is 1.24x and 1.53x faster than our best approximate
method when running in parallel and serially, respectively; this can also be seen
in Figure 12. Schubert et al. [206] also found exact DBSCAN to be faster than
approximate DBSCAN for appropriately-chosen parameters, which is consistent with
our observation.

Large-scale Datasets. In Table 3, we show the running times of our-exact on
large-scale datasets. We compare with the reported numbers for the state-of-the-
art distributed implementation rpdbscan, which use 48 cores distributed across 12
machines [218], as well as numbers for rpdbscan on our machines. The purpose of this
experiment is to show that we are able to efficiently process large datasets using just
a multicore machine. GeoLife was run on the 36 core machine whereas others were
run on the 48 core machine due to their larger memory footprint. We see that our-
exact achieves a 18–577x speedup over rpdbscan using the same or a fewer number of
cores. We believe that this speedup is due to lower communication costs in shared-
memory as well as a better algorithm. Even though TeraClickLog is significantly
larger than the other datasets, our running times are not proportionally larger. This
is because for the parameters chosen by [218], all points fall into one cell. Therefore,
in our implementation all points are core points and are trivially placed into the only
cluster. In contrast, rpdbscan incurs communication costs in partitioning the points
across machines and merging the clusters from different machines together.

Experiments for 𝑑 = 2

In Figure 15, we show the performance of our six 2D algorithms as well as hpdbscan
and pdsdbscan on the synthetic datasets. We show the running time while varying 𝜖,
minPts, number of points, or number of threads. We first note that all of our imple-
mentations are significantly faster than hpdbscan and pdsdbscan. In general, we found

59



0 1000 2000 3000
epsilon

10 1
100
101
102
103

tim
e 

(s
ec

)

(a) 2D-SS-simden-10M
(minpts:100)

101 102 103 104

minpts

10 1

100

101

102

tim
e 

(s
ec

)

(b) 2D-SS-simden-10M
(eps:400)

105 106 107

num-pts

10 2
10 1
100
101
102

tim
e 

(s
ec

)

(c) 2D-SS-simden-NumPts
(various params)

1 4 8 16 24 36 36h
num-threads

0
5

10
15
20

sp
ee

du
p 

ov
er

 se
ria

l-
ou

r-e
xa

ct
-b

uc
ke

t (
1.

17
 se

c)

(d) 2D-SS-simden-10M
(eps:400,minpts:100)

0 1000 2000 3000
epsilon

10 1
100
101
102
103

tim
e 

(s
ec

)

(e) 2D-SS-varden-10M
(minpts:100)

101 102 103 104

minpts

10 1

100

101

102

tim
e 

(s
ec

)

(f) 2D-SS-varden-10M
(eps:1000)

105 106 107

num-pts

10 1

101

103

tim
e 

(s
ec

)
(g) 2D-SS-varden-NumPts

(various params)

1 4 8 16 24 36 36h
num-threads

0
5

10
15
20

sp
ee

du
p 

ov
er

 se
ria

l-
ou

r-e
xa

ct
-b

uc
ke

t (
1.

09
 se

c)

(h) 2D-SS-varden-10M
(eps:1000,minpts:100)

our-2d-grid-bcp
our-2d-grid-usec

our-2d-grid-delaunay
our-2d-box-bcp

our-2d-box-usec
our-2d-box-delaunay

hpdbscan
pdsdbscan

Figure 15: Running time vs. 𝜖, minPts, number of points, or thread count for the
2D implementations. In (c) and (g), the parameters are chosen for each input size
such that the algorithm outputs the correct clustering. In (d) and (h), “36h” on the
𝑥–axis refers to 36 cores with hyper-threading. The 𝑦-axes in (a)–(c) and (e)–(g) are
in log-scale.

60



GeoLife Cosmo50
𝜖 20 40 80 160 0.01 0.02 0.04 0.08

our-exact 0.541 0.617 0.535 0.482 41.8 5.51 4.69 3.03
rpdbscan (our machine) 29.13 27.92 32.04 27.81 3750 562.0 576.9 672.6

rpdbscan ([218]) 36 33 28 27 960 504 438 432
OpenStreetMap TeraClickLog

𝜖 0.01 0.02 0.04 0.08 1500 3000 6000 12000
our-exact 41.4 43.2 40 44.5 26.8 26.9 27.0 27.6

rpdbscan (our machine) – – – – – – – –
rpdbscan ([218]) 3000 1720 1200 840 15480 7200 3540 1680

Table 3: Parallel running times (seconds) for our-exact and rpdbscan. The value of
minPts is set to 100. GeoLife was run on the 36 core machine and the other datasets
were run on the 48 core machine. For rpdbscan, we omit timings for experiments
that encountered exceptions or did not complete within 1 hour. We also include the
distributed running times reported in [218] that used as many cores as our machines.

the grid-based implementations to be faster than the box-based implementations due
to the higher cell construction time of the boxed-based implementations. We also
found the Delaunay triangulation-based implementations to be significantly slower
than the BCP and USEC-based methods due to the high overhead of computing the
Delaunay triangulation. The fastest implementation overall was our-2d-grid-bcp.

Comparison with GPU Implementation

While there exists GPU implementation of DBSCAN, we believe our implementations
are much faster than the existing GPU implementations. We first compare with G-
DBSCAN [21], and their implementation takes 74.4 seconds to process a data set
with 0.7 million points on an Nvidia Tesla M2050 with 448 cores. G-DBSCAN first
creates a graph on the data set, where an edge is created between two vertices within
𝜖 to each other, after which a breadth-first search is computed on the graph. The
algorithm may not be work-efficient since the size of the graph can be quadratic
in the size of the input. We also compare with CUDA-DClust+ [191], which takes
15.62 seconds to process a data set with 10 million points using an Nvidia Quadro
GP100 with 3584 cores. In comparison, our implementation takes much less than
1 second in most cases to process data sets with 10 million points as shown by
our experiments described earlier. CUDA-DClust+ reduces the quadratic cost of
𝜖-neighborhood searches using an index structure, which is a similar strategy to our
optimized implementations.
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5 Fast Parallel Algorithms for Euclidean Minimum
Spanning Tree and Hierarchical Spatial Cluster-
ing

5.1 Introduction

There has been a significant amount of theoretical work on designing fast sequential
EMST algorithms (e.g., [13, 254, 210, 26, 58]). There have also been some practical
implementations of EMST [170, 66, 35, 178], although most of them are sequential
(part of the algorithm by Chatterjee et al. [66] is parallel). The state-of-the-art EMST
implementations are either based on generating a well-separated pair decomposition
(WSPD) [60] and applying Kruskal’s minimum spanning tree (MST) algorithm on
edges produced by the WSPD [66, 178], or dual-tree traversals on 𝑘-d trees integrated
into Boruvka’s MST algorithm [170]. Much less work has been proposed for parallel
HDBSCAN* and OPTICS [184, 203]. In this thesis, we design new algorithms for
EMST, which can also be leveraged to design a fast parallel HDBSCAN* algorithm.

This thesis presents practical parallel in-memory algorithms for HDBSCAN* and
EMST, and proves that the theoretical work of our implementations matches their
state-of-the-art counterparts, while having polylogarithmic depth. Our algorithms
are based on finding a WSPD and then running Kruskal’s algorithm on edges between
pairs in the WSPD. For our HDBSCAN* algorithm, we propose a new notion of well-
separation to include the notion of core distances, which enables us to improve the
space usage and work of our algorithm.

Given the MST from the HDBSCAN* or the EMST problem, we provide an
algorithm to generate a dendrogram, which represents the hierarchy of clusters in
our data set. For EMST, this solves the single-linkage clustering problem [113], and
for HDBSCAN*, this gives us a dendrogram as well as a reachability plot [61]. We
introduce a work-efficient parallel divide-and-conquer algorithm that first generates
an Euler tour on the tree, splits the tree into multiple subtrees, recursively gen-
erates the dendrogram for each subtree, and glues the results back together. An
in-order traversal of the dendrogram gives the reachability plot. Our algorithm takes
𝑂(𝑛 log 𝑛) work and 𝑂(log2 𝑛 log log 𝑛) depth. Our parallel dendrogram algorithm is
of independent interest, as it can also be applied to generate dendrograms for other
clustering problems.

We also present several additional theoretical results: (1) an EMST algorithm
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with subquadratic work and polylogarithmic depth based on a subquadratic-work
sequential algorithm by Callahan and Kosaraju [58]; (2) an HDBSCAN*algorithm
for two dimensions with 𝑂(minPts2 ·𝑛 log 𝑛) work, matching the sequential algorithm
by Berg et al. [85], and 𝑂(minPts · log2 𝑛) depth; and (3) a work-efficient parallel
algorithm for approximate OPTICS based on the sequential algorithm by Gan and
Tao [105].

We provide optimized parallel implementations of our EMST and HDBSCAN*

algorithms. We introduce a memory optimization that avoids computing and ma-
terializing many of the WSPD pairs, which significantly improves our algorithm’s
performance (up to 8x faster and 10x less space). We also provide optimized imple-
mentations of 𝑘-d trees, which our algorithms use for spatial queries.

We perform a comprehensive set of experiments on both synthetic and real-world
data sets using varying parameters, and compare the performance of our implemen-
tations to optimized sequential implementations as well as existing parallel imple-
mentations. Compared to existing EMST sequential implementations [170, 171], our
fastest sequential implementation is 0.89–4.17x faster (2.44x on average). On a 48-
core machine with hyper-threading, our EMST implementation achieves 14.61–55.89x
speedup over the fastest sequential implementations. Our HDBSCAN* implemen-
tation achieves 11.13–46.69x speedup over the fastest sequential implementations.
Compared to existing sequential and parallel implementations for HDBSCAN* [105,
171, 203, 184], our implementation is at least an order of magnitude faster. Our
source code is publicly available at https://github.com/wangyiqiu/hdbscan.

5.2 Parallel EMST and HDBSCAN*

In this section, we present our new parallel algorithms for EMST and HDBSCAN*.
We also introduce our new memory optimization to improve space usage and perfor-
mance in practice.

EMST

To solve EMST, Callahan and Kosaraju present an algorithm for constructing a
WSPD that creates an edge between the BCCP of each pair in the WSPD with
weight equal to their distance, and then runs an MST algorithm on these edges.
They show that their algorithm takes 𝑂(𝑇𝑑(𝑛, 𝑛) log 𝑛) work [58], where 𝑇𝑑(𝑛, 𝑛)
refers to the work of computing BCCP on two sets each of size 𝑛.

For our parallel EMST algorithm, we parallelize WSPD construction algorithm,
and then develop a parallel variant of Kruskal’s MST algorithm that runs on the
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Algorithm 5 Well-Separated Pair Decomposition
1: procedure Wspd(𝐴)
2: if |𝐴| > 1 then
3: do in parallel
4: Wspd(𝐴left) ◁ parallel call on the left child of 𝐴
5: Wspd(𝐴right) ◁ parallel call on the right child of 𝐴
6: FindPair(𝐴left , 𝐴right)
7: procedure FindPair(𝑃 , 𝑃 ′)
8: if 𝑃diam < 𝑃 ′

diam then
9: Swap(𝑃 , 𝑃 ′)

10: if WellSeparated(𝑃 , 𝑃 ′) then Record(𝑃 , 𝑃 ′)
11: else
12: do in parallel
13: FindPair(𝑃left , 𝑃 ′) ◁ 𝑃left is the left child of 𝑃
14: FindPair(𝑃right , 𝑃 ′) ◁ 𝑃right is the right child of 𝑃

edges formed by the pairs in the WSPD. We also propose a non-trivial optimization
to make the implementation fast and memory-efficient.

Constructing a WSPD in Parallel. We introduce the basic parallel WSPD in
Algorithm 5. Prior to calling WSPD, we construct a spatial median 𝑘d-tree 𝑇 in
parallel with each leaf containing one point. Then, we call the procedure Wspd on
line 1 and make the root node of 𝑇 its input. In Wspd, we make parallel calls to
FindPair on the two children of all non-leaf nodes by recursively calling Wspd. The
procedure FindPair on line 7 takes as input a pair (𝑃, 𝑃 ′) of nodes in 𝑇 , and checks
whether 𝑃 and 𝑃 ′ are well-separated. If they are well-separated, then the algorithm
records them as a well-separated pair on line 10; otherwise, the algorithm splits the
set with the larger bounding sphere into its two children and makes two recursive
calls in parallel (Lines 13–14). This process is applied recursively until the input
pairs are well-separated. The major difference of Algorithm 1 from the serial version
is the parallel thread-spawning on Lines 3–5 and 12–14. This procedure generates a
WSPD with 𝑂(𝑛) pairs [58].

Parallel GFK Algorithm for EMST. The original algorithm by Callahan and
Kosaraju [58] computes the BCCP between each pair in the WSPD to generate a
graph from which an MST can be computed to obtain the EMST. However, it is not
necessary to compute the BCCP for all pairs, as observed by Chatterjee et al. [66].
Our implementation only computes the BCCP between a pair if their points are not
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Figure 16: The is an example for both GFK (Algorithm 6) and MemoGFK (Algo-
rithm 7) for EMST corresponding to the data set shown in Figure 4. The red lines
linking tree nodes and the boxes drawn below represent well-separated pairs. The
boxes also show the cardinality and BCCP value of the pair. Their correspondence
with the symbols 𝑆𝑙1, 𝑆𝑙2, and 𝑆𝑢 from the pseudocode are color-coded. The pairs
that generate 𝜌hi are in bold squares, and the pairs filtered out have a red cross.
Using our MemoGFK optimization, only the pairs in 𝑆𝑙1 needs to be materialized,
in contrast to needing to materialize all of the pairs in GFK.
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Algorithm 6 Parallel GeoFilterKruskal
1: procedure ParallelGFK(WSPD: 𝑆, Edges: 𝐸out , UnionFind: UF )
2: 𝛽 = 2
3: while |𝐸out | < (𝑛− 1) do
4: (𝑆𝑙, 𝑆𝑢) = Split(𝑆, 𝑓𝛽) ◁ For a pair (𝐴,𝐵), 𝑓𝛽 checks if |𝐴|+ |𝐵| ≤ 𝛽
5: 𝜌hi = min(𝐴,𝐵)∈𝑆𝑢 𝑑(𝐴,𝐵)
6: (𝑆𝑙1, 𝑆𝑙2) = Split(𝑆𝑙, 𝑓𝜌hi ) ◁ For a pair (𝐴,𝐵), 𝑓𝜌hi checks if

BCCP(𝐴,𝐵) ≤ 𝜌hi
7: 𝐸𝑙1 = GetEdges(𝑆𝑙1) ◁ Retrieves edges associated with pairs in 𝑆𝑙1

8: ParallelKruskal(𝐸𝑙1, 𝐸out , UF )
9: 𝑆 = Filter(𝑆𝑙2 ∪ 𝑆𝑢, 𝑓diff ) ◁ For a pair (𝐴,𝐵), 𝑓diff checks points in 𝐴 are

in different component from 𝐵 in UF
10: 𝛽 = 𝛽 × 2

yet connected in the spanning forest generated so far. This optimization reduces
the total number of BCCP calls. Furthermore, we propose a memory optimization
that avoids materializing all of the pairs in the WSPD. We will first describe how we
obtain the EMST from the WSPD, and then give details of our memory optimization.

The original Kruskal’s algorithm is an MST algorithm that takes input edges
sorted by non-decreasing weight, and processes the edges in order, using a union-find
data structure to join components for edges with endpoints in different components.
Our implementation is inspired by a variant of Kruskal’s algorithm, GeoFilterKruskal
(GFK). This algorithm was used for sequential EMST by Chatterjee et al. [66], and
for MST in general graphs by Osipov et al. [180]. It improves Kruskal’s algorithm
by avoiding the BCCP computation between pairs unless needed, and prioritizing
BCCPs between pairs with smaller cardinalities, which are cheaper, with the goal of
pruning more expensive BCCP computations.

We propose a parallel GFK algorithm as shown in Algorithm 6. It uses Kruskal’s
MST algorithm as a subroutine by passing it batches of edges, where each batch
has edges with weights no less than those of edges in previous batches, and the
union-find structure is shared across multiple invocations of Kruskal’s algorithm.
ParallelGFK takes as input the WSPD pairs 𝑆, an array 𝐸out to store the MST
edges, and a union-find structure UF . On each round, given a constant 𝛽, we only
consider node pairs in the WSPD with cardinality (sum of sizes) at most 𝛽 because
it is cheaper to compute their BCCPs. To do so, the set of pairs 𝑆 is partitioned into
𝑆𝑙, containing pairs with cardinality at most 𝛽, and 𝑆𝑢, containing the remaining
pairs (line 4). However, it is only correct to consider pairs in 𝑆𝑙 that produce edges
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lighter than any of the pairs in 𝑆𝑢. On line 5, we compute an upper bound 𝜌hi for
the edges in 𝑆𝑙 by setting 𝜌hi equal to the minimum 𝑑(𝐴,𝐵) for all (𝐴,𝐵) ∈ 𝑆𝑢

(this is a lower bound on the edges weights formed by these pairs). In the example
shown in Figure 16, in the first round, with 𝛽 = 2, the set 𝑆𝑙 contains (𝑎, 𝑑), (𝑏, 𝑐),
(𝑓, 𝑔), and (𝑒, ℎ), and the set 𝑆𝑢 contains (ℎ,𝑄7), (𝑒,𝑄7), (𝑒,𝑄2), (𝑄4, 𝑄5), (𝑄2, 𝑄6),
and (𝑄1, 𝑖). 𝜌hi corresponds to (𝑒,𝑄7) on Line 5. Then, we compute the BCCP
of all elements of set 𝑆𝑙, and split it into 𝑆𝑙1 and 𝑆𝑙2, where 𝑆𝑙1 has edges with
weight at most 𝜌hi (line 6). On Line 6, 𝑆𝑙1 contains (𝑎, 𝑑), (𝑏, 𝑐) and (𝑓, 𝑔), as their
BCCP distances are smaller than 𝜌hi = 𝑑(𝑒,𝑄7), and 𝑆𝑙2 contains (𝑒, ℎ) . After that,
𝐸𝑙1, the edges corresponding to 𝑆𝑙1, are passed to Kruskal’s algorithm (Lines 7–
8). The remaining pairs 𝑆𝑙2 ∪ 𝑆𝑢 are then filtered based on the result of Kruskal’s
algorithm (Line 9)—in particular, pairs that are connected in the union-find structure
of Kruskal’s algorithm can be discarded, and for many of these pairs we never have
to compute their BCCP. In Figure 16, the second round processes (𝑒, ℎ), (ℎ,𝑄7),
(𝑒,𝑄7), (𝑒,𝑄2), (𝑄4, 𝑄5), (𝑄2, 𝑄6), and (𝑄1, 𝑖), and works similarly to Round 1.
However, (𝑄2, 𝑄6) gets filtered out during the second round, and we never have to
compute its BCCP, leading to less work compared to a naive algorithm. Finally, the
subsequent rounds process a single pair (𝑄1, 𝑖). At the end of each round, we double
the value of 𝛽 to ensure that there are logarithmic number of rounds and hence
better depth (in contrast, the sequential algorithm of Chatterjee et al. [66] increases
𝛽 by 1 every round). Throughout the algorithm, we cache the BCCP results of pairs
to avoid repeated computations. Overall, the main difference between Algorithm 2
and sequential algorithm is the use of parallel primitives on nearly every line of the
pseudocode, and the exponentially increasing value of 𝛽 on Line 11, which is crucial
for achieving a low depth bound.

The following theorem summarizes the bounds of our algorithm.

Theorem 4. We can compute the EMST on a set of 𝑛 points in constant dimensions
in 𝑂(𝑛2) work and 𝑂(log2 𝑛) depth.

Proof. Callahan [57] shows that a WSPD with 𝑂(𝑛) well-separated pairs can be
computed in 𝑂(𝑛 log 𝑛) work and 𝑂(log 𝑛) depth, which we use for our analysis. Our
parallel GeoFilterKruskal algorithm for EMST proceeds in rounds, and processes the
well-separated pairs in an increasing order of cardinality. Since 𝛽 doubles on each
round, there can be at most 𝑂(log 𝑛) rounds since the largest pair can contain 𝑛
points. Within each round, the Split on Line 4 and Filter on Line 9 both take
𝑂(𝑛) work and 𝑂(log 𝑛) depth. We can compute the BCCP for each pair on Line 6
by computing all possible point distances between the pair, and using WriteMin
to obtain the minimum distance. Since the BCCP of each pair will only be computed
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once and is cached, the total work of BCCP on Line 6 is
∑︀

𝐴,𝐵∈𝑆 |𝐴||𝐵| = 𝑂(𝑛2)
work since the WSPD is an exact set cover for all distinct pairs. Therefore, Line 6
takes 𝑂(𝑛2) work across all rounds and 𝑂(1) depth for each round. Given 𝑛 edges,
the MST computation on Line 8 can be done in 𝑂(𝑛 log 𝑛) work and 𝑂(log 𝑛) depth
using existing parallel algorithms [138]. Therefore, the overall work is 𝑂(𝑛2). Since
each round takes 𝑂(log 𝑛) depth, and there are 𝑂(log 𝑛) rounds, the overall depth is
𝑂(log2 𝑛).

We note that there exist subquadratic work BCCP algorithms [13], which result
in a subquadratic work EMST algorithm. Although the algorithm is impractical and
no implementations exist, for theoretical interest we give a work-efficient parallel
algorithm with polylogarithmic depth in Section 5.5 of the Appendix.

We implemented our own sequential and parallel versions of the GFK algorithm
as a baseline based on Algorithm 6, which we found to be faster than the imple-
mentation of Chatterjee et al. [66] in our experiments. In addition, because the
original GFK algorithm requires materializing the full WSPD, its memory consump-
tion can be excessive, limiting the algorithm’s practicality. This issue worsens as the
dimensionality of the points increases, as the number of pairs in the WSPD increases
exponentially with the dimension. While Chatterjee et al. [66] show that their GFK
algorithm is efficient, they consider much smaller data sets than the ones in this
thesis.

The MemoGFK Optimization. To tackle the memory consumption issue, we
propose an optimization to the GFK algorithm, which reduces its space usage and
improves its running time in practice. We call the resulting algorithm MemoGFK
(memory-optimized GFK). The basic idea is that, rather than materializing the
full WSPD at the beginning, we partially traverse the 𝑘d-tree on each round and
retrieve only the pairs that are needed. The pseudocode for our algorithm is shown
in Algorithm 7, where ParallelMemoGFK takes in the root 𝑅 of a 𝑘d-tree, an
array 𝐸out to store the MST edges, and a union-find structure UF .

The algorithm proceeds in rounds similar to parallel GeoFilterKruskal, and main-
tains lower and upper bounds (𝜌lo and 𝜌hi) on the weight of edges to be considered
each round. On each round, it first computes 𝜌hi based on 𝛽 by a single 𝑘d-tree
traversal, which will be elaborated below (line 4). Then, together with 𝜌lo from the
previous round (𝜌lo = 0 on the first round), the algorithm retrieves pairs with BCCP
distance in the range [𝜌lo , 𝜌hi) via a second 𝑘d-tree traversal on line 5. The edges
corresponding to these pairs are then passed to Kruskal’s algorithm on line 7. An
example of the first round of the algorithm with MemoGFK is illustrated in Fig-
ure 16. Without the optimization, the GFK algorithm needs to first materialize all
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Algorithm 7 Parallel MemoGFK
1: procedure ParallelMemoGFK(𝑘d-tree root: 𝑅, Edges: 𝐸out , UnionFind:

UF )
2: 𝛽 = 2, 𝜌lo = 0
3: while |𝐸out | < (𝑛− 1) do
4: 𝜌hi = GetRho(𝑅, 𝛽)
5: 𝑆𝑙1 = GetPairs(𝑅, 𝛽, 𝜌lo , 𝜌hi , UF )
6: 𝐸𝑙1 = GetEdges(𝑆𝑙1) ◁ Retrieves edges associated with pairs in 𝑆𝑙1

7: ParallelKruskal(𝐸𝑙1, 𝐸out , UF )
8: 𝛽 = 𝛽 × 2, 𝜌lo = 𝜌hi

of the pairs in Round 1. With MemoGFK, 𝜌hi = 𝑑(𝑒,𝑄7) is computed via a tree
traversal on Line 4, after which only the pairs in the set 𝑆𝑙1 = {(𝑎, 𝑑), (𝑏, 𝑐), (𝑓, 𝑔)}
are retrieved and materialized on Line 5 via a second tree traversal. Retrieving pairs
only as needed reduces memory usage and improves performance. The correctness of
the algorithm follows from the fact that each round considers non-overlapping ranges
of edge weights in increasing order until all edges are considered, or when MST is
completed.

Now we discuss the implementation details of the two-pass tree traversal on
Line 4–5. The GetRho subroutine, which computes 𝜌hi , does so by finding the
lower bound on the minimum separation of pairs whose cardinality is greater than
𝛽 and are not yet connected in the MST. We traverse the 𝑘d-tree starting at the
root, in a similar way as when computing the WSPD in algorithm 5. During the
process, we update a global copy of 𝜌hi using WriteMin whenever we encounter
a well-separated pair in FindPair, with cardinality greater than 𝛽. We can prune
the traversal once |𝐴| + |𝐵| ≤ 𝛽, as all pairs that originate from (𝐴,𝐵) will have
cardinality at most 𝛽. We also prune the traversal when the two children of a tree
node are already connected in the union-find structure, as these edges will not need
to be considered by Kruskal’s algorithm. In addition, we prune the traversal when
the distance between the bounding spheres of 𝐴 and 𝐵, 𝑑(𝐴,𝐵), is larger than 𝜌hi ,
as its descendants cannot produce a smaller distance.

The GetPairs subroutine then retrieves all pairs whose points are not yet con-
nected in the union-find structure and have BCCP distances in the range [𝜌lo , 𝜌hi). It
does so also via a pruned traversal on the 𝑘d-tree starting from the root, similarly to
algorithm 5, but only retrieves the useful pairs. For a pair of nodes encountered in
the FindPair subroutine, we estimate the minimum and maximum possible BCCP
between the pair using bounding sphere calculations, an example of which is shown
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Figure 17: (a) shows a representation of a well-separated pair (𝐴,𝐵) as a line seg-
ment, based on the values of its 𝑑(𝐴,𝐵) and 𝑑max(𝐴,𝐵), which serve as the lower and
upper bounds, respectively, for their BCCP and the BCCP of their descendants. The
"x"’s on the line marks the value of the BCCP. (b) shows an example of tree node
pairs encountered during a pruned tree traversal on Line 5 of Algorithm 7, where
the pairs are represented the same way as in (a). The pairs in solid green lines, if
well-separated, will be retrieved and materialized because their BCCPs are within
the [𝜌lo , 𝜌hi) range, whereas those in solid black lines will not as their BCCPs are out
of range (although their BCCPs will still be computed, since their lower and upper
bounds do not immediately put them out of range). The traversal will be pruned
when encountering a pair represented by dotted lines as their BCCP and the BCCP
of their descendants will be out of range.

in Figure 17a. We prune the traversal when 𝑑max(𝐴,𝐵) < 𝜌lo , or when 𝑑(𝐴,𝐵) ≥ 𝜌hi ,
in which case BCCP(𝐴,𝐵) (as well as those of its recursive calls on descendant nodes)
will be outside of the range. An example is shown in Figure 17b. In addition, we
also prune the traversal if 𝐴 and 𝐵 are already connected in the MST, as an edge
between 𝐴 and 𝐵 will not be part of the MST.

We evaluate MemoGFK in Section 5.8. We also use the memory optimization for
HDBSCAN*, which will be described next.

HDBSCAN*

Baseline. Inspired by a sequential approximate algorithm to solve the OPTICS
problem by Gan and Tao [105], we modified and parallelized their algorithm to
compute the exact HDBSCAN*as our baseline. First, we perform 𝑘-NN queries using
Euclidean distance with 𝑘 = minPts to compute the core distances. Gan and Tao’s
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original algorithm creates a mutual reachability graph of size 𝑂(𝑛 ·minPts2), using an
approximate notion of BCCP between each WSPD pair, and then computes its MST
using Prim’s algorithm. Our exact algorithm parallelizes their algorithm, and instead
uses the exact BCCP* computations based on the mutual reachability distance to
form the mutual reachability graph. In addition, we also compute the MST on the
generated edges using the MemoGFK optimization described in Section 5.2. Summed
across all well-separated pairs, the BCCP computations take quadratic work and
constant depth. Therefore, our baseline algorithm takes 𝑂(𝑛2) work and 𝑂(log2 𝑛)
depth, and computes the exact HDBSCAN*. In Section 5.6 of the Appendix, we also
describe a work-efficient parallel approximate algorithm based on [105].

Improved Algorithm. We present a more space-efficient algorithm that is faster in
practice by using a new definition of well-separation for the WSPD for HDBSCAN*.
We denote the maximum and minimum core distances of the points in node 𝐴 as
cdmax(𝐴) and cdmin(𝐴), respectively. Consider a pair (𝐴,𝐵) in the WSPD. We de-
fine 𝐴 and 𝐵 to be geometrically-separated if 𝑑(𝐴,𝐵) ≥ max{𝐴diam, 𝐵diam} and
mutually-unreachable if max{𝑑(𝐴,𝐵), cdmin(𝐴), cdmin(𝐵)} ≥ max{𝐴diam, 𝐵diam, cdmax(𝐴),
cdmax(𝐵)}. We consider 𝐴 and 𝐵 to be well-separated if they are geometrically-
separated, mutually-unreachable, or both. The original definition of well-separation
only includes the first condition.

This leads to space savings because in algorithm 5, recursive calls to procedure
FindPair(𝐴,𝐵) on line 7 will not terminate until 𝐴 and 𝐵 are well-separated. Since
our new definition is a disjunction between mutual-unreachability and geometric-
separation, the calls to FindPair can terminate earlier, leading to fewer pairs gener-
ated. When constructing the mutual reachability subgraph to pass to MST, we add
only a single edge between the BCCP* (BCCP with respect to mutual reachability
distance) of each well-separated pair. With our new definition, the total number of
edges generated is upper bounded by the size of the WSPD, which is 𝑂(𝑛) [60]. In
contrast, Gan and Tao’s approach generates 𝑂(𝑛 ·minPts2) edges.

Theorem 5. Under the new definition of well-separation, our algorithm computes
an MST of the mutual reachability graph.

Proof. Under our new definition, well-separation is defined as the disjunction between
being geometrically-separated and mutually-unreachable. We connect an edge be-
tween each well-separated pair (𝐴,𝐵) with the mutual-reachability distance max{𝑑(𝑢*, 𝑣*),
cd(𝑢*), cd(𝑣*)} as the edge weight, where 𝑢* ∈ 𝐴, 𝑣* ∈ 𝐵, and (𝑢*, 𝑣*) is the
BCCP* of (𝐴,𝐵). We overload the notation BCCP*(𝐴,𝐵) to also denote the mutual-
reachability distance of (𝑢*, 𝑣*).
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Consider the point set 𝑃root, which is contained in the root node of the tree
associated with its WSPD. Let 𝑇 be the MST of the full mutual reachability graph
𝐺𝑀𝑅. Let 𝑇 ′ be the MST of the mutual reachability subgraph 𝐺′

𝑀𝑅, computed by
connecting the BCCP* of each well-separated pair. To ensure that 𝑇 ′ produces the
correct HDBSCAN*clustering, we prove that it has the same weight as 𝑇—in other
words, 𝑇 ′ is a valid MST of 𝐺𝑀𝑅.

We prove the optimality of 𝑇 ′ by induction on each tree node 𝑃 . Since the WSPD
is hierarchical, each node 𝑃 also has a valid WSPD consisting of a subset of pairs of
the WSPD of 𝑃root. Let (𝑢, 𝑣) be an edge in 𝑇 . There exists an edge (𝑢′, 𝑣′) ∈ 𝑇 ′

that connects the same two components as in 𝑇 if we were to remove (𝑢, 𝑣). We
call (𝑢′, 𝑣′) the replacement of (𝑢, 𝑣), which is optimal if 𝑤(𝑢′, 𝑣′) = 𝑤(𝑢, 𝑣). Let
𝑇𝑃 and 𝑇 ′

𝑃 be subgraphs of 𝑇 and 𝑇 ′, respectively, containing points in 𝑃 , but not
necessarily spanning 𝑃 . We inductively hypothesize that all edges of 𝑇 ′

𝑃 are optimal.
In the base case, a singleton tree node 𝑃 satisfies the hypothesis by having no edges.

Now consider any node 𝑃 and edge (𝑢, 𝑣) ∈ 𝑇𝑃 . The children of 𝑃 are optimal by
our inductive hypothesis. We prove that the edges connecting the children of 𝑃 are
optimal. Points 𝑢 and 𝑣 must be from a well-separated pair (𝐴,𝐵), where 𝐴 and 𝐵
are children of 𝑃 in the WSPD hierarchy. Let 𝑈 and 𝑉 be a partition of 𝑃 formed
by a cut in 𝑇𝑃 that separates point pair (𝑢, 𝑣), where 𝑢 ∈ 𝑈 and 𝑣 ∈ 𝑉 . We want to
prove that the replacement of (𝑢, 𝑣) in 𝑇 ′

𝑃 is optimal.
We now discuss the first scenario of the proof, shown in Figure 18a, where the

replacement edge between 𝑈 and 𝑉 is (𝑢′, 𝑣′) = BCCP*(𝐴,𝐵) = (𝑢*, 𝑣*), and we
assume without loss of generality that 𝑢′ ∈ 𝐴 ∩ 𝑈 and 𝑣′ ∈ 𝐵 ∩ 𝑉 . Since (𝑢, 𝑣)
is the closest pair of points connecting 𝑈 and 𝑉 by the cut property, then (𝑢′, 𝑣′),
the BCCP* of (𝐴,𝐵), must be optimal; otherwise, (𝑢, 𝑣) has smaller weight than
BCCP*(𝐴,𝐵), which is a contradiction. This scenario easily generalizes to the case
where 𝐴 and 𝐵 happen to be completely within 𝑈 and 𝑉 , respectively.

We now discuss the second scenario, shown in Figure 18b, where BCCP*(𝐴,𝐵) =
(𝑢*, 𝑣*) is internal to either 𝑈 or 𝑉 . We assume without loss of generality that
𝑢* ∈ 𝐴 ∩ 𝑉 and 𝑣* ∈ 𝐵 ∩ 𝑉 , and that 𝑈 and 𝑉 are connected by some intra-node
edge (𝑢′, 𝑣′) of 𝐴 in 𝑇 ′

𝑃 . We want to prove that (𝑢′, 𝑣′) is an optimal replacement
edge. We consider two cases based on the relationship between 𝐴 and 𝐵 under our
new definition of well-separation.

Case 1. Nodes 𝐴 and 𝐵 are mutually-unreachable, and may or may not be geometrically-
separated. The weight of (𝑢′, 𝑣′) is max{𝑑(𝑢′, 𝑣′), cd(𝑢′), cd(𝑣′)} ≤ max{𝐴diam, cdmax(𝐴)}.
Consider the BCCP* pair (𝑢*, 𝑣*) between 𝐴 and 𝐵. Based on the fact that 𝐴 and
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Figure 18: In this figure, we show the two proof cases for HDBSCAN*. We use an
oval to represent each node in the WSPD, and solid black dots to represent data
points. We represent the partition of the space to 𝑈 and 𝑉 using a cut represented
by a dotted line.

𝐵 are mutually-unreachable, we have

BCCP*(𝐴,𝐵) = max{𝑑(𝑢*, 𝑣*), cd(𝑢*), cd(𝑣*)}
≥ max{𝑑(𝐴,𝐵), cdmin(𝐴), cdmin(𝐵)}
≥ max{𝐴diam, 𝐵diam, cdmax(𝐴), cdmax(𝐵)}
≥ max{𝐴diam, cdmax(𝐴)},

where the inequality from the second to the third line above comes from the definition
of mutual-unreachability. Therefore, 𝑤(𝑢′, 𝑣′) is not larger than BCCP*(𝐴,𝐵) =
𝑤(𝑢*, 𝑣*), and by definition of BCCP*, 𝑤(𝑢*, 𝑣*) is not larger than 𝑤(𝑢, 𝑣). Hence,
𝑤(𝑢′, 𝑣′) is not larger than 𝑤(𝑢, 𝑣). On the other hand, 𝑤(𝑢′, 𝑣′) is not smaller than
𝑤(𝑢, 𝑣), since otherwise we could form a spanning tree with a smaller weight than
𝑇𝑃 , contradicting the fact that it is an MST. Thus, (𝑢′, 𝑣′) is optimal.

Case 2. Nodes 𝐴 and 𝐵 are geometrically-separated and not mutually-unreachable.
By the definition of BCCP*, we know that 𝑤(𝑢*, 𝑣*) ≤ 𝑤(𝑢, 𝑣), which implies

max{cd(𝑢*), cd(𝑣*), 𝑑(𝑢*, 𝑣*)} ≤ max{cd(𝑢), cd(𝑣), 𝑑(𝑢, 𝑣)}
max{cd(𝑢*), cd(𝑢), 𝑑(𝑢, 𝑢*)} ≤ max{cd(𝑢), cd(𝑣), 𝑑(𝑢, 𝑣)}.

To obtain the second inequality above from the first, we replace cd(𝑣*) on the left-
hand side with cd(𝑢), since cd(𝑢) is also on the right-hand side; we also replace
𝑑(𝑢*, 𝑣*) with 𝑑(𝑢, 𝑢*) because of the geometric separation of 𝐴 and 𝐵. Since (𝑢′, 𝑣′)
is the lightest BCCP* edge of some well-separated pair in 𝐴, max{cd(𝑢′), cd(𝑣′),
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𝑑(𝑢′, 𝑣′)} ≤ max{cd(𝑢), cd(𝑢*), 𝑑(𝑢, 𝑢*)}. We then have

max{cd(𝑢′), cd(𝑣′), 𝑑(𝑢′, 𝑣′)} ≤ max{cd(𝑢), cd(𝑣), 𝑑(𝑢, 𝑣)}.

This implies that 𝑤(𝑢′, 𝑣′) is not larger than 𝑤(𝑢, 𝑣). Since (𝑢, 𝑣) is an edge of MST
𝑇𝑃 , the weight of the replacement edge 𝑤(𝑢′, 𝑣′) is also not smaller than 𝑤(𝑢, 𝑣), and
hence (𝑢′, 𝑣′) is optimal.

Case 1 and 2 combined prove the optimality of replacement edges in the second
scenario. Considering both scenarios, we have shown that each replacement edge in
𝑇 ′
𝑝 connecting the children of 𝑃 is optimal, which proves the inductive hypothesis.

Applying the inductive hypothesis to 𝑃root completes the proof.

Our algorithm achieves the following bounds.

Theorem 6. Given a set of 𝑛 points, we can compute the MST on the mutual
reachability graph in 𝑂(𝑛2) work, 𝑂(log2 𝑛) depth, and 𝑂(𝑛 ·minPts) space.

Proof. Compared to the cost of GFK for EMST, GFK for HDBSCAN*has the ad-
ditional cost of computing the core distances, which takes 𝑂(minPts · 𝑛 log 𝑛) work
and 𝑂(log 𝑛) depth using 𝑘-NN [57]. With our new definition of well-separation, the
WSPD computation will only terminate earlier than in the original definition, and
so the bounds that we showed for EMST above still hold. The new WSPD definition
also gives an 𝑂(𝑛) space bound for the well-separated pairs. The space usage of the
𝑘-NN computation is 𝑂(𝑛 ·minPts), which dominates the space usage. Overall, this
gives 𝑂(𝑛2) work, 𝑂(log2 𝑛) depth, and 𝑂(𝑛 ·minPts) space.

Our algorithm gives a clear improvement in space usage over the naive approach
of computing an MST from the mutual reachability graph, which takes 𝑂(𝑛2) space,
and our parallelization of the exact version of Gan and Tao’s algorithm, which takes
𝑂(𝑛 · minPts2) space. We will also see that the smaller memory footprint of this
algorithm leads to better performance in practice.

Implementation. We implement three algorithms for HDBSCAN*: a parallel ver-
sion of the approximate algorithm based on Gan and Tao [105], a parallel exact
algorithm based on Gan and Tao, and our space-efficient algorithm from Section 5.2.
Our implementations all use Kruskal’s algorithm for MST and use the memory opti-
mization introduced for MemoGFK in Section 5.2. For our space-efficient algorithm,
we modify the WSPD and MemoGFK algorithm to use our new definition of well-
separation.
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5.3 Dendrogram and Reachability Plot

We present a new parallel algorithm for generating a dendrogram and reachability
plot, given an unrooted tree with edge weights. Our algorithm can be used for single-
linkage clustering [113] by passing the EMST as input, as well as for generating the
HDBSCAN*dendrogram and reachability plot (refer to Section 3.1 for definitions). In
addition, our dendrogram algorithm can be used in efficiently generating hierarchical
clusters using other linkage criteria (e.g., [256, 252, 179]).

Sequentially, the dendrogram can be generated in a bottom-up (agglomerative)
fashion by sorting the edges by weight and processing the edges in increasing order
of weight [171, 85, 176, 113, 126]. Initially, all points are assigned their own clusters.
Each edge merges the clusters of its two endpoints, if they are in different clusters,
using a union-find data structure. The order of the merges forms a tree structure,
which is the dendrogram. This takes 𝑂(𝑛 log 𝑛) work, but has little parallelism since
the edges need to be processed one at a time. For HDBSCAN*, we can generate
the reachability plot directly from the input tree by running Prim’s algorithm on
the tree edges starting from an arbitrary vertex [22]. This approach takes 𝑂(𝑛 log 𝑛)
work and is also hard to parallelize efficiently, since Prim’s algorithm is inherently
sequential.

Our new parallel algorithm uses a top-down approach to generate the dendrogram
and reachability plot given a weighted tree. Our algorithm takes 𝑂(𝑛 log 𝑛) expected
work and 𝑂(log2 𝑛 log log 𝑛) depth with high probability, and hence is work-efficient.

Ordered Dendrogram

We discuss the relationship between the dendrogram and reachability plot, which are
both used in HDBSCAN*. It is known [202] that a reachability plot can be converted
into a dendrogram using a linear-work algorithm for Cartesian tree construction [103],
which can be parallelized [212]. However, converting in the other direction, which
is what we need, is more challenging because the children in dendrogram nodes
are unordered, and can correspond to many possible sequences, only one of which
corresponds to the traversal order in Prim’s algorithm that defines the reachability
plot.

Therefore, for a specific starting point 𝑠, we define the ordered dendrogram of
𝑠, which is a dendrogram where its in-order traversal corresponds to the reachability
plot starting at point 𝑠. With this definition, there is a one-to-one correspondence
between a ordered dendrogram and a reachability plot, and there are a total of 𝑛
possible ordered dendrograms and reachability plots for an input of size 𝑛. Then, a
reachability plot is just the in-order traversal of the leaves of an ordered dendrogram,
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and an ordered dendrogram is the corresponding Cartesian tree for the reachability
plot.

A Novel Top-Down Algorithm

We introduce a novel work-efficient parallel algorithm to compute a dendrogram,
which can be modified to compute an ordered dendrogram and its corresponding
reachability plot.

Warm-up. We first propose a simple top-down algorithm for constructing the den-
drogram, which does not quite give us the desired work and depth bounds. We first
generate an Euler tour on the input tree [138]. Then, we delete the heaviest edge,
which can be found in linear work and 𝑂(1) depth by checking all edges. By defini-
tion, this edge will be the root of the dendrogram, and removing this edge partitions
the tree into two subtrees corresponding to the two children of the root. We then
convert our original Euler tour into two Euler tours, one for each subtree, which can
be done in constant work and depth by updating a few pointers. Next, we partition
our list of edges into two lists, one for each subproblem. This can be done by ap-
plying list ranking on each Euler tour to determine appropriate offsets for each edge
in a new array associated with its subproblem. This step takes linear work and has
𝑂(log 𝑛) depth [138]. Finally, we solve the two subproblems recursively.

Although the algorithm is simple, there is no guarantee that the subproblems
are of equal size. In the worst case, one of the subproblems could contain all but
one edges (e.g., if the tree is a path with edge weights in increasing order), and the
algorithm would require 𝑂(𝑛) levels of recursion. The total work would then be
𝑂(𝑛2) and depth would be 𝑂(𝑛 log 𝑛), which is clearly undesirable.

An algorithm with 𝑂(log 𝑛) levels of recursion. We now describe a top-down
approach that guarantees 𝑂(log 𝑛) levels of recursion. We define the heavy edges of
a tree with 𝑛 edges to be the 𝑛/2 (or any constant fraction of 𝑛) heaviest edges and
the light edges of a tree to be the remaining edges. Rather than using a single edge
to partition the tree, we use the 𝑛/2 heaviest edges to partition the tree. The heavy
edges correspond to the part of the dendrogram closer to the root, which we refer to
as the top part of the dendrogram, and the light edges correspond to subtrees of the
top part of the dendrogram. Therefore, we can recursively construct the dendrogram
on the heavy edges and the dendrograms on the light edges in parallel. Then, we
insert the roots of the dendrograms for the light edges into the leaf nodes of the
heavy-edge dendrogram. The base case is when there is a single edge, from which
we can trivially generate a dendrogram.
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Figure 19: An example of the dendrogram construction algorithm on the tree from
fig. 4. The input tree is shown in (a). The 4 heavy edges are in bold. We have three
subproblems—one for the heavy edges and two for the light edges. The dendrograms
for the subproblems are generated recursively, as shown in (b). The edge labeled
on an internal node is the edge whose removal splits a cluster into the two clusters
represented by its children. As shown in (c), we insert the roots of the dendrograms
for the light edges at the corresponding leaf nodes of the heavy-edge dendrogram.
For the ordered dendrogram, the in-order traversal of the leaves corresponds to the
reachability plot shown in fig. 4 when the starting point 𝑠 = 𝑎.

An example is shown in Figure 19. We first construct the Euler tour of the input
tree (Figure 19a). Then, we find the median edge based on edge weight, separate
the heavy and light edges and compact them into a heavy-edge subproblem and
multiple light-edge subproblems. For the subproblems, we construct their Euler
tours by adjusting pointers, and mark the position of each light-edge subproblem in
the heavy-edge subproblem where it is detached. Then, recursively and in parallel,
we compute the dendrograms for each subproblem (Figure 19b). After that, we
insert the roots of the light-edge dendrograms to the appropriate leaf nodes in the
heavy-edge dendrogram, as marked earlier (Figure 19c).

fig. 19 shows how this algorithm applies to the input in fig. 4 with source vertex
𝑎. The four heaviest edges (𝑏, 𝑐), (𝑑, 𝑒), (𝑓, ℎ), and (ℎ, 𝑖) divide the tree into two light
subproblems, consisting of {(𝑎, 𝑑), (𝑑, 𝑏)} and {(𝑒, 𝑔), (𝑔, 𝑓)}. The heavy edges form
another subproblem. We mark vertices 𝑏 and 𝑒, where the light subproblems are
detached. After constructing the dendrogram for the three subproblems, we insert
the light dendrograms at leaf nodes 𝑏 and 𝑒, as shown in Figure 19b. It forms the
correct dendrogram in Figure 19c.

We now describe the details of the steps to separate the subproblems and re-insert
them into the final dendrogram.

Subproblem Finding. To find the position in the heavy-edge dendrogram to insert
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a light-edge dendrogram at, every light-edge subproblem will be associated with a
unique heavy edge. The dendrogram of the light-edge subproblem will eventually
connect to the corresponding leaf node in the heavy-edge dendrogram associated
with it. We first explain how to separate the heavy-edge subproblem and the light-
edge subproblems.

First, we compute the unweighted distance from every point to the starting point
𝑠 in the tree, and we refer to them as the vertex distances . For the ordered
dendrogram, 𝑠 is the starting point of the reachability plot, whereas 𝑠 can be an
arbitrary vertex if the ordering property is not needed. We compute the vertex
distances by performing list ranking on the tree’s Euler tour rooted at 𝑠. These
distances can be computed by labeling each downward edge (away from 𝑠) in the
tree with a value of 1 and each upward edge (towards 𝑠) in the tree with a value of
−1, and running list ranking on the edges. The vertex distances are computed only
once.

We then identify the light-edge subproblems in parallel by using the vertex dis-
tances. For each light edge (𝑢, 𝑣), we find an adjacent edge (𝑤, 𝑢) such that 𝑤 has
smaller vertex distance than both 𝑢 and 𝑣. We call (𝑤, 𝑢) the predecessor edge
of (𝑢, 𝑣). Each edge can only have one predecessor edge (an edge adjacent to 𝑠 will
choose itself as the predecessor). In a light-edge subproblem not containing the start-
ing vertex 𝑠, the predecessor of each light edge will either be a light edge in the same
light-edge subproblem, or a heavy edge. The edges in each light-edge subproblem
will form a subtree based on the pointers to predecessor edges. We can obtain the
Euler tour of each light-edge subproblem by adjusting pointers of the original Euler
tour. The next step is to run list ranking to propagate a unique label (the root’s
label of the subproblem subtree) of each light-edge subproblem to all edges in the
same subproblem. To create the Euler tour for the heavy subproblem, we contract
the subtrees for the light-edge subproblems: for each light-edge subproblem, we map
its leaves to its root using a parallel hash table. Now each heavy edge adjacent to a
light-edge subproblem leaf can connect to the heavy edge adjacent to the light-edge
subproblem root by looking it up in the hash table. The Euler tour for the heavy-
edge subproblem can now be constructed by adjusting pointers. We assign the label
of the heavy-edge subproblem root to all of the heavy edges in parallel. Then, we
semisort the labeled edges to group edges of the same light-edge subproblems and
the heavy-edge subproblem. Finally, we recursively compute the dendrograms on
the light-edge subproblems and the heavy-edge subproblem. In the end, we connect
the light-edge dendrogram for each subproblem to the heavy-edge dendrogram leaf
node corresponding to the shared endpoint between the light-edge subproblem and
its unique heavy predecessor edge. For the light-edge subproblem containing the
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starting point 𝑠, we simply insert its light-edge dendrogram into the left-most leaf
node of the heavy-edge dendrogram.

Consider Figure 19a. The heavy-edge subproblem contains edges {(𝑏, 𝑐), (𝑑, 𝑒), (𝑓, ℎ), (ℎ, 𝑖)},
and its dendrogram is shown in Figure 19b. For the light-edge subproblem {(𝑒, 𝑔), (𝑔, 𝑓)},
(𝑒, 𝑔) has heavy predecessor edge (𝑑, 𝑒), and (𝑔, 𝑓) has light predecessor edge (𝑒, 𝑔).
The unique heavy edge associated with the light-edge subproblem is hence (𝑑, 𝑒), with
which it shares vertex 𝑒. Hence, we insert the light-edge dendrogram for the sub-
problem into leaf node 𝑒 in the heavy-edge dendrogram, as shown in Figure 19b. The
light-edge subproblem containing {(𝑎, 𝑑), (𝑑, 𝑏)} contains the starting point 𝑠 = 𝑎,
and so we insert its dendrogram into the leftmost leaf node 𝑏 of the heavy-edge
dendrogram, as shown in Figure 19b.

We first show that our algorithm correctly computes a dendrogram, and ana-
lyze its cost bounds (Theorem 7). Then, we describe and analyze additional steps
needed to generate an ordered dendrogram and obtain a reachability plot from it
(Theorem 8).

Theorem 7. Given a weighted spanning tree with 𝑛 vertices, we can compute a
dendrogram in 𝑂(𝑛 log 𝑛) expected work and 𝑂(log2 𝑛 log log 𝑛) depth with high prob-
ability.

Proof. We first prove that our algorithm correctly produces a dendrogram. In the
base case, we have one edge (𝑢, 𝑣), and the algorithm produces a tree with a root
representing (𝑢, 𝑣), and with 𝑢 and 𝑣 as children of the root, which is trivially a
dendrogram. We now inductively hypothesize that recursive calls to our algorithm
correctly produce dendrograms. The heavy subproblem recursively computes a top
dendrogram consisting of all of the heavy edges, and the light subproblems form
dendrograms consisting of light edges. We replace the leaf vertices in the top den-
drogram associated with light subproblems by the roots of the dendrograms on light
edges. Since the edges in the heavy subproblem are heavier than all edges in light
subproblems, and are also ancestors of the light edges in the resulting tree, this gives
a valid dendrogram.

We now analyze the cost of the algorithm. To generate the Euler tour at the
beginning, we first sort the edges and create an adjacency list representation, which
takes 𝑂(𝑛 log 𝑛) work and 𝑂(log 𝑛) depth [75]. Next, we root the tree, which can
be done by list ranking on the Euler tour of the tree. Then, we compute the vertex
distances to 𝑠 using another round of list ranking based on the rooted tree.

There are 𝑂(log 𝑛) recursive levels since the subproblem sizes are at most half of
the original problem. We now show that each recursive level takes linear expected
work and polylogarithmic depth with high probability. Note that we cannot afford
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to sort the edges on every recursive level, since that would take 𝑂(𝑛 log 𝑛) work
per level. However, we only need to know which edges are heavy and which are
light, and so we can use parallel selection [138] to find the median and partition the
edges into two sets. This takes 𝑂(𝑛) work and 𝑂(log 𝑛 log log 𝑛) depth. Identifying
predecessor edges takes a total of 𝑂(𝑛) work and 𝑂(1) depth: we find and record
for each vertex its edge where the other endpoint has a smaller vertex distance than
it (using WriteMin); then, the predecessor of each edge is found by checking the
recorded edge for its endpoint with smaller vertex distance. We then use list ranking
to assign labels to each subproblem, which takes 𝑂(𝑛) work and 𝑂(log 𝑛) depth [138].
The hash table operations to contract and look up the light-edge subproblems cost
𝑂(𝑛) work and 𝑂(log 𝑛) depth with high probability. The semisort to group the
subproblems takes 𝑂(𝑛) expected work and 𝑂(log 𝑛) depth with high probability.
Attaching the light-edge dendrograms to the heavy-edge dendrogram takes 𝑂(𝑛)
work and 𝑂(1) depth across all subproblems. Multiplying the bounds by the number
of levels of recursion proves the theorem.

Theorem 8. Given a starting vertex 𝑠, we can generate an ordered dendrogram and
reachability plot in the same cost bounds as in Theorem 7.

Proof. We have computed the vertex distances of all vertices from 𝑠. When generat-
ing the ordered dendrogram and constructing each internal node of the dendrogram
corresponding to an edge (𝑢, 𝑣), and without loss of generality let 𝑢 have a smaller
vertex distance than 𝑣, our algorithm puts the result of the subproblem attached to
𝑢 in the left subtree, and that of 𝑣 in the right subtree. This additional comparison
does not increase the work and depth of our algorithm.

Our algorithm recursively builds ordered dendrograms on the heavy-edge sub-
problem and on each of the light-edge subproblems, which we assume to be correct
by induction. The base case is a single edge (𝑢, 𝑣), and without loss of generality let
𝑢 have a smaller vertex distance than 𝑣. Then, the dendrogram will contain a root
node representing edge (𝑢, 𝑣), with 𝑢 as its left child and 𝑣 as its right child. Prim’s
algorithm would visit 𝑢 before 𝑣, and so is the in-order traversal of the dendrogram,
so it is an ordered dendrogram.

We now argue that the way that light-edge dendrograms are attached to the
leaves of the heavy-edge dendrogram correctly produces an ordered dendrogram.
First, consider a light-edge subproblem that contains the source vertex 𝑠. In this
case, its dendrogram is attached as the leftmost leaf of the heavy-edge dendrogram,
and will be the first to be traversed in the in-order traversal. The vertices in the
light-edge subproblem form a connected component 𝐴. They will be traversed before
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any other vertices in Prim’s algorithm because all incident edges that leave 𝐴 are
heavy edges, and thus are heavier than any edge in 𝐴. Therefore, vertices outside
of 𝐴 can only be visited after all vertices in 𝐴 have been visited, which correctly
corresponds to the in-order traversal.

Next, we consider the case where the light-edge subproblem does not contain
𝑠. Let (𝑢, 𝑣) be the predecessor edge of the light-edge subproblem, and let 𝐴 be
the component containing the edges in the light-edge subproblem (𝑣 is a vertex in
𝐴). Now, consider a different light-edge subproblem that does not contain 𝑠, whose
predecessor edge is (𝑥, 𝑦), and let 𝐵 be the component containing the edges in this
subproblem (𝑦 is a vertex in 𝐵). By construction, we know that 𝐴 is in the right
subtree of the dendrogram node corresponding to edge (𝑢, 𝑣) and 𝐵 is in the right
subtree of node corresponding to (𝑥, 𝑦). The ordering between 𝐴 and 𝐵 is correct as
long as they are on different sides of either node (𝑢, 𝑣) or node (𝑥, 𝑦). For example,
if 𝐵 is in the left subtree of node (𝑢, 𝑣), then its vertices appear before 𝐴 in the
in-order traversal of the dendrogram. By the inductive hypothesis on the heavy-edge
subproblem, in Prim’s order, 𝐵 will be traversed before (𝑢, 𝑣), and (𝑢, 𝑣) is traversed
before 𝐴. We can apply a similar argument to all other cases where 𝐴 and 𝐵 are on
different sides of either node (𝑢, 𝑣) or node (𝑥, 𝑦).

We are concerned with the case where 𝐴 and 𝐵 are both in the right subtrees
of the nodes representing their predecessor edges. We prove by contradiction that
this cannot happen. Without loss of generality, suppose node (𝑥, 𝑦) is in the right
subtree of node (𝑢, 𝑣), and let both 𝐴 and 𝐵 be in the right subtree of (𝑥, 𝑦). There
exists a lowest common ancestor (LCA) node (𝑥′, 𝑦′) of 𝐴 and 𝐵. (𝑥′, 𝑦′) must be a
heavy edge in the right subtree of (𝑥, 𝑦). By properties of the LCA, 𝐴 and 𝐵 are
in different subtrees of node (𝑥′, 𝑦′). Without loss of generality, let 𝐴 be in the left
subtree. Now consider edge (𝑥′, 𝑦′) in the tree. By the inductive hypothesis on the
heavy-edge dendrogram, in Prim’s traversal order, we must first visit the leaf that 𝐴
attaches to (and hence 𝐴) before visiting (𝑥′, 𝑦′), which must be visited before the
leaf that 𝐵 attaches to (and hence 𝐵). On the other hand, edge (𝑥, 𝑦) is also along
the same path since it is the predecessor of 𝐵. Thus, we must either have (𝑥′, 𝑦′)
in (𝑥, 𝑦)’s left subtree or (𝑥, 𝑦) in (𝑥′, 𝑦′)’s right subtree, which is a contradiction to
(𝑥′, 𝑦′) being in the right subtree of (𝑥, 𝑦).

We have shown that given any two light-edge subproblems, their relative ordering
after being attached to the heavy-edge dendrogram is correct. Since the heavy-edge
dendrogram is an ordered dendrogram by induction, the order in which the light-
edge subproblems are traversed is correct. Furthermore, each light-edge subproblem
generates an ordered dendrogram by induction. Therefore, the overall dendrogram
is an ordered dendrogram.
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Once the ordered dendrogram is computed, we use list ranking to perform an
in-order traversal on the Euler tour of the dendrogram to give each node a rank,
and write them out in order. We then filter out the non-leaf nodes to to obtain
the reachability plot. Both list ranking and filtering take 𝑂(𝑛) work and 𝑂(log 𝑛)
depth.

Implementation. In our implementation, we simplify the process of finding the
subproblems by using a sequential procedure rather than performing parallel list
ranking, because in most cases parallelizing over the different subproblems already
provides sufficient parallelism. We set the number of heavy edges to 𝑛/10, which
we found to give better performance in practice, and also preserves the theoretical
bounds. We switch to the sequential dendrogram construction algorithm when the
problem size falls below 𝑛/2.

5.4 Parallel EMST and HDBSCAN* in 2D

Parallel EMST in 2D

The Delaunay triangulation on a set of points in 2D contains triangles among
every triple of points 𝑝1, 𝑝2, and 𝑝3 such that there are no other points inside the
circumcircle defined by 𝑝1, 𝑝2, and 𝑝3 [84].

In two dimensions, Shamos and Hoey [210] show that the EMST can be com-
puted by computing an MST on the Delaunay triangulation of the points. Parallel
Delauny triangulation can be computed in 𝑂(𝑛 log 𝑛) work and 𝑂(log 𝑛) depth [198],
and has 𝑂(𝑛) edges, and so the MST computation requires the same work and depth.
We provide an implemenation of this algorithm using the parallel Delaunay triangu-
lation and parallel implementation of Kruskal’s algorithm from the Problem Based
Benchmark Suite [43].

Parallel HDBSCAN*in 2D

The ordinary Voronoi diagram is a planar subdivision of a space where points
in each cell share the same nearest neighbor. The 𝑘-order Voronoi Diagram is a
generalization of the ordinary Voronoi diagram, where points in each cell share the
same 𝑘-nearest neighbors [29]. A 𝑘-order edge is a closely related concept, and
defined to be an edge where there exists a circle through the two edge endpoints,
such that there are at most 𝑘 points inside the circle [116].

De Berg et al. [85] show that in two dimensions, the MST on the mutual reacha-
bility graph can be computed in 𝑂(𝑛 log 𝑛) work. Their algorithm computes an MST

82



on a graph containing the 𝑘-order edges, where 𝑘 = minPts− 3, and where the edges
are weighted by the mutual reachability distances between the two endpoints. They
prove that the MST returned is an MST on the mutual reachability graph. In this
section, we extend their result to the parallel setting.

To parallelize the algorithm, we need to compute the 𝑘-order edges of the points
in parallel. This can be done by first computing the (𝑘 + 1)-order Voronoi diagram,
and then converting the edges in the Voronoi diagram to 𝑘-order edges, as shown by
Gudmundsson et al. [116]. Specifically, we convert each Voronoi edge into a 𝑘-order
edge by connecting the two points that induce the two cells sharing the Voronoi edge.

Meyerhenke [173] shows that the family of the order-𝑗 Voronoi diagrams for all
1 ≤ 𝑗 ≤ 𝑘 can be computed in 𝑂(𝑘2𝑛 log 𝑛) work and 𝑂(𝑘 log2 𝑛) depth. The
algorithm works by first computing the ordinary Voronoi diagram on the input points.
Then for each Voronoi cell, it computes the ordinary Voronoi diagram again on the
points that induce the neighboring cells. This ordinary Voronoi diagram divides the
Voronoi cell into multiple subcells, each of which corresponds to a cell in the Voronoi
diagram of one higher order. This process is repeated until obtaining the order-𝑘
Voronoi diagram. Lee [155] proves that the number of 𝑘-order edges is 𝑂(𝑛𝑘), and
so we can run parallel MST on these edges in 𝑂(𝑛𝑘 log 𝑛) work and 𝑂(log 𝑛) depth.
This gives us the following theorem.

Theorem 9. Given a set of 𝑛 points in two dimensions, we can compute the MST
on the mutual reachability graph in 𝑂(minPts2 · 𝑛 log 𝑛) work and 𝑂(minPts · log2 𝑛)
depth.

For computing the ordinary Voronoi diagrams on each step of Meyerhenke’s algo-
rithm, we use the parallel Delaunay triangulation implementation from the Problem
Based Benchmark Suite [43] and take the dual of the resulting triangulation. How-
ever, we found it to be significantly slower than our other methods due to high work
of the Voronoi diagram computations.

5.5 Subquadratic-work Parallel EMST

Callahan and Kosaraju’s algorithm [58] first constructs a fair-split tree 𝑇 and its
associated WSPD in 𝑂(𝑛 log 𝑛) work and 𝑂(log 𝑛) depth [57], which is improved
from a previous version with 𝑂(𝑛 log 𝑛) work and 𝑂(log2 𝑛) depth [60]. Then, the
algorithm runs Boruvka’s steps for ⌈log2 𝑛⌉ rounds. In particular, in each round, the
algorithm finds the lightest outgoing edges only for the components with size at most
2𝑖+1, and merges the components connected by these edges. To do so, the algorithm
constructs for every component a set of candidate points that contains the nearest
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point outside the component. The algorithm searches for the candidates top-down
on 𝑇 , and maintains for each node in the tree, a list of all the component s that can
have candidates in the subtree of that node. They ensure the size of each list is 𝑂(1)
using the WSPD in a manner identical to the all-nearest-neighbors algorithm of [60].
In this process, they push the lists down to the leaves of 𝑇 , so that the candidates
corresponding to a component will be the leaves that contain that component in
their lists.

Let 𝑃𝑗 be the set of candidates for the 𝑗’th component. 𝑃𝑗 is split into ⌈|𝑃𝑗|/2𝑖+1⌉
subsets of size at most 2𝑖+1 each, and the BCCP is found between each subset and
the 𝑗’th component. At round 𝑖, there are 𝑛/2𝑖 components, and the BCCP routine
is invoked

∑︀𝑛/2𝑖

𝑗=1 ⌈|𝑃𝑗|/2𝑖+1⌉ = 𝑂(𝑛/2𝑖) times, each with size at most 2𝑖+1. Therefore,
the work for BCCP on each round is 𝑂((𝑛/2𝑖)𝑇𝑑(2

𝑖+1, 2𝑖+1)). Since 𝑇𝑑 is at least linear,
this dominates the work for each phase. The total work for BCCP computations is
𝑂(𝑇𝑑(𝑛, 𝑛) log 𝑛).

In our parallel algorithm, on each round, we perform both the candidate listing
step and BCCP computations in parallel. Listing candidates for all components can
be computed in parallel given a WSPD. In particular, this uses the top-down compu-
tation used for the all-nearest-neighbor search, parallelized using rake and compress
operations [60], and takes logarithmic depth. Wang et al. [239] show that BCCP can
be computed in parallel in 𝑂(𝑛2−(2/(⌈𝑑/2⌉+1))+𝛿) expected work and 𝑂(log2 𝑛 log* 𝑛)
depth whp. Both the work and depth at each round is therefore dominated by com-
puting the BCCPs. With 𝑂(log 𝑛) rounds, this results in 𝑂(𝑇𝑑(𝑛, 𝑛) log 𝑛) expected
work and 𝑂(log3 𝑛 log* 𝑛) depth whp, where 𝑇𝑑(𝑛, 𝑛) = 𝑂(𝑛2−(2/(⌈𝑑/2⌉+1))+𝛿). This is
also the work and depth of the overall EMST algorithm, as WSPD construction only
contributes lower-order terms to the complexity.

Theorem 10. We can compute the EMST on a set of 𝑛 points in 𝑑 dimensions in
𝑂(𝑛2−(2/(⌈𝑑/2⌉+1))+𝛿 log 𝑛) expected work and polylogarithmic depth whp.

5.6 Parallel Approximate OPTICS

Parallel Algorithm. Gan and Tao [105] propose a sequential algorithm to solve
the approximate OPTICS problem, defined in Lemma 4.2 of their paper [105] (this
also gives an approximation to HDBSCAN*). The algorithm takes in an additional
parameter 𝜌 ≥ 0, which is related to the approximation factor. The algorithm
makes use of the WSPD and uses 𝑂(𝑛 ·minPts2) space, with the separation constant
𝑠 =

√︀
8/𝜌. They construct a base graph by adding 𝑂(minPts2) edges between

each well-separated pair, and then compute an MST on the resulting graph. Their
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algorithm takes 𝑂(𝑛 log 𝑛) work (where the dominant cost is computing the WSPD).
We observe that their algorithm can be parallelized by plugging in parallel WSPD
and MST routines, resulting in an 𝑂(𝑛 log 𝑛) work and 𝑂(log2 𝑛) depth algorithm.

In parallel for all well-separated pairs, we compute an approximation to the BCCP
for each pair. The algorithm uses the rake-and-compress algorithm of Callahan and
Kosaraju [60] to obtain a set of coordinates used for approximation for every subset
of the decomposition tree, taking 𝑂(𝑛) work and 𝑂(log 𝑛) depth. Then, for every
pair in parallel, our algorithm computes the approximate BCCP in constant work
and depth, similar to the sequential algorithm described in [58]. Overall, this step
takes linear work and 𝑂(log 𝑛) depth [58, 57].

Similarly to Gan and Tao, we call the pair of points in the approximate BCCP
of each pair the representative points . For each well-separated pair (𝐴,𝐵), there
are four cases for generating edges between 𝐴 and 𝐵: (a) if |𝐴| < minPts and |𝐵| <
minPts, then all pairs of points between 𝐴 and 𝐵 are connected; (b) if |𝐴| ≥ minPts
and |𝐵| < minPts, then the representative point of 𝐴 is connected to all points in
𝐵; (c) if |𝐴| < minPts and |𝐵| ≥ minPts, then the representative point of 𝐵 is
connected to all points in 𝐴; and (d) if |𝐴| ≥ minPts and |𝐵| ≥ minPts, then only
the representative points are connected. The weight of the edges are

𝑤(𝑢, 𝑣) = max{cd(𝑢), cd(𝑣), 𝑑(𝑢, 𝑣)
1 + 𝜌

}

given representative points 𝑢 and 𝑣. In our implementation, we simplify the approxi-
mate BCCP by simply picking a random pair of points from each well-separated pair,
and also use the parallel MST algorithm introduced in Section 5.2, which computes
the approximate BCCP on the fly for well-separated pairs that are not yet connected.
This will take 𝑂(minPts2 · 𝑛) work due to 𝑂(minPts2) edges produced for each pair,
and 𝑂(log2 𝑛) depth. This gives us theorem 11.

Theorem 11. Given a set of 𝑛 points, we can compute the MST required for ap-
proximate OPTICS in 𝑂(𝑛 log 𝑛) work, 𝑂(log2 𝑛) depth, and 𝑂(𝑛 ·minPts2) space.

Experimental Results. We study the performance of our parallel implementation
for the approximate OPTICS problem, which we call OPTICS-GanTaoApprox .
It uses the MemoGFK optimization described in Section 5.2. We found that when run
with a reasonable parameter of 𝜌 that leads to good clusters, OPTICS-GanTaoApprox
is usually slower than our exact version of the algorithm (HDBSCAN*-GanTao, de-
scribed in Section 5.2). The primary reason is that a reasonable 𝜌 value requires a
high separation constant in the WSPD, which produces a very large number of well-
separated pairs, leading to poor performance. In contrast, in the exact algorithm,
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Figure 20: Speedup of HDBSCAN*MST implementations over the best serial base-
lines vs. thread count. The best serial baseline and its running time for each data
set is shown on the 𝑦-axis label. “48h” on the 𝑥-axis refers to 48 cores with hyper-
threading.

a small separation constant (𝑠 = 2) is sufficient for correctness. Figure 20 shows
the speedups on two data sets for OPTICS-GanTaoApprox with 𝜌 = 0.125 (corre-
sponding to a separation constant of 8) compared with other methods. Across all
of the data sets, we found OPTICS-GanTaoApprox to be slower than HDBSCAN*-
GanTao by a factor of 1.00–1.96x, and slower than HDBSCAN*-MemoGFK by a
factor of 1.72–7.48x.

5.7 Relationship between EMST and HDBSCAN*MST

We now show that for minPts ≤ 3, the EMST is always an MST of the HDBSCAN*base
graph by having the same set of edges, but for higher values of minPtsit is possible
that this is not the case. For example, fig. 21 gives an example where EMST is not
an MST of the HDBSCAN*base graph when minPts = 4.

Theorem 12. An EMST is always an MST for the HDBSCAN*mutual reachability
graph when minPts ≤ 3.

Proof. For minPts ≤ 2, all edges in the HDBSCAN*mutual reachability graph have
edge weights defined by Euclidean distances, and so the edge weights are identical.
We now discuss the case when minPts = 3.

Let 𝑇 be an EMST, and 𝑇 ′ ̸= 𝑇 be an MST in 𝐺𝑀𝑅. We show that we can
convert 𝑇 ′ to 𝑇 without changing the total weight. Consider any edge (𝑢, 𝑣) ∈ 𝑇 ,
but not in 𝑇 ′. If we add (𝑢, 𝑣) to 𝑇 ′, then we get a cycle 𝐶.

First, we show that (𝑢, 𝑣) cannot be the unique heaviest edge in 𝐶 under 𝑑𝑚. Re-
call that cd(𝑝) is the core distance of a point 𝑝 and 𝑑𝑚(𝑝, 𝑞) = max{cd(𝑝), cd(𝑞), 𝑑(𝑝, 𝑞)}.
Assume by contradiction that (𝑢, 𝑣) is the unique heaviest edge in 𝐶 under 𝑑𝑚.
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If 𝑑𝑚(𝑢, 𝑣) = 𝑑(𝑢, 𝑣), then (𝑢, 𝑣) is also the unique heaviest edge in 𝐶 in the
Euclidean complete graph, and so it cannot be in 𝑇 , which is the EMST. This is a
contradiction.

Now we consider the case where 𝑑𝑚(𝑢, 𝑣) > 𝑑(𝑢, 𝑣). Without loss of generality,
suppose that 𝑑𝑚(𝑢, 𝑣) = cd(𝑢). Then 𝑣 must be 𝑢’s unique nearest neighbor; oth-
erwise, 𝑑𝑚(𝑢, 𝑣) = cd(𝑢) = 𝑑(𝑢, 𝑣) because we have minPts = 3. However, then all
other points have larger distance to 𝑢 than 𝑑(𝑢, 𝑣), and 𝑢 must have an edge to one
of these other points in the cycle 𝐶. Thus, (𝑢, 𝑣) cannot be the unique heaviest edge
in 𝐶. This is a contradiction.

Now, given that (𝑢, 𝑣) is not the unique heaviest edge in 𝐶, we can replace one
of the heaviest edges 𝑒 that is in 𝐶, but not in 𝑇 , with (𝑢, 𝑣), and obtain another
MST in 𝐺𝑀𝑅 with the same weight.

Below we show that there is always such an edge 𝑒 in 𝐶. We first argue that there
must be some heaviest edge in 𝐶 that has its Euclidean distance as its weight in 𝐺𝑀𝑅.
Consider a heaviest edge (𝑎, 𝑏) in 𝐶, and without loss of generality, suppose that
𝑑𝑚(𝑎, 𝑏) = cd(𝑎). If (𝑎, 𝑏) does not have its Euclidean distance as its edge weight, then
𝑏 must be 𝑎’s unique nearest neighbor. Besides (𝑎, 𝑏), 𝑎 must be incident to another
edge in 𝐶, which we denote as (𝑎, 𝑐). 𝑑𝑚(𝑎, 𝑐) must equal 𝑑𝑚(𝑎, 𝑏): we have 𝑑𝑚(𝑎, 𝑐) ≥
cd(𝑎) = 𝑑𝑚(𝑎, 𝑏) because 𝑏 is 𝑎’s unique nearest neighbor, but we also have 𝑑𝑚(𝑎, 𝑐) ≤
𝑑𝑚(𝑎, 𝑏) because (𝑎, 𝑏) is a heaviest edge in 𝐶. Therefore, 𝑑𝑚(𝑎, 𝑐) = 𝑑𝑚(𝑎, 𝑏), and
(𝑎, 𝑐) is one of the heaviest edges in 𝐶 under 𝑑𝑚. Furthermore, 𝑑𝑚(𝑎, 𝑐) = 𝑑(𝑎, 𝑐)
because 𝑑(𝑎, 𝑐) ≤ 𝑑𝑚(𝑎, 𝑐) by definition and 𝑑(𝑎, 𝑐) ≥ cd(𝑎) = 𝑑𝑚(𝑎, 𝑏) = 𝑑𝑚(𝑎, 𝑐)
because minPts = 3 and 𝑏 ̸= 𝑐 is 𝑎’s unique nearest neighbor. Thus, we have shown
that (𝑎, 𝑐) is a heaviest edge in 𝐶 that has its Euclidean distance as its weight in
𝐺𝑀𝑅.

All heaviest edges that have the Euclidean distance as their weight must also be
the heaviest edges in 𝐶 in the Euclidean complete graph, and thus they cannot all
be in the EMST 𝑇 . Therefore, there must exist some heaviest edge 𝑒 ∈ 𝐶 that is in
𝑇 ′ but not in 𝑇 . We can always find such an edge in 𝑇 ′ and swap it with the edge
(𝑢, 𝑣) in 𝑇 to make 𝑇 ′ share more edges with 𝑇 , without changing the total weight
of 𝑇 ′ in 𝐺𝑀𝑅, as both edges are heaviest edges in 𝐶 under 𝑑𝑚. We can repeat this
process until we obtain 𝑇 . Therefore, 𝑇 is also an MST in 𝐺𝑀𝑅.

5.8 Experiments

Environment. We perform experiments on an Amazon EC2 instance with 2 × Intel
Xeon Platinum 8275CL (3.00GHz) CPUs for a total of 48 cores with two-way hyper-
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Figure 21: An example where the EMST is not an MST of HDBSCAN*base graph
(call it MST*), when minPts = 4. The blue values are core distances of the points.
The yellow values are weights of edges according to their mutual reachability dis-
tances. The solid edges form MST*. Both edge (𝑓, 𝑔) and (𝑒, 𝑓) are in the EMST,
but cannot both be in MST* because they are the heaviest edges in the 𝑔-𝑏-𝑐-𝑑-𝑒-𝑓 -𝑔
cycle.

threading, and 192 GB of RAM. By default, we use all cores with hyper-threading.
We use g++ compiler (version 7.4) with -O3 flag, and use Cilk for parallelism [136].
We do not report times for tests that exceed 3 hours.

We test the following implementations for EMST (note that the EMST problem
does not include dendrogram generation):

• EMST-Naive : The method of creating a graph with the BCCP edges from
all well-separated pairs and then running MST on it.

• EMST-GFK : The parallel GeoFilterKruskal algorithm described in Section 5.2
(Algorithm 6).

• EMST-MemoGFK : The parallel GeoFilterKruskal algorithm with the mem-
ory optimization described in Section 5.2 (Algorithm 7).

• EMST-Delaunay : The method of computing an MST on a Delaunay trian-
gulation for 2D data sets described in section 5.4.

We test the following implementations for HDBSCAN*:

• HDBSCAN*-GanTao: The modified algorithm of Gan and Tao for exact
HDBSCAN*described in Section 5.2.

• HDBSCAN*-MemoGFK : The HDBSCAN*algorithm using our new defini-
tion of well-separation described in Section 5.2.
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Both HDBSCAN*-GanTao and HDBSCAN*-MemoGFK use the memory
optimization described in Section 5.2. All HDBSCAN*running times include con-
structing an MST of the mutual reachability graph and computing the ordered den-
drogram. We use a default value of minPts = 10 (unless specified otherwise), which
is also adopted in previous work [61, 171, 105].

Our algorithms are designed for multicores, as we found that multicores are able
to process the largest data sets in the literature for these problems (machines with
several terabytes of RAM can be rented at reasonable costs on the cloud). Our mul-
ticore implementations achieve significant speedups over existing implementations in
both the multicore and distributed memory contexts.

Data Sets. We use the synthetic seed spreader data sets produced by the generator
in [104]. It produces points generated by a random walk in a local neighborhood
(SS-varden). We also use UniformFill that contains points distributed uniformly
at random inside a bounding hypergrid with side length

√
𝑛 where 𝑛 is the total

number of points. We generated the synthetic data sets with 10 million points
(unless specified otherwise) for dimensions 𝑑 = 2, 3, 5, 7.

We use the following real-world data sets. GeoLife [259, 3] is a 3-dimensional
data set with 24, 876, 978 data points. This data set contains user location data, and
is extremely skewed. Household [92, 6] is a 7-dimensional data set with 2, 049, 280
points representing electricity consumption measurements in households. HT [135,
7] is a 10-dimensional data set with 928, 991 data points containing home sensor data.
CHEM [97, 2] is a 16-dimensional data set with 4, 208, 261 data points containing
chemical sensor data. All of the data sets fit in the RAM of our machine.

Comparison with Previous Implementations. For EMST, we tested the se-
quential Dual-Tree Boruvka algorithm of March et al. [170] (part of mlpack), and
our single-threaded EMST-MemoGFK times are 0.89–4.17 (2.44 on average) times
faster. Raw running times for mlpack are presented in Table 4. We also tested
McInnes and Healy’s sequential HDBSCAN*implementation which is based on Dual-
Tree Boruvka [171]. We were unable to run their code on our data sets with 10
million points in a reasonable amount of time. On a smaller data set with 1 mil-
lion points (2D-SS-varden-1M), their code takes around 90 seconds to compute the
MST and dendrogram, which is 10 times slower than our HDBSCAN*-MemoGFK
implementation on a single thread, due to their code using Python and having fewer
optimizations. We observed a similar trend on other data sets for McInnes and
Healy’s implementation.

The GFK algorithm implementation for EMST of [66] in the Stann library sup-
ports multicore execution using OpenMP. We found that, in parallel, their GFK
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Figure 22: Speedup of EMST implementations over the best serial baselines vs. thread
count. The best serial baseline and its running time for each data set is shown on
the 𝑦-axis label. “48h” on the 𝑥-axis refers to 48 cores with hyper-threading.

implementation always runs much slower when using all 48 cores than running se-
quentially, and so we do not include their parallel running times in our experiments.
In addition, our own sequential implementation of the same algorithm is 0.79–2.43x
(1.23x on average) faster than theirs, and so we parallelize our own version as a
baseline. We also tested the multicore implementation of the parallel OPTICS al-
gorithm in [184] using all 48 cores on our machine. Their code exceeded our 3-hour
time limit for our data sets with 10 million points. On a smaller data set of 1 mil-
lion points (2D-SS-varden-1M), their code took 7988.52 seconds, whereas our fastest
parallel implementations take only a few seconds. We also compared with the par-
allel HDBSCAN*code by Santos et al. [203], which mainly focuses on approximate
HDBSCAN*in distributed memory. As reported in their paper, for the HT data
set with minPts = 30, their code on 60 cores takes 42.54 and 31450.89 minutes to
build the approximate and exact MST, respectively, and 124.82 minutes to build the
dendrogram. In contrast, our fastest implementation using 48 cores builds the MST
in under 3 seconds, and the dendrogram in under a second.

Overall, we found the fastest sequential methods for EMST and HDBSCAN*to be
our EMST-MemoGFK and HDBSCAN*-MemoGFK methods running on 1 thread.
Therefore, we also based our parallel implementations on these methods.

Performance of Our Implementations. Raw running times for our implementa-
tions are presented in Tables 5 and 6 in the Appendix. Table 7 shows the self-relative
speedups and speedups over the fastest sequential time of our parallel implementa-
tions on 48 cores. Figures 22 and 23 show the parallel speedup as a function of
thread count for our implementations of EMST and HDBSCAN*with minPts = 10,

90



1 24 48 48h
num-threads

0

5

10

15

20

sp
e
e
d

u
p

o
v
e
r

1
-t

h
re

a
d

H
D

B
*

-M
e
m

o
G

F
K

(1
9

7
.5

5
s)

(a) 2D-UniformFill-10M
(eps:inf,minpts:10)

1 24 48 48h
num-threads

0

10

20

30

sp
e
e
d

u
p

o
v
e
r

1
-t

h
re

a
d

H
D

B
*

-M
e
m

o
G

F
K

(1
2

1
7

.8
7

s)

(c) 5D-UniformFill-10M
(eps:inf,minpts:10)

1 24 48 48h
num-threads

0

5

10

15

sp
e
e
d

u
p

o
v
e
r

1
-t

h
re

a
d

H
D

B
*

-M
e
m

o
G

F
K

(1
0

3
.7

3
s)

(e) 2D-SS-varden-10M
(eps:inf,minpts:10)

1 24 48 48h
num-threads

0

10

20

30

sp
e
e
d

u
p

o
v
e
r

1
-t

h
re

a
d

H
D

B
*

-M
e
m

o
G

F
K

(7
1

6
.8

1
s)

(g) 5D-SS-varden-10M
(eps:inf,minpts:10)

1 24 48 48h
num-threads

0

10

20

30

sp
e
e
d

u
p

o
v
e
r

1
-t

h
re

a
d

H
D

B
*

-M
e
m

o
G

F
K

(6
8

7
.7

5
s)

(i) 3D-GeoLife-24.9M
(eps:inf,minpts:10)

1 24 48 48h
num-threads

0.0

2.5

5.0

7.5

10.0

12.5

sp
e
e
d

u
p

o
v
e
r

1
-t

h
re

a
d

H
D

B
*

-M
e
m

o
G

F
K

(1
5

.7
4

s)

(k) 10D-HT-0.93M
(eps:inf,minpts:10)

1 24 48 48h
num-threads

0

5

10

15

20

sp
e
e
d

u
p

o
v
e
r

1
-t

h
re

a
d

H
D

B
*

-M
e
m

o
G

F
K

(3
2

1
.9

7
s)

(b) 3D-UniformFill-10M
(eps:inf,minpts:10)

1 24 48 48h
num-threads

0

5

10

15

20

25

sp
e
e
d

u
p

o
v
e
r

1
-t

h
re

a
d

H
D

B
*

-M
e
m

o
G

F
K

(7
4

8
7

.9
5

s)

(d) 7D-UniformFill-10M
(eps:inf,minpts:10)

1 24 48 48h
num-threads

0

5

10

15

20

sp
e
e
d

u
p

o
v
e
r

1
-t

h
re

a
d

H
D

B
*

-M
e
m

o
G

F
K

(1
5

4
.3

1
s)

(f) 3D-SS-varden-10M
(eps:inf,minpts:10)

1 24 48 48h
num-threads

0

10

20

30

40

sp
e
e
d

u
p

o
v
e
r

1
-t

h
re

a
d

H
D

B
*

-M
e
m

o
G

F
K

(2
2

5
3

.3
8

s)

(h) 7D-SS-varden-10M
(eps:inf,minpts:10)

1 24 48 48h
num-threads

0

5

10

15

20

25

sp
e
e
d

u
p

o
v
e
r

1
-t

h
re

a
d

H
D

B
*

-M
e
m

o
G

F
K

(9
3

.2
3

s)

(j) 7D-Household-2.05M
(eps:inf,minpts:10)

1 24 48 48h
num-threads

0

10

20

30

sp
e
e
d

u
p

o
v
e
r

1
-t

h
re

a
d

H
D

B
*

-M
e
m

o
G

F
K

(1
1

6
5

.2
0

s)

(l) 16D-CHEM-4.2M
(eps:inf,minpts:10)

HDBSCAN*-MemoGFK HDBSCAN*-GanTao

Figure 23: Speedup of HDBSCAN*implementations (minPts = 10) over the best
serial baselines vs. thread count. The best serial baseline and its running time for
each data set is shown on the 𝑦-axis label. “48h” on the 𝑥-axis refers to 48 cores with
hyper-threading.

mlpack (1 thread)
2D-UniformFill-10M 90.09
3D-UniformFill-10M 211.04
5D-UniformFill-10M 964.13
7D-UniformFill-10M 4777.29
2D-SS-varden-10M 84.79
3D-SS-varden-10M 139.18
5D-SS-varden-10M 184.08
7D-SS-varden-10M 233.28
3D-GeoLife-10M 211.37

7D-Household-2.05M 59.15
10D-HT-0.93M 14.85

16D-CHEM-4.2M 732.6

Table 4: Table of running times in seconds for the sequential EMST implementation
from mlpack.

respectively, against the fastest sequential times. For most data sets, we see addi-
tional speedups from using hyper-threading compared to just using a single thread
per core. A decomposition of parallel timings for our implementations on several data
sets is presented in Figure 24. In addition, table 5 shows the running times of our
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Figure 24: Decomposition of running times for constructing the EMST and
HDBSCAN*MST on various data sets using all 48 cores with hyper-threading.
minPts = 10 for HDBSCAN*. In the legend, "dendrogram" refers to computing
the ordered dendrogram; "delaunay" refers to computing the Delaunay triangula-
tion; "kruskal" refers to Kruskal’s MST algorithm; "wspd" refers to computing the
WSPD, or the sum of WSPD tree traversal times across rounds; "core-dist" refers to
computing core distances of all points; and "build-tree" refers to building a 𝑘d-tree
on all points.
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EMST
EMST-Naive EMST-GFK EMST-MemoGFK Delaunay

1 thread 48 cores 1 thread 48 cores 1 thread 48 cores 1 thread 48 cores
2D-UniformFill-10M 62.51 3.64 57.93 6.11 31.54 1.20 65.46 1.90
3D-UniformFill-10M 400.57 19.30 218.02 26.07 67.80 2.24 – –
5D-UniformFill-10M – – – – 230.93 5.03 – –
7D-UniformFill-10M – – – – 1585.65 28.37 – –
2D-SS-varden-10M 57.84 3.45 60.64 6.90 27.48 1.60 64.42 1.95
3D-SS-varden-10M 240.24 12.13 189.52 23.37 48.72 1.85 – –
5D-SS-varden-10M 478.40 19.41 278.10 31.19 96.19 3.04 – –
7D-SS-varden-10M 626.78 21.10 336.62 29.26 205.15 6.18 – –
3D-GeoLife-10M 271.95 10.97 328.76 36.31 117.31 4.77 – –

7D-Household-2.05M 280.28 8.37 214.08 24.77 37.60 1.40 – –
10D-HT-0.93M 19.28 0.64 12.36 1.40 5.17 0.35 – –

16D-CHEM-4.2M – – – – 821.81 19.11 – –

Table 5: Table of running times in seconds for EMST. The fastest parallel time for
each data set is in bold. The tests that do not complete within 3 hours or that run
out of memory are shown as “–". The data sets with dimensionality greater than 2
are not applicable to Delaunay, and also shown as “–”.

HDBSCAN*(minPts = 10)
HDBSCAN*-MemoGFK HDBSCAN*-GanTao
1 thread 48 cores 1 thread 48 cores

2D-UniformFill-10M 197.55 10.34 298.03 18.71

3D-UniformFill-10M 321.97 14.66 517.71 24.04

5D-UniformFill-10M 1217.87 38.41 2395.68 68.54

7D-UniformFill-10M 7487.95 289.27 – –
2D-SS-varden-10M 103.73 6.07 163.37 15.66

3D-SS-varden-10M 154.31 7.56 253.06 15.44

5D-SS-varden-10M 716.81 22.20 885.92 34.51

7D-SS-varden-10M 2253.38 48.26 2585.83 64.13

3D-GeoLife-10M 687.75 22.70 1320.15 160.48

7D-Household-2.05M 93.23 3.54 204.75 13.51

10D-HT-0.93M 15.74 1.41 29.75 3.21

16D-CHEM-4.2M 1165.20 35.77 1820.61 55.52

Table 6: Table of running times in seconds for HDBSCAN*with minPts = 10. The
fastest parallel time for each data set is in bold. The tests that do not complete
within 3 hours, or that run out of memory are shown as “–”.
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Speedup over Best Sequential Self-relative Speedup
Method Range Average Range Average

EMST-Naive 3.51-10.69x 6.90x 16.79-33.47x 24.15x
EMST-GFK 1.52-7.01x 3.60x 8.11-11.51x 9.08x
EMST-MemoGFK 14.61-55.89x 31.31x 14.61-55.89x 31.31x
Delaunay 14.12-16.64x 15.38x 33.11-34.54x 33.82x
HDBSCAN*-MemoGFK 11.13-46.69x 26.29x 11.13-46.69x 26.29x
HDBSCAN*-GanTao 4.29-35.14x 13.76x 8.23-40.32x 20.97x

Table 7: Speedup over the best sequential algorithm as well as the self-relative
speedup on 48 cores.

implementations for EMST. table 6 shows the running times of our implementations
for HDBSCAN*.

EMST Results. In Figure 22, we see that our fastest EMST implementations
(EMST-MemoGFK) achieve good speedups over the best sequential times, ranging
from 14.61–55.89x on 48 cores with hyper-threading. On the lower end, 10D-HT-
0.93M has a speedup of 14.61x (Figure 22k), because for a small data set, the total
work done is small and the parallelization overhead becomes prominent.

EMST-MemoGFK significantly outperforms EMST-GFK and EMST-Naive by
up to 17.69x and 8.63x, respectively, due to its memory optimization, which reduces
memory traffic. We note that EMST-GFK does not get good speedup, and is slower
than EMST-Naive in all subplots of Figure 22. This is because the WSPD input
to EMST-GFK (𝑆 in Algorithm 6) needs to store references to the well-separated
pair as well as the BCCP points and distances, whereas EMST-Naive only needs to
store the BCCP points and distances. This leads to increased memory traffic for
EMST-GFK for operations on 𝑆 and its subarrays, which outweighs its advantage of
computing fewer BCCPs. This is evident from Figure 24, which shows that EMST-
GFK spends more time in WSPD, but less time in Kruskal compared to EMST-Naive.
EMST-MemoGFK spends the least amount of time in WSPD due to its pruning
optimizations, while spending a similar amount of time in Kruskal as EMST-GFK.
Finally, the EMST-Delaunay implementation performs reasonably well, being only
slightly (1.22–1.57x) slower than EMST-MemoGFK; however, it is only applicable
for 2D data sets.

HDBSCAN*Results. In Figure 23, we see that our HDBSCAN*-MemoGFK method
achieves good speedups over the best sequential times, ranging from 11.13–46.69x on
48 cores. Similar to EMST, we observe a similar lower speedup for 10D-HT-0.93M
due to its small size, and observe higher speedups for larger data sets. The dendro-
gram construction takes at least 50% of the total time for Figures 7a, b, and e–h,
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and hence has a large impact on the overall scalability. We discuss the dendrogram
scalability separately.

We find that HDBSCAN*-MemoGFK consistently outperforms HDBSCAN*-GanTao
due to having a fewer number of well-separated pairs (2.5–10.29x fewer) using the
new definition of well-separation. This is also evident in Figure 24, where we see
that HDBSCAN*-MemoGFK spends much less time than HDBSCAN*-GanTao in
WSPD computation.

We tried varying minPts over a range from 10 to 50 for our HDBSCAN*implementations
and found just a moderate increase in the running time for increasing minPts.

MemoGFK Memory Usage. Overall, the MemoGFK method for both EMST
and HDBSCAN*reduces memory usage by up to 10x compared to materializing all
WSPD pairs.

Dendrogram Results. We separately report the performance of our parallel den-
drogram algorithm in Figure 25, which shows the speedups and running times on all
of our data sets. We see that the parallel speedup ranges from 5.69–49.74x (with an
average of 17.93x) for the HDBSCAN*MST with minPts=10, and 5.35–52.58x (with
an average 20.64x) for single-linkage clustering, which is solved by generating a den-
drogram on the EMST. Dendrogram construction for single-linkage clustering shows
higher scalability because the heavy edges are more uniformly distributed in space,
which creates a larger number of light-edge subproblems and increases parallelism.
In contrast, for HDBSCAN*, which has a higher value of minPts, the sparse regions in
the space tend to have clusters of edges with large weights even if some of them have
small Euclidean distances, since these edges have high mutual reachability distances.
Therefore, these heavy edges are less likely to divide up the edges into a uniform
distribution of subproblems in the space, leading to lower parallelism. On the other
hand, we observe that across all data sets, the dendrogram for single-linkage cluster-
ing takes an average of 16.44 seconds, whereas the dendrogram for HDBSCAN*takes
an average of 9.27 seconds. This is because the single-linkage clustering generates
more light-edge subproblems and hence requires more work. While it is possible to
tune the fraction of heavy edges for different values of minPts, we found that using
𝑛/10 heavy edges works reasonably well in all cases.
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Figure 25: Self-relative speedups and times for ordered dendrogram computation for
single-linkage clustering and HDBSCAN*(minPts = 10). The 𝑥-axis indicates the
self-relative speedup on 48 cores with hyper-threading. The speedup and time is
shown at the end of each bar.
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6 A Framework for Parallel Grid-Based Clustering

6.1 Introduction

Grid-based clustering algorithms is a significant class of clustering algorithms, known
for their efficiency in processing large multi-dimensional point data sets. These al-
gorithms, such as GRIDCLUS [205], STING [238], CLIQUE [16], and WaveClus-
ter [258], grid-based DBSCAN [117], approximate DPC [19], NSGC [248], GDILC [253],
and ASGC [65], generally follow a similar approach by partitioning each dimension
of the data space into intervals, forming a grid structure where data points belong to
cells. Clusters are then formed directly from these cells. Despite the common grid
structure used across these algorithms, there has been little effort in generalizing
their implementations.

In this thesis, we aim to develop a framework for parallel grid-based clustering
by creating high-level programming constructs that can be used to implement vari-
ous parallel grid-based clustering algorithms efficiently. Our goal is to enable simple
and fast parallel programming for spatial data sets. We identify several core con-
structs necessary for many of these algorithms, such as one that takes a cell and
range as input and applies a user-defined function to all cells within the specified
neighborhood, and another that traverses all cells in a user-defined order while ap-
plying a user-defined function. We implement both sequential and parallel versions
of these constructs, and use them to implement several algorithms including density-
based spatial clustering of applications with noise (DBSCAN) [95], the grid-based
density-isoline clustering algorithm (GDILC) [253], the new shifting grid clustering
algorithm (NSGC) [163], density peak clustering (DPC) [199, 19], grid clustering
(GRIDCLUS) [205], and an axis-shifted grid-clustering algorithm (ASGC) [65]. We
describe the grid data structure and its primitives in Section 6.2, the implementation
of various grid clustering algorithms using the data structure in Section 6.3, and an
experimental evaluation in Section 6.4.

6.2 Grid Data Structure

In this section, we describe the grid data structure implementation, and the defi-
nition and usage of the primitives that we propose. The grid data structure is a
commonly used data structure in grid clustering algorithms. However, implementing
and optimizing a grid data structure can be complex, time-consuming, and prone to
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errors. To address this issue, we introduce a grid object that encapsulates the de-
tails and supports several parallel programming constructs. This approach simplifies
programming for grid clustering algorithms by hiding implementation details.

At a high level, the grid data structure takes a multi-dimensional point data set
as input and organizes it into an axis-aligned grid structure with a specified side
length, denoted as G. Each partition of the grid is a hypercube, referred to as a cell ,
and each point within the cell is called an object .

Programming Constructs

We describe several fundamental parallel constructs that form the core of all grid-
based clustering algorithms. These constructs serve as the primary interface through
which programmers interact with the grid structure and are implemented as subrou-
tines of the grid.

BuildGrid

BuildGrid(objects P, object origin, float d)

The BuildGrid construct takes in a set of data points 𝑃 , an separate object
called the origin, whose coordinate represents that of the “lower left” of the grid data
structure. The third parameter 𝑑 represents the length of each side of the cells in
the grid.

CellMap

CellMap(lambda (cell c, int id): { ... })

The CellMap construct iterates through all cells in 𝐺 sequentially and performs
computations on each cell. It takes a lambda function as input; this function receives
references to both a cell and its ID number. The computations are implemented
within the lambda function. For example, CellMap can be used to count the total
number of objects in 𝐺 using the following code:

// Example: accumulate total number of objects in numObj
CellMap(lambda (cell c, int id): { numObj += c.size })

We also implement a ParallelCellMap construct that iterates through cells in
parallel. Consequently, the computation within the lambda function must be thread-
safe. The example below demonstrates how to compute the total number of objects
in parallel using atomic addition.
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// Example: accumulate total number of objects in numObj in parallel
ParallelCellMap(lambda (cell c, int id): { AtomicAdd(numObj, c.size) })

Some of the algorithms require the cells to be processed in some order. We
use a bucketing scheme, where the cells are divided into buckets. We call such a
construct ParallelOrderedCellMap. In this construct, all element of a bucket will
be processed in parallel, whereas different buckets are processed sequentially.

NeighborCellMap

NeighborCellMap(cell c, lambda (cell ngh, int id): { ... })

The NeighborCellMap construct iterates through and performs computations
on each cell within the neighborhood of a given cell 𝑐. It takes a cell whose neighbor-
hood is to be traversed and a lambda function as input. The lambda function receives
references to a neighboring cell and its ID number. Operations on the neighborhood
are implemented within the lambda function. This primitive supports multiple ways
of defining neighborhoods, such as spherical or rectangular shapes. The type and size
of the neighborhood are given as optional parameters to the primitive. By default,
the neighborhood is defined as the cells that are adjacent to 𝑐.

Additionally, each cell has a primitives for iterating through objects. The exam-
ple below demonstrates computing the average density of cells in a neighborhood
surrounding cell 𝑐.

// Example: average neighborhood density
numNgh = sum = 0
NeighborCellMap(c, lambda (cell ngh, int id): {

numNgh ++
sum += ngh.size

})
sum /= numNgh

We also propose a parallel variant of NeighborCellMap, called NeighborOb-
jectMap. In this variant, instead of traversing the neighboring cells, objects inside
the neighboring cells are traversed instead.

In addition, we also propose parallel variants of the mapping functions, Paral-
lelNeighborCellMap and ParallelObjectMap, where the neighboring cells and
objects are iterated in parallel.
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6.3 Implementing Clustering Algorithms

DBSCAN

We refer the readers to Section 4 for the definition of DBSCAN clustering. We
describe the algorithm that computes the DBSCAN using our grid framework in
Algorithm 8. From Line 3 to Line 6, we use a ParallelCellMap to mark points
whose cell with higher than 𝑚𝑖𝑛𝑃𝑡𝑠 number of points as core. From Line 7 to Line 13,
we call NeighborObjMap on every unmarked point in parallel to accumulate the
number of nearby points, and determine whether they are core points. From Line 15
to 19, we again use NeighborObjMap on every unclustered point in parallel to
check if they border any clusters.

Algorithm 8 Implementing DBSCAN
1: Input: a data set 𝑃 of dimension dim, 𝜖, 𝑚𝑖𝑛𝑃𝑡𝑠
2: 𝐺← BuildGrid(𝑃 , 𝑜𝑟𝑖𝑔𝑖𝑛, 𝜖/

√
𝑑𝑖𝑚) ◁ 𝑜𝑟𝑖𝑔𝑖𝑛: coordinate with lowest value in

each dimension
3: 𝐺.ParallelCellMap(cell 𝑐: { ◁ Mark core points
4: if 𝑐.size ≥ 𝑚𝑖𝑛𝑃𝑡𝑠 then
5: Mark all points in 𝑐 as core
6: })
7: par-for unmarked 𝑝 ∈ 𝑃 do ◁ Mark remaining core points
8: 𝑐𝑜𝑢𝑛𝑡← 0
9: 𝐺.NeighborObjMap(𝑝, obj 𝑞: {

10: if 𝑝.dist(𝑞) ≤ 𝜖 then
11: 𝑐𝑜𝑢𝑛𝑡← 𝑐𝑜𝑢𝑛𝑡+ 1

12: })
13: Mark 𝑝 as core point if 𝑐𝑜𝑢𝑛𝑡 ≥ 𝑚𝑖𝑛𝑃𝑡𝑠

14: Compute connected components on the cells, propagate labels to core points,
and form clustering 𝐶, where 𝐶[𝑝] = −1 if 𝑝 ∈ 𝑃 is non-core

15: par-for non-core 𝑝 ∈ 𝑃 do ◁ Cluster border points
16: 𝐺.NeighborObjMap(𝑝, obj 𝑞: {
17: if 𝑞 is core and if 𝑝.dist(𝑞) ≤ 𝜖 then
18: 𝐶[𝑝]← 𝐶[𝑞]

19: })
20: return 𝐶
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Approximate DPC

The density-peak clustering (DPC) algorithm is proposed by Rodriguez and Laio [199].
The algorithm computes, for each point from the input, the local density, defined
as the number of points whose distance to the point is less a user-defined threshold;
and dependent distance, defined as the point’s nearest neighbor with a higher local
density. The algorithm then identifies cluster centers whose dependent distances are
above a user-defined threshold.

The approximate DPC (Approx-DPC) algorithm is proposed by Amagata and
Hara [19]. It is a grid-based clustering method that improves the efficiency of lo-
cal density and dependent point computation in clustering tasks when compared
with the exact algorithm. The algorithm employs a uniform grid, which consists of
non-empty cells with each cell being a hypercube. Each cell in the grid maintains
information about the points covered by the cell. The algorithm first computes the
local density, the number of points within a radius of input parameter dcut . Approx-
DPC conducts an improved range search in each cell of the grid called a joint range
search. It involves computing the center point of each cell, obtaining its range search
result through a single query on a prebuilt spatial tree, and scanning this result
to compute exact local densities for each point in the cell. This joint range search
reduces unnecessary tree traversal and improves performance compared to existing
methods. This process is repeated for every cell.

The algorithm then computes the dependent points, defined as the closest neigh-
bor with a higher local density. Approx-DPC allows approximate computation based
on information maintained in each cell while still ensuring clustering accuracy. For
approximate dependent point computation, Approx-DPC follows specific rules de-
pending on whether a point is equal to or different from the maximum local density
point within its cell. If a dependent point cannot be determined through these rules,
Approx-DPC computes it using the exact dependent point computation.

We describe the algorithm that computes the Approximate Density Peak Clus-
tering using our grid framework in Algorithm 9. From Line 3 to Line 6, we use a
ParallelCellMap to compute local density for each point in 𝑃 using range search
within distance (𝑑𝑀𝑎𝑥+𝑑𝐶𝑢𝑡) from each cell. From Line 7 to Line 9, we use another
ParallelCellMap to find 𝜌min and 𝑝* for each cell. From Line 10 to Line 16, we
again use ParallelCellMap to assign 𝑝* as dependent points for points in each cell,
and then check neighboring cells’ 𝜌-min values to find additional dependent points.
We then resolve remaining dependent points using exact computations. Finally, the
dependency can be converted to clustering by forming connected components and
discarding dependency edges with weights higher than a user-defined threshold.
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Algorithm 9 Implementing Approx-DPC
1: Input: a data set 𝑃 of dimension 𝑑𝑖𝑚, 𝑑𝐶𝑢𝑡
2: 𝐺←BuildGrid(𝑃 , 𝑜𝑟𝑖𝑔𝑖𝑛, 𝑑𝐶𝑢𝑡/

√
𝑑𝑖𝑚) ◁ 𝑜𝑟𝑖𝑔𝑖𝑛: coordinate with lowest

value in each dimension
3: 𝐺.ParallelCellMap(cell 𝑐: { ◁ Compute local density
4: Perform range search on points within distance (𝑑𝑀𝑎𝑥+ 𝑑𝐶𝑢𝑡) from 𝑐
5: Compute local density for each point 𝑝 in 𝑐 using the range search result
6: })
7: 𝐺.ParallelCellMap(cell 𝑐: {
8: Find minimum local density 𝜌min and local max-density point 𝑝* for 𝑐

9: })
10: 𝐺.ParallelCellMap(cell 𝑐: { ◁ Compute approximate dependent points
11: Assign 𝑝* as dependent points for points in 𝑐
12: 𝐺.NeighborCellMap(𝑝*, cell 𝑛𝑔ℎ: {
13: if 𝑛𝑔ℎ.𝜌min ≥ 𝑝*’s local density then:
14: Assign 𝑝*’ of 𝑛𝑔ℎ as 𝑝*’s dependent point
15: })
16: })
17: Resolve remaining dependent points using exact computations
18: Compute connected components 𝐶 based on the dependency while discarding

dependency edges with weights higher than a user-defined threshold
19: Return 𝐶
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NSGC

The new shifting grid clustering algorithm (NSGC) [248] divides the data space
into a grid with cells. The number of intervals, which determines the number of
cells in the data space, is set to be 2𝑚, where 𝑚 is the number of iterations of
the algorithm. To improve performance in cases where data points are distributed
evenly throughout the data space, the shifting grid structure uses density profiles
from nearest neighborhood cells rather than only considering the density of a single
cell. This is achieved by shifting the grid by a half-cell size in each dimension,
allowing for a more accurate assessment of local densities. Group assignments are
made to non-empty cells based on density profiles, with neighbor cells being checked
during assignment to ensure proper grouping. The order of group assignment is
performed according to density profiles, starting with high-density cells and moving
towards lower-density ones. The algorithm iterates until a stopping criteria is met.
Specifically, if the difference between results from previous and current iterations is
less than or equal to an acceptable error, then the current result is recognized as
final.

We describe the new shifting grid clustering algorithm using our grid framework
in Algorithm 10. The input is a data set 𝑃 of dimension 𝑑𝑖𝑚. We first normalize the
data set to values in [0, 1]. Then, we run a loop from 𝑚 = 0 to 𝑚𝑎𝑥𝐼𝑡𝑒𝑟−1. In each
iteration, we create a grid 𝐺 on 𝑃 with side length 𝑔𝑟𝑖𝑑𝑆𝑖𝑧𝑒 = 1/𝑚. From Line 6
to Line 12, we use a NeighborObjectMap to compute the density of each cell in
parallel. We order the cells by decreasing density and update their group assignment
based on neighbor cluster IDs from Lines 13– 16. We repeat this process until the
difference between clusterings is small enough and break out of the loop on Line 17.
Finally, we return the clustering.

GDILC

The grid-based density-isoline clustering (GDILC) algorithm [253] is a novel approach
to clustering data samples based on their densities and distance thresholds. The first
step in the algorithm is to calculate the density of each data sample based on the
number of other samples within a certain distance threshold. This density value is
then used to form a density-isoline figure, which is essentially a contour figure of
density. Isolines are chosen based on a certain value, and regions circumscribed by
those isolines are considered as clusters. Different isoline values can result in different
clusters.

To determine which pairs of samples should be considered for clustering, a dis-
tance threshold 𝑅𝑇 is derived from the distances between each pair of data samples.
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Algorithm 10 Implementing NSGC
1: Input: a data set 𝑃 of dimension 𝑑𝑖𝑚
2: Normalize the data set to values in [0, 1]
3: for 𝑚← 0 to 𝑚𝑎𝑥𝐼𝑡𝑒𝑟 − 1 do
4: gridSize ← 1/𝑚
5: 𝐺←BuildGrid(𝑃 , 𝑜𝑟𝑖𝑔𝑖𝑛, 𝑔𝑟𝑖𝑑𝑆𝑖𝑧𝑒) ◁ 𝑜𝑟𝑖𝑔𝑖𝑛: coordinate with lowest value

in each dimension
6: par-for cell 𝑐 ∈ 𝐺 do ◁ Compute cell densities
7: 𝑐.density ← 0
8: 𝐺.NeighborObjectMap(𝑐, obj 𝑛𝑔ℎ: {
9: for 𝑑← 0 to 𝑑𝑖𝑚 do

10: if abs(𝑛𝑔ℎ[𝑑] - 𝑐.center[𝑑]) ≤ 𝑔𝑟𝑖𝑑𝑆𝑖𝑧𝑒/2 then
11: 𝑐.density ← 𝑐.𝑑𝑒𝑛𝑠𝑖𝑡𝑦 + 1

12: })
13: 𝑂𝑟𝑑𝑒𝑟𝑖𝑛𝑔 ← order cells by decreasing density
14: G.CellMapOrdered(𝑂𝑟𝑑𝑒𝑟𝑖𝑛𝑔, cell 𝑐: {
15: Check neighbor cluster IDs and generate a cluster ID to form clustering 𝐶

16: })
17: Stop if the clustering difference is small enough
18: Return 𝐶
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Similarly, a density threshold 𝐷𝑇 is obtained from the densities of samples to deter-
mine which pairs of samples should be combined into clusters. To reduce time and
space requirements, a grid-based approach is employed to check only those pairs of
samples within each cell in a grid whose centers are closer than 𝑅𝑇 . For each pair of
data samples whose densities exceed 𝐷𝑇 and whose distances are less than 𝑅𝑇 , the
two clusters to which they belong are combined into one cluster. This process contin-
ues until all pairs of samples have been checked. We describe the GDILC algorithm
using our grid framework in Algorithm 11. We first normalize the input data set to
values in [0, 1], and then build a grid on it with a user-defined side length. Next, we
estimate the radius threshold (𝑅𝑇 ) and density threshold (𝐷𝑇 ) for clustering. From
Line 4 to Line 10, we use NeighborObjectMap to calculate the average distance of
each point to its neighbors, and then compute 𝑅𝑇 as the average of these distances
over all points. From Line 12 to Line 17, we use NeighborObjectMap again to
count the number of neighbors within 𝑅𝑇 for each point, and then compute 𝐷𝑇
based on their mean density. Finally, from Line 20 to Line 25, we use NeighborOb-
jectMap one more time to link points whose density is higher than DT within RT
using a union-find data structure, and generate cluster labels accordingly.

ASGC

The Axis-Shifted Grid-Clustering (ASGC) algorithm [65] is a grid-based clustering
method that aims to reduce the influence of the border of predefined grids and in-
crease the selection of size and density threshold of significant cells. The algorithm
works by generating two grid structures, identifying significant cells, grouping nearby
significant cells into clusters, transforming the grid structure, generating new clus-
ters using the transformed grid structure, revising original clusters using a cluster
modified function, and generating the final clustering result. In the first step, a grid
structure is generated by dividing the n-dimensional data space into a predefined
number of non-overlapping cells. The density of each cell is then calculated to iden-
tify significant cells whose densities exceed a predefined threshold. Nearby significant
cells are grouped into clusters to generate a set of clusters denoted as 𝑆1. The coor-
dinate origin is then shifted by half the grid cell size in each dimension to generate
a new grid structure used to generate another set of clusters denoted as 𝑆2. The
originally obtained clusters are revised using the newly obtained ones using a merg-
ing algorithm and form a final set of clusters. We describe the merging procedure
in Algorithm 12 and Algorithm 13. The ASGC cluster merging algorithm involves
revising the original clusters obtained from two different grid structures. The first
step is to find each overlapped cluster in the second grid structure for each cluster in
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Algorithm 11 Implementing GDILC
1: Input: a data set 𝑃 of dimension dim
2: Normalize the data set to values in [0, 1]
3: 𝐺←BuildGrid(𝑃 , 𝑜𝑟𝑖𝑔𝑖𝑛, 𝑔𝑟𝑖𝑑𝑆𝑖𝑧𝑒) ◁ 𝑜𝑟𝑖𝑔𝑖𝑛: coordinate with lowest value in

each dimension; gridSize: user-defined
4: par-for point 𝑝 ∈ 𝑃 do ◁ Estimate RT
5: 𝑝.𝑡𝑜𝑡𝑎𝑙← 0
6: 𝑝.𝑐𝑜𝑢𝑛𝑡← 0
7: 𝐺.NeighborObjectMap(𝑝, obj 𝑛𝑔ℎ:
8: 𝑝.𝑡𝑜𝑡𝑎𝑙← 𝑝.𝑡𝑜𝑡𝑎𝑙 + 𝑛𝑔ℎ.𝑑𝑖𝑠𝑡(𝑝)
9: 𝑝.𝑐𝑜𝑢𝑛𝑡← 𝑝.𝑐𝑜𝑢𝑛𝑡+ 1

)
10: 𝑝.𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒← 𝑝.𝑡𝑜𝑡𝑎𝑙/𝑝.𝑐𝑜𝑢𝑛𝑡

11: 𝑅𝑇 ← 𝑠𝑢𝑚(𝑝.𝑡𝑜𝑡𝑎𝑙/𝑝.𝑐𝑜𝑢𝑛𝑡 for 𝑝 ∈ 𝑃 )/𝑃.𝑠𝑖𝑧𝑒
12: par-for point 𝑝 ∈ 𝑃 do ◁ Estimate DT
13: 𝑝.𝑑𝑒𝑛𝑠𝑖𝑡𝑦 ← 0
14: 𝐺.NeighborObjectMap(𝑝, obj 𝑛𝑔ℎ: {
15: if 𝑑𝑖𝑠𝑡(𝑝, 𝑛𝑔ℎ) ≤ 𝑅𝑇 then
16: 𝑝.𝑑𝑒𝑛𝑠𝑖𝑡𝑦 ← 𝑝.𝑑𝑒𝑛𝑠𝑖𝑡𝑦 + 1

17: })
18: 𝑚𝑒𝑎𝑛𝐷𝑒𝑛𝑠𝑖𝑡𝑦 ← sum(𝑝.𝑑𝑒𝑛𝑠𝑖𝑡𝑦 for 𝑝 ∈ 𝑃 )/𝑃.𝑠𝑖𝑧𝑒
19: 𝐷𝑇 ← based on mean density
20: par-for point 𝑝 ∈ 𝑃 do ◁ Generate clusters
21: Initialize a union-find data structure 𝑢𝑓 for 𝑝 if its density is greater than 𝐷𝑇
22: 𝐺.NeighborObjectMap(𝑝, obj 𝑛𝑔ℎ: {
23: if 𝑝.𝑑𝑒𝑛𝑠𝑖𝑡𝑦 > 𝐷𝑇 and 𝑑𝑖𝑠𝑡(𝑝, 𝑛𝑔ℎ) ≤ 𝑅𝑇 then
24: Link 𝑝 and 𝑛𝑔ℎ in 𝑢𝑓

25: })
26: Generate cluster labels 𝐶 based on 𝑢𝑓 for each 𝑝 with 𝑝.𝑑𝑒𝑛𝑠𝑖𝑡𝑦 > 𝐷𝑇
27: Return 𝐶
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the first grid structure and vice versa. This generates a set of rules denoted as 𝑅0,
which indicate overlapping clusters between the two structures. Then, each cluster
in the first grid structure is revised using a cluster revised function 𝐶𝑀() described
in Algorithm 13. Finally, the revised clusters from both structures are merged to
generate the final clustering result.

Algorithm 12 ASGC Rule Generation
1: procedure RuleGeneration(𝑆1, 𝑆2)
2: for 𝐶1𝑖 ∈ 𝑆1 do
3: for 𝐶2𝑗 ∈ 𝑆2 such that 𝐶1𝑖 ∩ 𝐶2𝑗 ̸= ∅ do
4: Generate the rule 𝐶1𝑖 → 𝐶2𝑗

5: for 𝐶2𝑗 ∈ 𝑆2 do
6: for 𝐶1𝑖 ∈ 𝑆1 such that 𝐶2𝑗 ∩ 𝐶1𝑖 ̸= ∅ do
7: Generate the rule 𝐶2𝑗 → 𝐶1𝑖

8: 𝑅0 = {𝐶1𝑖 → 𝐶2𝑗|𝐶1𝑖 ∩ 𝐶2𝑗 ̸= ∅} ∪ {𝐶2𝑗 → 𝐶1𝑖|𝐶2𝑗 ∩ 𝐶1𝑖 ̸= ∅}
9: Revise clusters in 𝑆1 using the cluster revised function CM()

Algorithm 13 ASGC Cluster Merging
1: procedure CM(𝑆1, 𝑆2, 𝑅0)
2: for 𝐶1𝑖 ∈ 𝑆1 do
3: Let 𝑋 ′ ← 𝑋
4: repeat
5: 𝑜𝑙𝑑𝑋 ′ ← 𝑋 ′

6: for each 𝑌 → 𝑍 in 𝑅0 do
7: if 𝑌 ⊆ 𝑋 ′ then
8: 𝑋 ′ ← 𝑋 ′ ∪ 𝑍
9: if 𝑍 ∈ 𝑆1 then

10: 𝑆1 ← 𝑆1 − 𝑍
11: else
12: 𝑆2 ← 𝑆2 − 𝑍

13: until 𝑜𝑙𝑑𝑋 ′ = 𝑋 ′

14: 𝐶1𝑖 ← 𝑋 ′

15: 𝑆1 ← 𝑆1 ∪ 𝑆2

We propose a substantially simpler implementation of the algorithm that returns
the same clustering result, by making use of a parallel union-find data structure,
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as shown in Algorithm 14. The input is a data set 𝑃 of dimension 𝑑𝑖𝑚. We first
normalize the data set to values in [0, 1]. We then construct two grids 𝑆1 and 𝑆2

on 𝑃 with side length 𝑑 and shifted by 𝑑/2 relative to 𝑆1, respectively. We initialize
a union-find structure uf. From Line 6 to Line 12, we use a ParallelCellMap on
cells of grid 𝑆1 to link neighboring cells whose size is greater than the threshold.
We repeat this process for cells in grid 𝑆2. From Line 14 to Line 18, we again use
ParallelCellMap on cells of grid 𝑆1 to link neighboring cells whose overlapping area
contains shared data points.

Our new implementation obtains the same result as the original algorithm. As
shown in the original rule generation (Algorithm 12), a rule is generated if two
cells from 𝑆1 and 𝑆2 share overlapping points. In Algorithm 13, these two cells are
merged based on the set of rules in an iterative manner. In our implementation
(Algorithm 14), from Line 14 to Line 18, in parallel for each cell in 𝑆1, we check the
overlapping cells in 𝑆2, and connect them into the same cluster in the union-find. We
show that any two cells that are placed in the same cluster in the original algorithms
are also placed in the same cluster in our implementation. Let 𝐶1𝑖 be a cluster in
𝑆1 and 𝐶2𝑗 be a cluster in 𝑆2 such that 𝐶1𝑖 ∩ 𝐶2𝑗 ̸= ∅. According to Algorithm 12,
a rule is generated 𝐶1𝑖 → 𝐶2𝑗. By the merging process in Algorithm 13, if two
cells share overlapping points, they are placed in the same cluster. Therefore, any
cell in 𝐶1𝑖 that overlaps with a cell in 𝐶2𝑗 must be placed in the same cluster as
that cell. In our implementation (Algorithm 14), we connect each cell in 𝐶1𝑖 to its
overlapping cells in 𝑆2 using a parallel union-find data structure (Line 14-18). This
ensures that any cell in 𝐶1𝑖 that overlaps with a cell in 𝐶2𝑗 is connected to it and
placed in the same cluster. Therefore, all cells that are placed in the same cluster
as 𝐶1𝑖 according to Algorithm 13 are also placed in the same cluster as it according
to our implementation. By repeating this process for all cells, we can conclude that
our new implementation obtains the same result as the original algorithm.

GRIDCLUS

The GRIDCLUS algorithm [205] is a grid-based clustering algorithm that generates
a hierarchy of clusters. The algorithm works by first constructing an axis-aligned
grid structure on the data set, then iteratively processing all cells, and then using a
recursive procedure to assign the cells of existing clusters.

The algorithm first creates the grid structure, and calculates the cell density
based on the number of points in each cell. The cells are then sorted to generate
a sequence in the order of highest to lowest density. Then the algorithm enters an
iterative process. In each iteration, the cells with a next-higher density are treated as
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Algorithm 14 Implementing ASGC
1: Input: a data set 𝑃 of dimension 𝑑𝑖𝑚
2: Normalize the data set to values in [0, 1]
3: 𝑆1 ←BuildGrid(𝑃 , 𝑜𝑟𝑖𝑔𝑖𝑛1, 𝑑)
4: 𝑆2 ←BuildGrid(𝑃 , 𝑜𝑟𝑖𝑔𝑖𝑛2, 𝑑) ◁ 𝑜𝑟𝑖𝑔𝑖𝑛2 is shifted by 𝑑/2 relative to 𝑜𝑟𝑖𝑔𝑖𝑛1
5: Initialize union-find 𝑢𝑓
6: 𝑆1.ParallelCellMap(cell 𝑐: {
7: if 𝑐.size > 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 then
8: G1.NeighborCellMap(𝑐, cell 𝑛𝑔ℎ: {
9: if 𝑛𝑔ℎ.size > 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 then

10: 𝑢𝑓 .link(𝑐, 𝑛𝑔ℎ)
11: })
12: })
13: Repeat the same process for cells in 𝑆2

14: 𝑆1.ParallelCellMap(cell 𝑐: {
15: for each 𝑆2 cell 𝑛𝑔ℎ that overlaps with 𝑐 do
16: if 𝑐 and 𝑛𝑔ℎ have shared data points then
17: 𝑢𝑓 .link(𝑐, 𝑛𝑔ℎ)
18: })
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being active and ready to be clustered. Then connected components are recomputed
on all the cells that are active, forming the clustering of that iteration. The algorithm
proceeds until all the cells are active.

We describe the GRIDCLUS algorithm in Algorithm 15. Given a data set 𝑃
of dimension 𝑑𝑖𝑚 and grid size 𝜖, we construct a grid 𝐺 on 𝑃 with side length
𝜖. We then sort the cells in 𝐺 based on cell density. From Line 5 to Line 10, we
use a ParallelCellMapOrdered to compute connected components of all active
cells, where active cells are those from index 𝑠 to index 𝑒. We record the connected
components as one level of cluster. We output all the levels as the final clustering
result.

Algorithm 15 Implementing GRIDCLUS
1: Input: a data set 𝑃 of dimension 𝑑𝑖𝑚, grid size 𝜖
2: 𝐺←BuildGrid(𝑃 , 𝑜𝑟𝑖𝑔𝑖𝑛, 𝜖) ◁ 𝑜𝑟𝑖𝑔𝑖𝑛: coordinate with lowest value in each

dimension
3: Sort cells in 𝐺 based on cell density
4: 𝑙← 0
5: 𝐺.ParallelCellMapOrdered(cell 𝑐, int 𝑠, int 𝑒: { ◁ Compute connected

components of active cells
6: Mark cells from 𝑠 to 𝑒 as active
7: Compute connected components of all the active cells
8: Record the connected components as one level of cluster 𝐶𝑙

9: 𝑙← 𝑙 + 1

10: })
11: Return 𝐶𝑖 for 𝑖 ∈ [0, 𝑙)

6.4 Experimental Evaluation

We implemented the framework using C++ and used the ParlayLib [41] for par-
allel primitives and a work-stealing scheduler. We compile the code with the g++
compiler (version 11.3) with the −O3 flag. We benchmark all the grid clustering
algorithms on an Amazon EC2 machine. We use a c5.18xlarge instance with 2 ×
Intel Xeon Platinum 8124M (3.00GHz) CPUs for a total for a total of 36 two-way
hyper-threaded cores, and 144 GB of RAM. We test the parallel performance of
all the implementations on two data sets each with 1 million data points. We test
both the sequential and parallel performance and reporting the self-relative paral-
lel speedup. The data set 2d-uniform-1m is a uniformly distributed data set in 2
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2d-uniform-1m 2d-varden-1m
1t time 36h time speedup 1t time 36h time speedup

DBSCAN 0.822 0.0505 15.2x 0.413 0.0358 11.5
Approx-DPC 261 5.74 45.5x 53.6 2.75 19.5

NSGC 8.83 0.602 14.6x 3.90 0.584 6.68
GDILC 11.3 1.21 9.34x 116 15.7 7.36
ASGC 1.30 0.117 11.1x 0.672 0.179 3.74

GRIDCLUS 0.773 0.0505 15.3x 0.420 0.0519 8.11

Table 8: Sequential running time (1t, seconds), parallel running time on 36 cores
with hyper-threading (36h, seconds), and parallel self-relative parallel speedups of
our implementations of the grid clustering algorithms using the framework.

dimensions, and 2d-varden-1m is a clustered data set with varying density in 2 di-
mensions. We benchmark all of the implementations and present their self-relative
parallel speedups using all the cores of the machine in Table 8.

We observe that the grid clustering implementations achieve better running time
when running on 2d-uniform-1m compared with running on 2d-varden-1m. This is
because when a data set is uniformly distributed, the data points fall more evenly
into the grid cells created, and it creates a higher number of grid cells, which can
be parallelized more easily. In addition, the more even distribution of points also
results in better load balancing. Among the methods, GDILC has relatively lower
parallel speedups on both data sets, because in earlier iterations of the algorithm,
the number of grid cells is small, and the parallelism only comes from processing
different grid cells in parallel.
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Part III

Algorithms and Libraries for Parallel
Computational Geometry
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7 Introduction

Computational geometry has a wide range of applications across various domains,
including computer graphics, robotics, simulation, optimization, and games. This
thesis presents three new parallel algorithms that we developed for convex hull,
smallest enclosing ball, and parallel batch-dynamic closest pair. We also describe
the ParGeo library and the GeoGraph library for parallel computational geometry
and geometric graph generation. For convex hull in both R2 and R3, we introduce
a reservation technique to enable parallel modifications to the hull. For smallest
enclosing ball, we propose a new sampling-based algorithm based on Larsson et
al.’s [154] approach to quickly reduce the size of the data set. For closest pair, we
develop a new parallel algorithm based on Golin’s dynamic data structure [111]. We
consolidate the implementation of these algorithms and others into unified libraries
to make them more user-friendly. ParGeo is a library of parallel computational
geometry algorithms that offers efficient and user-friendly solutions for geometric
problems and data structures. Unlike existing libraries, ParGeo includes a wide range
of problems specifically designed for parallel processing. Additionally, it includes a
module that generates geometric graphs from spatial data sets to enable users to
take advantage of graph algorithms to gain insights into their data. We summarize
our contributions below.

• Optimized parallel randomized incremental and quickhull algorithms using the
reservation technique, as well as a divide-and-conquer algorithm, for convex
hull in R2 and R3. (Section 8.2)

• A parallel sampling-based algorithm for the smallest enclosing ball problem,
and the first parallel implementation of the classic randomized incremental
algorithm. (Section 8.3)

• A new parallel batch dynamic data structure for the closest pair problem, that
is both theoretically-efficient and practical. (Section 8.4)

• The ParGeo library for parallel computing in computational geometry and
graph generation. (Section 9)
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8 New Parallel Algorithms

8.1 Introduction

We present three new parallel algorithms that we developed for convex hull, smallest
enclosing ball, and parallel batch-dynamic closest pair. We also describe the ParGeo
library and the GeoGraph library for parallel computational geometry and geometric
graph generation. For convex hull in both R2 and R3, we introduce a reservation
technique to enable parallel modifications to the hull. For smallest enclosing ball, we
propose a new sampling-based algorithm based on Larsson et al.’s [154] approach to
quickly reduce the size of the data set. We also provide the first parallel implemen-
tation of the classic randomized incremental algorithm. For closest pair, we develop
a new parallel algorithm based on Golin’s dynamic data structure [111] called the
sparse partition to support batch-dynamic updates. We describe these algorithms in
Sections 8.2, 8.3, and 8.4, respectively.

8.2 Convex Hull

The convex hull of a set of points 𝑃 in R𝑑 is the smallest convex polyhedron containing
𝑃 (in this thesis, we assume the dimensionality 𝑑 is a constant). It is common to
represent the convex hull using a set of facets . The boundary of two facets is a
ridge . For example, in R3, assuming the points are in general position (no four
points are on the same plane), each facet is a triangle, and each ridge is a line that
borders two facets (see Figure 41(a)).

The randomized incremental algorithm and the quickhull algorithm are the most
widely used algorithms for solving convex hull in practice. The randomized incremen-
tal algorithm for R𝑑 was proposed by Clarkson and Shor [74]. Given a point data set
𝑃 in R𝑑, the randomized incremental algorithm first constructs a 𝑑-simplex, a gen-
eralization of a tetrahedron in 𝑑-dimensions as the initial hull. Then, the algorithm
adds the points to the polyhedron in a random order, updating the hull if neces-
sary. In practice, the quickhull algorithm [114, 31], another incremental algorithm,
is often used. Unlike the randomized algorithm, the quickhull algorithm processes
a point that is furthest from a facet, which enables the hull to be expanded more
quickly. The quickhull algorithm is by far one of the most common implementations
for convex hull due to its simplicity and efficiency [5, 8, 9, 1, 4, 96]. There have
also been works that study parallel implementations of quickhull, but they are either
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limited to R2 [177, 219], or do not return the exact convex hull for R3 [220, 229].
Recently, Blelloch et al. [46] proposed a new randomized incremental algorithm that
is highly parallel in theory. However, the algorithm does not seem to be practical
due to numerous data structures required for bookkeeping.

In this section, we describe our new parallel reservation-based algorithm. Our
algorithm is able to express both the randomized incremental convex hull algorithm
and the quickhull algorithm. Specifically, unlike a sequential incremental algorithm
that adds one point per round, we add multiple points in parallel per round. We
resolve conflicts caused by the parallel insertion using a reservation technique. We
also apply a general parallelization technique based on divide-and-conquer, which in
combination with our parallel incremental algorithm, leads to faster implementations
in practice.

Parallel Reservation-Based Algorithm

Our parallel reservation-based algorithm can be implemented as either a randomized
incremental algorithm or a quickhull algorithm. We will first introduce the overall
structure of the algorithm. Then, we will describe the details with respect to the im-
plementations, and compare with existing approaches. We will base our description
in the context of R3 for the sake of clarity, but the algorithm can be extended to R𝑑

for any constant integer 𝑑 ≥ 2.
We first give a high-level overview of the algorithm. Given an ordered set of

points 𝑃 = {𝑝1, 𝑝2, . . . , 𝑝𝑛}, we let 𝑃𝑟 = {𝑝1, 𝑝2, . . . , 𝑝𝑟} be the prefix of 𝑃 of size 𝑟,
and 𝐶𝐻(𝑃𝑟) be the convex hull on 𝑃𝑟. We start the construction by first arbitrarily
selecting four points from 𝑃 that do not lie on the same plane, forming a tetrahedron.
We then make these four points the first four in 𝑃 , and denote the tetrahedron as
𝐶𝐻(𝑃4). Then, the algorithm proceeds iteratively, but on each round, rather than
inserting just 𝑝𝑟 to form 𝐶𝐻(𝑃𝑟), we process a batch of points in parallel. On each
round, let each point outside of 𝐶𝐻(𝑃𝑟−1) be called a visible point . We first select
a batch of visible points, and try to add them to 𝐶𝐻(𝑃𝑟−1) in parallel in the same
round.

The key challenge of this approach is that some of these points cannot be pro-
cessed in parallel due to concurrent modifications on the shared structures of the
convex polyhedron. We use a reservation algorithm to resolve these conflicts, such
that we only process the points that modify disjoint facets of the polyhedron. Specif-
ically, each point will perform a priority concurrent write with its ID to reserve all
of its visible facets. Points that have its ID written to all of its visible facets are
successful. We then process the successful points in parallel by enabling them to
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make concurrent modifications to 𝐶𝐻(𝑃𝑟−1). At the end of the round, in parallel,
we to filter out points that are no longer visible. The algorithm will terminate when
there are no more visible points.

Our reservation-based algorithm can be used to implement the parallel random-
ized incremental algorithm or the quickhull algorithm for convex hull. For the ran-
domized incremental algorithm, we randomly permute the input points at the be-
ginning, and on each round attempt to add a prefix of the permuted points to the
convex hull. For the quickhull algorithm, on each round, we instead select a set of
points furthest from a subset of facets.

Detailed Algorithm for the Convex Hull

Overview We first give a high-level overview of the algorithm, whose pseudocode
is shown in Figure 17. Given an ordered set of points 𝑃 = {𝑝1, 𝑝2, . . . , 𝑝𝑛}, we
let 𝑃𝑟 = {𝑝1, 𝑝2, . . . , 𝑝𝑟} be the prefix of 𝑃 of size 𝑟, and 𝐶𝐻(𝑃𝑟) be the convex
hull on 𝑃𝑟. We start the construction by first selecting four points from 𝑃 that do
not lie on the same plane, forming a tetrahedron (Line 1). We then make these
four points the first four in 𝑃 , and denote the tetrahedron as 𝐶𝐻(𝑃4). Then, the
algorithm proceeds iteratively, but on each round, rather than inserting just 𝑝𝑟 to
form 𝐶𝐻(𝑃𝑟), we process a batch of points in parallel. On each round, let each point
outside of 𝐶𝐻(𝑃𝑟−1) be called a visible point . We first select a batch of visible
points (Line 3), and try to add them to 𝐶𝐻(𝑃𝑟−1) in parallel in the same round.

The key challenge of this approach is that some of these points cannot be pro-
cessed in parallel due to concurrent modifications on the shared structures of the
convex polyhedron. We use a reservation algorithm to resolve these conflicts, such
that we only process the points that modify disjoint facets of the polyhedron (Lines 4–
9). Specifically, each point will perform a WriteMin with its ID to reserve all of its
visible facets (Lines 4–6). Points that have its id written to all of its visible facets are
successful (Lines 7–9). We then process the successful points in parallel by enabling
them to make concurrent modifications to 𝐶𝐻(𝑃𝑟−1) (Line 10–14). At the end of
the round, we run a ParallelPack to filter out points that are no longer visible
(Line 15). The algorithm will terminate when there are no more visible points.

Detailed Algorithm Next, we describe the algorithm in greater detail. Figure 26
illustrates the processing of a single visible point 𝑝𝑟. We denote a facet as a visible
facet of 𝑝𝑟 if point 𝑝𝑟 is in the half space away from the center of the convex hull.
We first retrieve the set of visible facets of 𝑝𝑟 via facets stored in the visible point.
The visible facets of 𝑝𝑟 form a closed region, whose boundary is a set of ridges known
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Algorithm 17 Pseudocode for the parallel reservation-based convex hull algorithm
(which includes the randomized incremental algorithm and the quickhull algorithm).
Require: 𝑃 : 3-dimensional points, 𝑟: batch size
Ensure: 3-dimensional convex hull
1: CH ← initialize with 4 points
2: while 𝑃 is not empty do
3: Q ← a batch of size 𝑟 of visible points in 𝑃
4: for all 𝑞 ∈ 𝑄 do ◁ Reservation (parallel loop)
5: for all 𝑓 ∈ 𝑞.𝑣𝑖𝑠𝑖𝑏𝑙𝑒𝐹𝑎𝑐𝑒𝑡𝑠 do
6: WriteMin(&𝑓 .reservation, 𝑞.id)
7: for all 𝑞 ∈ 𝑄 do ◁ Check Reservation (parallel loop)
8: for all 𝑓 ∈ 𝑞.𝑣𝑖𝑠𝑖𝑏𝑙𝑒𝐹𝑎𝑐𝑒𝑡𝑠 do
9: 𝑞.𝑠𝑢𝑐𝑐𝑒𝑠𝑠← 𝑞.𝑠𝑢𝑐𝑐𝑒𝑠𝑠 ∧ (𝑓.𝑟𝑒𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 = 𝑞.𝑖𝑑)

10: for all 𝑞 ∈ 𝑄 do ◁ Process Successful Points (parallel loop)
11: if 𝑞.𝑠𝑢𝑐𝑐𝑒𝑠𝑠 then
12: delete 𝑞’s visible facets
13: create new facets of 𝑞
14: update CH
15: 𝑃 ← Pack(𝑃 , visible)
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Figure 26: Illustration of adding a visible point 𝑝𝑟 to the convex hull. (a) shows the
convex hull prior to the addition of 𝑝𝑟. The visible facets are in white, while the
non-visible facets are in gray. The thicker line segments correspond to the horizon.
(b) shows the convex hull after adding 𝑝𝑟 with newly created facets.

as the horizon . We delete the visible facets from 𝐶𝐻(𝑃𝑟−1), and add new facets,
where each new facet is formed by adding two ridges from a horizon ridge to 𝑝𝑟.

Because of the structural changes to the convex hull that occur when adding a
visible point, concurrent structural changes can cause data races, which need to be
avoided. We show an example of the conflict in Figure 27, where we are attempting
to add two visible points 𝑝𝑟 and 𝑝𝑟+1 in parallel. As shown in the figure, the closed
region formed by the visible facets of each visible point overlap with each other
in three facets, which are highlighted in yellow. Should the two visible points be
processed in parallel, the resulting polyhedron may not be well-defined due to data
races. When processed sequentially, 𝑝𝑟+1’s visible facets would have been different,
involving newly created facets by 𝑝𝑟.

Our reservation algorithm only allows a subset of the visible points that update
disjoint facets of the convex hull to be processed in parallel in each round. At a high
level, we use the lexicographical order of the visible points to determine the priority
in processing a facet (a smaller ID has higher priority). In the example shown in
Figure 27, since 𝑝𝑟 has a smaller ID than 𝑝𝑟+1, the three conflicting facets can only
be processed by 𝑝𝑟 in that round. In the pseudocode in Figure 17, we allocate an
extra data field in each facet for performing reservations (Lines 4–6). For each visible
point in parallel, we iterate through its visible facets and use a parallel WriteMin to
write its ID to the facets’ “reservation” fields. Then on Lines 7–9, we determine which
visible points successfully reserved all of its facets. Again, in parallel for each visible
point, we check each of its visible facets for a successful reservation by comparing
the value of the reservation field with its token. The reservation of a visible point is
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Figure 27: This figure illustrates the attempt to add 𝑝𝑟 and 𝑝𝑟+1 in parallel. The
visible points and horizons of 𝑝𝑟 and 𝑝𝑟+1 are in red and blue, respectively. The
visible facets to either visible points are in white/yellow, while the other facets are
in gray. The overlap of the three visible facets between the 𝑝𝑟 and 𝑝𝑟+1 is in yellow.

only successful if its ID is stored in all of its visible facets. Then, on Lines 10–14,
we process the visible points whose reservations are successful, adding them to the
hull and updating the appropriate data structures. Finally, on Line 15, we process
the points in 𝑃 such that those remaining as visible points are packed to replace the
original 𝑃 , and the non-visible points are discarded. Note that the visible points
that succeeded in the reservation are no longer visible points because they are now
part of the convex hull. Some of the remaining points will also no longer be visible
points due to the growth of the convex hull.

We use a simple and fast data structure to keep track of the visibility relationship
between the visible points and the facets. At each step of the algorithm, when
a visible point is processed, it needs to identify the set of visible facets. On the
other hand, for the facets undergoing structural changes, they need to identify and
redistribute their visible points to new facets. To find the set of visible facets of
𝑝𝑟, it is inefficient to iterate through all the facets of 𝐶𝐻(𝑃𝑟−1). While existing
approaches [86] keep track of the visibility between visible points and all of their
visible facets, we found such an approach to be slow. The reason is that each vertex
is associated with multiple facets, making the cost of storing and updating the data
structure high. We only store the reference of an arbitrary visible facet to each visible
point, from which we use a local breadth-first search to retrieve all the visible facets
only when needed. For storing the visible points in the facets, we simply assign each
point to one of its visible facets. During point redistribution, we gather the points
stored in each visible facet into an array, and in parallel we distribute each point to
a new visible facet replacing the original visible facet. Each such point also stores a
reference to this visible facet.

119



Randomized Incremental Algorithm Our reservation-based algorithm can be
used to implement the parallel randomized incremental algorithm. At the start of the
algorithm, we randomly permute 𝑃 . Line 3 will then take a prefix of the remaining
points in 𝑃 to process. On each round, we choose a prefix of 𝑐·𝑛𝑢𝑚𝑃𝑟𝑜𝑐 visible points
to perform the reservation, where 𝑐 is a small constant and 𝑛𝑢𝑚𝑃𝑟𝑜𝑐 is the number
of processors. Compared with the existing parallelization approach by Blelloch et
al. [46], our approach is much simple because we avoid the use of complicated data
structures.

Quickhull Algorithm Our reservation-based algorithm also applies to the quick-
hull algorithm. Specifically, on Line 3 of the algorithm, we select a set of visible
points that are furthest from their respective visible facets. The number of visible
points that we choose to process on each round is again 𝑐 · 𝑛𝑢𝑚𝑃𝑟𝑜𝑐.

The 3-dimensional quickhull algorithm is one of the most widely used convex
hull algorithms in practice, and so we compare with some of the existing approaches
based on quickhull. Since concurrent insertions of visible points creates data races,
existing 3 dimensional implementations compromise either correctness or scalability.
For Stein et al.’s CudaHull algorithm [220], on each round, the algorithm chooses the
furthest point for each facet, and replaces each facet with three new facets, which
is done in parallel on the GPU. However, such an approach does not produce a
convex polyhedron. Therefore, the implementation uses the CPU to fix the concave
artifacts produced via ridge rotation at the end of each round. However, Gao et
al. [106] pointed out that certain artifacts cannot be fixed by Stein et al.’s algorithm,
leaving concavities in the final polyhedron. Tang et al.’s GPU-based heuristic for
convex hull [224]. It first generates a “pseudohull” polyhedron using a quickhull-like
algorithm, in which the points are removed. The convex hull is then computed on
the remaining points sequentially on the CPU. A clear drawback is that the last
phase of the algorithm is not parallel, causing a scalability bottleneck for certain
data sets. In comparison, our approach computes a correct convex hull while also
achieving high parallel scalability. The correctness is because for each visible point,
our algorithm considers all the visible facets and replaces them with new facets.
Meanwhile, Stein et al.’s algorithm only considers one visible facet for each visible
point, and replaces it directly with three facets, giving rise to concavities during the
process.
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Figure 28: The plots show the overhead of reservation compared with without reser-
vation. (a) and (b) show the number of visible points and facets touched by the
algorithms, respectively. (c) shows the single-thread running time of the algorithms.

Overhead of Reservation

Our parallel algorithms are work-efficient since it does the same amount of asymp-
totic work as the sequential counterparts for both the randomized incremental and
quickhull algorithms. In addition, given that the expected number of visible facets
associated with each visible point is constant [86], the amount of extra work done
to perform the reservations on Lines 3–9 is a constant multiplicative factor in each
round. When the number of facets is low, instead of using reservations, we process
only a single point per round, and we choose the point from the facet that is visible
to the most visible points, which maximizes the volume increase of the convex hull.

Figure 28 shows an empirical comparison on the amount of overhead incurred by
the reservation algorithm. Specifically, the comparison is between the reservation-
based quickhull algorithm and our optimized sequential quickhull algorithm, both
running on one thread, for data sets containing 10 million points in 3 dimensions
(described in Section 8.2). The purpose of running on one thread is to measure the
amount of work without parallelism. The comparison is based on the number of
visible points and facets touched during the algorithm as well as the running time.
As we can see from Figures 28(a) and (b), the reservation-based algorithm does
not necessarily cause more points or facets to be touched during the algorithm as a
majority of the reservations succeed. For example, for the 3D-IS-10M data set, the
number of visible points and facets touched is similar to that of the non-reservation
algorithm. For the 3D-IC-10M data set, the reservation-based approach actually
touches fewer visible points and facets, due to the different order in which the visible
points are selected between the two algorithms. For both data sets, the reservation
algorithm incurs some overhead in doing the work of reservations, as shown by the
single-threaded running times in Figure 28(c); however the increase in running time
is modest. This overhead is reasonable since it enables parallelism, as we will show
in our experiments.
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Point Culling via Pseudohull Computation

We also implement a multicore variant of Tang et al.’s pseudohull heuristic [224],
originally proposed for the GPU. Starting from an initial tetrahedra, we recursively
grow each facet into three new facets, using the furthest point from the facet, similar
to the quickhull algorithm. The visible points associated with the facet are redis-
tributed to the new facets. This results in a polyhedron, and the points in the interior
of the polyhedron will not be part of the convex hull. Therefore, we can prune away
the points inside the polyhedron and compute the convex hull on the rest of the
points.

There are several differences in our implementation from Tang et al.’s algo-
rithm. Our implementation executes the recursive calls on different facets in parallel,
whereas Tang et al.’s implementation maps the algorithm to the GPU architecture
by pre-allocating space for the facets and visible points, and runs the algorithm in an
iterative manner in lock-step. Specifically, successively generated facets and points
points associated them are updated by multiple threads in parallel in each iteration.
We use a parallel maximum-finding routine to find the furthest point of each facet in
each call. Rather than growing the pseudohull until there are no more visible points
as done by Tang et al., we set a threshold on the number of points associated with a
facet, below which we stop growing the pseudohull. This prevents stack overflow on
large and skewed data sets due to too many recursive calls, and the extra unpruned
points do not contribute significantly to the work of the final computation of the
convex hull. At the end of pruning, we use our parallel reservation-based quickhull
algorithm to compute the final hull on the remaining points, whereas Tang et al.uses
a sequential implementation.

Parallel Divide-and-Conquer

We adopt a common parallelization strategy using divide-and-conquer, which calls
our reservation-based algorithm as a subroutine. Some early convex hull algo-
rithms are based on divide-and-conquer, notably, the algorithm by Preparata and
Hong [192]. The algorithm splits the input into two spatially disjoint subsets by a
mid-point along one of the axis, recursively computes the convex hull on each sub-
set, and then merges the results together. Later work [15, 82, 20] extended this
approach to the parallel setting. However, most of these approaches rely on compli-
cated subroutines to merge convex hulls, which are not practical and have not been
implemented, to the best of our knowledge.

We implement a practical divide-and-conquer algorithm by partitioning the input
into 𝑐 · 𝑛𝑢𝑚𝑃𝑟𝑜𝑐 equal subsets, where 𝑐 is a small constant and 𝑛𝑢𝑚𝑃𝑟𝑜𝑐 is the
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number of processors. For each subset, the convex hull of the subset is computed
by a single processor using the sequential quickhull algorithm, but run in parallel
across the different subsets. Then, the vertices of the outputs of the subproblems are
collected to form a new input, from which the final convex hull is computed using
our reservation-based parallel algorithm described in Section 8.2.

Experimental Evaluation

Data Sets We use four types of synthetic data sets. The first is Uniform (U),
consisting of points distributed uniformly at random inside a hypercube with side
length

√
𝑛, where 𝑛 is the number of points. The second type UniformSphere

(US) is similar to the first, but the points are distributed in a hypersphere instead.
We also generate OnSphere (OS) and OnCube (OC) data sets, where points are
uniformly distributed on the surface of a hypersphere and a hypercube, respectively.
The surfaces have a thickness equal to 0.1 times the diameter or side length of the
sphere or cube. The last type is VisualVar (V), a clustered data set with variable
density, produced by Gan and Tao’s generator [104]. The generator produces points
by performing a random walk in a local region, but jumping to random locations
with some probability. For each of these two types, we generate them in 2, 3, 5, and
7 dimensions, and for up to 1 billion points. We name the data sets in the format of
Dimension-Name-Size.

We also use the following real-world data sets from the Stanford 3D Scanning
Repository [10]: 3D-Thai-5M is a 3-dimensional point data set of size 4999996
from a scanned thai-statue; and 3D-Dragon-3.6M is a 3-dimensional point data
set of size 3609600 from a scanned statue of a dragon.

Testing Environment The experiments are run on an AWS c5.18xlarge instance
with 2 Intel Xeon Platinum 8124M CPUs (3.00 GHz), for a total of 36 two-way hyper-
threaded cores and 144 GB RAM. Our experiments use all hyper-threads unless
specified otherwise. We compile our benchmarks with the g++ compiler (version
9.3.0) with the -O3 flag, and use ParlayLib [41] for parallelism.

We test the following implementations for convex hull (our new implementations
are underlined). All implementations are for both R2 and R3, unless stated otherwise.

• CGAL: sequential C++ implementation of quickhull in CGAL [96].

• Qhull : sequential C++ implementation of quickhull [8] by Barber et al. [31].

• RandInc: our implementation of the parallel randomized incremental algo-
rithm described in Section 8.2.
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Figure 29: Running times of implementations across different data sets for 2-
dimensional convex hull on 36 cores with 2-way hyper-threading.
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Figure 30: Running times of implementations across different data sets for 3-
dimensional convex hull on 36 cores with 2-way hyper-threading.

• QuickHull : for R2, it is a simple recursive parallel algorithm [40], and we
use the implementation in PBBS [215]; for R3, we use our parallel quickhull
algorithm described in Section 8.2.

• Pseudo: our implementation of the pseudoHull heuristic proposed by Tang et
al. [224] for 3-dimensional convex hull described in Section 8.2. The final stage
of the computation uses our quickHull algorithm for R3.

• DivideConquer : our divide-and-conquer algorithm described in Section 8.2.

We show a comparison of running times across methods using 36 cores with
two-way hyper-threading in Figures 29 and 30. Our implementations achieve signifi-
cant speedup compared to existing sequential implementations. Our fastest parallel
implementations achieve speedups of 190–559x (325x on average) over CGAL for 2-
dimensional convex hull, and speedups of 10.5–124x (61.4x on average) over CGAL
for 3-dimensional convex hull. Our fastest parallel implementations have speedups of
147–1673x (605x on average) over 2-dimensional Qhull, and speedups of 5.68–43.8x
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(19.9x on average) over 3-dimensional Qhull. When run using a single thread, our
parallel implementations achieve speedups of 3.26–12.4x and 1.31–5.05x over CGAL
for 2 and 3 dimensions, respectively; and 3.39–47.6x and 0.99–2.06x speedups over
Qhull for 2 and 3 dimensions, respectively.

For R2, DivideConquer is always the fastest method due to having high scalability
from processing many independent subproblems in parallel. For R3, the fastest two
methods are DivideConquer and Pseudo. We observe that on data sets with a larger
output size, Pseudo is slower than DivideConquer (Figures 30(a), (b), and (g)).
This is because the final computation after pruning takes longer given that there
are a higher number of remaining points after pruning. For instance, the number
of remaining points for 3D-IS-10M and 3D-IC-10M after pruning are 83669 and
2316, respectively, and Pseudo is relatively slower on the former. We observe that
RandInc and QuickHull take relative longer compared with the fastest methods for
data sets with a smaller output size (Figures 30(c)–(e) and (h)). This is caused by
higher contention during the reservation of facets, since there are fewer facets on the
intermediate hull. For example, for 3D-IS-10M and 3D-IC-10M, the output sizes
are 14163 and 423, respectively. During the computation, 3D-IC-10M exposes fewer
facets for reservation, leading to a lower success rate during the reservations.

DivideConquer achieves the best parallel speedup (42.78x and 16.55x on average
for R2 and R3, respectively). This is because the bulk of the running time is spent
in computing independent convex hulls across different threads. On the other hand,
the incremental algorithms, RandInc and QuickHull, demonstrate lower scalability
because of load-imbalance caused by the different amounts of work to process each
conflict point being processed in parallel.

We also compare with the performance of GPU-based algorithms. Specifically,
we compare with CudaHull proposed by Stein et al. [220]. The CudaHull algorithm
incrementally adds batches of points in parallel, and after every batch, fixes the
concavities on the polyhedron to form the convex hull. On a data set with 10 million
points and 3 dimensions, Stein et al. reported that their implementation takes 89 ms
on an Nvidia GeForce GTX 580 with 512 cores, where there is also a small fraction of
time being spent on the CPU. Our best implementations, DivideConquer and Pseudo
take 113 and 93 ms, respectively on a data set of the same size and dimension on
multi-core CPUs.

8.3 Smallest Enclosing Ball

The smallest enclosing ball of 𝑃 in R𝑑 is the smallest 𝑑-sphere containing 𝑃 . It is
well-known that the smallest enclosing ball is unique and defined by a support set
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of 𝑑+ 1 points on the surface of the ball (see Figure 41(b)).
Welzl [246] showed that by using a randomized incremental algorithm, the small-

est enclosing ball can be computed in 𝑂(𝑛) time in expectation for constant 𝑑. The
algorithm iteratively expands the support set of the ball by adding points in a ran-
dom order until the ball contains all of the points. The algorithm was later improved
by Gartner [107] with practical optimizations for speed and robustness. Larsson et
al. [154] proposed practical parallel algorithms that uses a new method for expanding
the support set, and the implementation works on both CPUs and GPUs. Later,
Blelloch et al. [45] proposed a parallel algorithm based on Welzl’s algorithm, but
without any implementations.

In this section, we describe our new algorithms for the smallest enclosing ball
problem based on Larsson et al.’s approach [154]. We propose a sampling-based
algorithm to quickly reduce the size of the data set. We also provide the first parallel
implementation of Welzl’s classic algorithm.

Sampling-Based Algorithm

Given a ball 𝐵, we define visible points to be points that lie outside of 𝐵. Existing
approaches for computing the smallest enclosing ball focus on expanding the support
set in an iterative manner, and output the enclosing ball when there are no more
visible points. Welzl’s algorithm expands the support set by adding points in a
random order [246]. In comparison, Larsson et al.’s approach scans the input to
search for good support sets in a round-based manner. In R3, Larsson’s algorithm
divides the space into eight orthants centered at the center of 𝐵. On each round,
the input is scanned to find the furthest visible points in each orthant. 𝐵 is then
updated to the next intermediate solution using the existing support set of 𝐵 and
the new visible points found during the scan. The algorithm iterates until there are
no more visible points. It is parallelized within each round by performing the scan
on the input in parallel.

We find each iteration in Larsson et al.’s algorithm to be unnecessarily expensive
due to having to scan the entire data set on every round. Our approach is to use a
sampling heuristic to first obtain a good initial ball, inspired by Welzl’s randomized
algorithm. Specifically, we use small random samples to obtain good estimates of
the support set at a negligible cost.

We show the pseudocode of our algorithm in Figure 19. At a high level, our
sampling-based algorithm consists of two phases: the sampling phase (Line 2–9)
and the final compute phase (Line 10–15). First, we initialize the ball using a few
arbitrary points (Line 1). Then, we iterate through a random permutation of the

126



input to take multiple samples (Line 2–9). On each iteration, we scan through a
constant-sized segment of the input, which is effectively equivalent to a random sam-
ple. We perform an orthant scan similar to Larsson’s approach. Our implementation
of orthant scan will return a new estimate of the support set based on the sample,
and a boolean hasOutlier indicating whether the sample contains visible points with
respect to the current smallest enclosing ball 𝐵 (Line 4). We recompute 𝐵 using the
new support set. If there are visible points in the current sample, we will continue
the sampling process with our new 𝐵. If there are no visible points in the sample,
the support set likely contains most of the points, and so we terminate sampling
and move on to the next phase. Now, with a good estimate of the optimal smallest
enclosing ball, we run Larsson’s orthant scan to compute the final smallest enclos-
ing ball (Line 10–15). The sampling phase allows us to generate good support sets
without having to scan the entire input.

Algorithm 19 Pseudocode for the parallel sampling-based algorithm for smallest
enclosing ball.
Require: 𝑃 : 𝑑-dimensional points, 𝑐 : batch size
Ensure: 𝐵 : 𝑑-dimensional smallest enclosing ball
1: 𝐵 ← ball()
2: 𝑠𝑐𝑎𝑛𝑛𝑒𝑑← 0
3: while 𝑠𝑐𝑎𝑛𝑛𝑒𝑑 < 𝑛 do
4: (hasOutlier, support)← orthantScan(𝑃 [𝑠𝑐𝑎𝑛𝑛𝑒𝑑 : min(𝑠𝑐𝑎𝑛𝑛𝑒𝑑+ 𝑐, 𝑛)− 1], 𝐵)

5: 𝑠𝑐𝑎𝑛𝑛𝑒𝑑← 𝑠𝑐𝑎𝑛𝑛𝑒𝑑+ 𝑐
6: if not hasOutlier then
7: break ◁ current sample does not violate 𝐵
8: else
9: 𝐵 ← constructBall(support)

10: while hasOutlier do
11: (hasOutlier, support)← orthantScan(𝑃,𝐵)
12: if not hasOutlier then
13: return 𝐵
14: else
15: 𝐵 ← constructBall(support)

We parallelize the orthant scan, which is the most expensive operation of the
algorithm. Specifically, we divide the input array to orthant scan into blocks, and
processed each block sequentially, but in parallel across different blocks. Afterward,
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the extrema for the orthants obtained from the blocks are merged, and a new support
set is computed on these points and the existing support set of 𝐵.

Parallel Welzl’s Algorithm and Optimizations

We also implemented and optimized the parallel version of Welzl’s algorithm de-
scribed by Blelloch et al. [45]. Welzl’s sequential algorithm uses a random permuta-
tion of the input 𝑃 and processes the points one by one. If the algorithm encounters
a visible point 𝑝𝑖 with respect to the current bounding ball 𝐵, 𝐵 is recomputed on
𝑃𝑖, the prefix of points up until 𝑝𝑖, using recursive calls to the algorithm. Blelloch et
al.’s parallel algorithm also uses a random permutation of 𝑃 . Across iterations, the
algorithm processes prefixes of 𝑃 of exponentially increasing size. If the prefix con-
tains at least one visible point, the earliest visible point 𝑝𝑖 is identified, and 𝐵 is
recomputed on prefix 𝑃𝑖 by recursively calling the parallel algorithm. Each prefix is
processed in parallel.

We implement the algorithm with some practical optimizations. When there
are numerous visible points in the prefix, the work of the parallel algorithm will
increase significantly, because each time a visible point is discovered, the points after
the visible point in the same prefix will have to be reprocessed in the next round.
Therefore, given that there will be more visible points in the initial rounds when
the prefix size is small (< 500000), we process these prefixes sequentially by calling
Welzl’s sequential algorithm. This also reduces the amount of overhead from parallel
primitives, since there is limited parallelism for small prefixes.

In addition, we extend existing optimizations of Welzl’s sequential algorithm to
the parallel setting. We implement the move-to-front heuristic [246], which upon
encountering a visible point, moves the visible point to the front of 𝑃 , so that it
will be processed earlier in recursive calls, reducing the number of subsequent visible
points. We also parallelize the pivoting heuristic proposed by Gartner [107]. In this
heuristic, upon encountering a visible point, rather than processing the visible point
directly, we search 𝑃 for a pivot point furthest away from the center of the current
𝐵, and use the pivot point to compute the new 𝐵 instead of the visible point. We
use a parallel maximum-finding algorithm to identify the pivot point.

Experimental Evaluation

For the smallest enclosing ball, we use the same experimental setup and data sets
as in Section 8.2. We test the following implementations for smallest enclosing ball
(our new implementations are underlined). All implementations are for both R2 and
R3.
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Figure 31: Running times of implementations across different data sets for smallest
enclosing ball on 36 cores with 2-way hyper-threading.

• CGAL: sequential C++ implementation of Welzl’s algorithm in CGAL [96].

• Orthant-scan : our implementation of Larsson et al. [154]’s orthant-scan al-
gorithm.

• Sampling : our parallel sampling algorithm described in Section 8.3.

• Welzl : our parallel implementation of Welzl’s algorithm described in Sec-
tion 8.3.

• WelzlMtf : the same as Welzl, but with the move-to-front heuristic [15].

• WelzlMtfPivot : the same as Welzl, but with both the move-to-front and the
pivoting heuristic [107].

For smallest enclosing ball, we show the comparison across implementations using
36 cores with two-way hyper-threading in Figure 31. Our fastest parallel implemen-
tations have speedups of 70–178x (109x on average) over CGAL. On one thread,
our fastest implementations achieve speedup of 2.81–7.05x (4.96x on average) over
CGAL.

Our sampling-based method is the fastest for eight out of the twelve data sets,
whereas Orthant-scan without sampling is the fastest for the other four. We ob-
serve that the sampling phase on average scans only about 5% of the data set, and
results in up to 2.55x (1.47x on average) speedup compared to just running Orthant-
scan. Comparing across different implementations of Welzl’s algorithms, we see that
the move-to-front, and the pivoting heuristic implemented in parallel consistently
improve the running times. Specifically, WelzlMtf is 2.09–13.9x faster than Welzl,
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and WelzlMtfPivot is 3.4–58.6x faster than Welzl. We also see that Sampling and
Orthant-scan are 4.63–34.8x and 2.96–40.3x faster than WelzlMtfPivot, respectively.

We also compare with existing GPU implementation of the smallest enclosing
ball by Kallberg and Larsson [145]. According to Kallberg and Larsson. Their
algorithm is based on repeated farthest-point queries. Their implementation on an
Nvidia Quadro K4000M GPU with 960 cores takes 13 ms to process a data set with
5 million points and 3 dimensions, whereas our Sampling implementation takes 4.95
ms to process a data set with 10 million points and 3 dimensions.

8.4 Parallel Batch-dynamic Closest Pair

We consider a metric space (𝑆, 𝑑) where 𝑆 contains 𝑛 points in R𝑘, and 𝑑 is the 𝐿𝑡-
metric where 1 ≤ 𝑡 ≤ ∞. The static closest pair problem computes and returns
the closest pair distance 𝛿(𝑆) = min{𝑑(𝑝, 𝑞) | 𝑝, 𝑞 ∈ 𝑆, 𝑝 ̸= 𝑞}, and the closest pair
(𝑝, 𝑞). The dynamic closest pair problem computes the closest pair of 𝑆, and also
maintains the closest pair upon insertions and deletions of points. A parallel batch-
dynamic data structure processes batches of insertions and deletions of points of
size 𝑚 in parallel. In this thesis, we propose a new parallel batch-dynamic data
structure for closest pair on (𝑆, 𝑑).

There is a rich literature on sequential dynamic closest pair algorithms [181, 223,
207, 216, 217, 208, 59, 146, 39, 111, 14]. However, as far as we know, none of the
existing dynamic algorithms have been implemented and none of them are parallel.
The main contribution of the thesis is the design of a theoretically-efficient and
practical parallel batch-dynamic data structure for dynamic closest pair, along with
a comprehensive experimental study showing that it performs well in practice. Our
solution is inspired by the sequential solution of Golin et al. [111], which takes 𝑂(𝑛)
space to maintain 𝑂(𝑛) points and supports 𝑂(log 𝑛) time updates, and is the fastest
existing sequential algorithm for the 𝐿𝑡-metric. Our parallel solution takes a batch
update of size 𝑚 and maintains the closest pair in 𝑂(𝑚(1+log((𝑛+𝑚)/𝑚))) expected
work and 𝑂(log(𝑛+𝑚) log*(𝑛+𝑚)) depth (parallel time) with high probability (whp
holds with probability at least 1−1/𝑛𝑐 for an input of size 𝑛 and some constant 𝑐 > 0).
Compared to the sequential algorithm of Golin et al., our algorithm is work-efficient
(i.e., matches the work of the sequential algorithm) for single updates, and has better
depth for multiple updates since we process a batch of updates in parallel. Our data
structure is based on efficiently maintaining a sparse partition of the points (a data
structure used by Golin et al. [111]) in parallel. This requires carefully organizing
the computation to minimize the work and depth, as well as using a new parallel
batch-dynamic binary heap that we design. This is the first parallel batch-dynamic
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binary heap in the literature, and may be of independent interest.
We implement our data structure with optimizations to improve performance.

In particular, we combine the multiple heaps needed in our theoretically-efficient
algorithm into a single heap, which reduces overheads. We also implement a par-
allel batch-dynamic 𝑘d-tree to speed up neighborhood queries. We evaluate our
algorithm on both real-world and synthetic data sets. On 48 cores with two-way
hyper-threading, we achieve self-relative parallel speedups of up to 38.57x across
various batch sizes. Our algorithm achieves throughputs of up to 1.35 × 107 and
1.06× 107 updates per second for insertions and deletions, respectively.

In addition, we implement and evaluate four parallel algorithms for the static
closest pair problem. There has been significant work on sequential [210, 195, 37,
98, 36, 128, 110, 148, 90, 63, 30] and parallel [27, 164, 157, 47, 45] static algorithms
for the closest pair. As far as we know, none of the existing parallel algorithms have
been evaluated and compared empirically. We implement a divide-and-conquer al-
gorithm [47], a variant of Rabin’s randomized algorithm [195], our parallelization of
the sequential sieve algorithm [148], and a randomized incremental algorithm [45].
On 48 cores with two-way hyper-threading, our algorithms achieve self-relative par-
allel speedups of up to 51.45x.7 Our evaluation of the static algorithms shows that
Rabin’s algorithm is on average 7.63x faster than the rest of the static algorithms.
Finally, we compare our parallel batch-dynamic algorithm with the static algorithms
and find that it can be advantageous to use the batch-dynamic algorithm for batches
containing up to 20% of the data set. Our source code is publicly available at
https://github.com/wangyiqiu/closest-pair.

Related Work

Static Closest Pair. The problem of finding the closest pair of points under the 𝐿𝑡

metric has been a long-studied problem in computational geometry. There have been
several deterministic sequential algorithms [210, 37, 36, 128] that solve the problem
optimally in 𝑂(𝑛 log 𝑛) time under the standard algebraic decision tree model. Under
a different model where the floor function is allowed with unit-cost, Rabin [195]
solved the problem in 𝑂(𝑛) expected time. Fortune and Hopcroft [98] presented
a deterministic algorithm with 𝑂(𝑛 log log 𝑛) running time under the same model.
Later, Khuller and Matias [148] came up with a simple randomized algorithm that
takes 𝑂(𝑛) expected time using a sieve data structure. Golin et al. [110] described a
randomized incremental algorithm for the problem that takes 𝑂(𝑛) expected time.

7With hyper-threading, the parallel speedup can be more than the total core count.
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Later, Dietzfelbinger et al. [90] filled in some details for Rabin’s algorithm con-
cerning hashing and duplicate grouping. Banyassady and Mulzer [30] gave a simpler
analysis for Rabin’s algorithm. Chan [63] gave an algorithm that takes 𝑂(𝑛) expected
time in a randomized optimization framework. Maheshwari et al. [166] designed a
new algorithm for closest pair in the doubling-metric space in expected 𝑂(𝑛 log 𝑛)
time.

For parallel algorithms, Atallah and Goodrich [27] came up with the first parallel
algorithm for closest pair using multi-way divide-and-conquer. The algorithm takes
𝑂(𝑛 log 𝑛 log log 𝑛) work and 𝑂(log 𝑛 log log 𝑛) depth. MacKenzie and Stout [164]
designed a parallel algorithm inspired by Rabin [195] that takes 𝑂(𝑛) work and 𝑂(1)
depth in expectation. Blelloch and Maggs [47] parallelized the divide-and-conquer
approach in [37, 36], and their algorithm takes 𝑂(𝑛 log 𝑛) work and 𝑂(log2 𝑛) depth.
Recently, Blelloch et al. [45] designed a randomized incremental algorithm for the
problem that takes 𝑂(𝑛) expected work and 𝑂(log 𝑛 log* 𝑛) depth whp Lenhof and
Smid [157] solved a close variant, the 𝐾-closest pair problem for the 𝐿𝑡-metric, in
𝑂(𝑛 log 𝑛 log log 𝑛 +𝐾) work and 𝑂(log2 𝑛 log log 𝑛) depth, where 𝐾 is the number
of closest pairs to return.

Dynamic Closest Pair. For the sequential dynamic closest pair problem, there
have been semi-dynamic algorithms that focus on only insertions or only deletions.
For the deletion-only case, Supowit [223] gave an algorithm that maintains the min-
imal Euclidean distance for points in 𝑘 dimensions in 𝑂(log𝑘 𝑛) amortized time per
deletion. The method uses 𝑂(𝑛 log𝑘−1 𝑛) space. For the insertion-only case, Schwarz
and Smid [207] designed a data structure for the 𝐿𝑡-metric space that takes 𝑂(𝑛)
space and handles each insertion in 𝑂(log 𝑛 log log 𝑛) time. Schwarz et al. [208] de-
signed an optimal data structure taking 𝑂(𝑛) space and 𝑂(log 𝑛) time per insertion
for the same problem.

For sequential fully-dynamic closest pair algorithms supporting both insertions
and deletions, Overmars [181] gave an 𝑂(𝑛) time update algorithm. Smid [216] gave
a dynamic data structure of size 𝑂(𝑛), that maintains closest pair of 𝑘-dimensional
points in the 𝐿𝑡-metric space, in 𝑂(𝑛2/3 log 𝑛) time per update.

Later work improved the sequential running time to polylogarithmic time per
update. Smid [217] used a data structure of size 𝑂(𝑛 log𝑘 𝑛) that maintains the closest
pair in the 𝐿𝑡-metric in 𝑂(log𝑘 𝑛 log log 𝑛) amortized time per update. Callahan and
Kosaraju [59] presented a general technique for dynamizing problems in Euclidean-
space that make use of the well-separated pair decomposition [60]. For dynamic
closest pair, their algorithm requires 𝑂(𝑛) space and 𝑂(log2 𝑛) time per update.
Kapoor and Smid [146] proposed new dynamic data structures that solve the problem
in the 𝐿𝑡-metric using 𝑂(𝑛) space and deterministic 𝑂(log𝑘−1 𝑛 log log 𝑛) update time.
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Bespamyatnikh [39] described a closest pair data structure for the 𝐿𝑡-metric space
that takes 𝑂(𝑛) space, and has 𝑂(log 𝑛) deterministic update time. The main idea is
to dynamically maintain a fair-split tree and a heap of neighbor pairs. The algorithm
does not currently seem to be practical. Golin et al. [111] described a randomized
data structure for the problem in the 𝐿𝑡-metric space, which takes 𝑂(𝑛) expected
space and supports insertions and deletions in 𝑂(log 𝑛) expected time. Our work is
inspired by Golin et al. [111], and is the first to parallelize dynamic batch-updates
for the closest pair problem.

In addition, there has been related work on similar problems. Agarwal et al. [14]
proposed a kinetic and dynamic data structure for 2-dimensional all-nearest-neighbors
as well as the closest pair, which uses 𝑂(𝑛 log 𝑛) space and processes each update
in 𝑂(log3 𝑛) time. Eppstein [94] solved a stronger version of the dynamic closest
pair problem by supporting arbitrary distance functions. The algorithm maintains
the closest pair in 𝑂(𝑛 log 𝑛) time per insertion and 𝑂(𝑛 log2 𝑛) amortized time per
deletion using 𝑂(𝑛) space. Cardinal and Eppstein [62] later designed a more prac-
tical version of this algorithm. Chan [64] presented a modification of Eppstein’s
algorithm [94], which improves the amortized update time to 𝑂(𝑛).

Review of the Sparse Partition Data Structure

We give an overview of the sequential dynamic closest pair data structure proposed
by Golin et al. [111], which is based on the serial static closest pair algorithm by
Khuller and Matias [148]. Our new parallel algorithm also uses this data structure,
which is referred to as the sparse partition of an input set.

Sparse Partition For a set 𝑆 with 𝑛 points, a sparse partition [111] is defined
as a sequence of 5-tuples (𝑆𝑖, 𝑆

′
𝑖, 𝑝𝑖, 𝑞𝑖, 𝑑𝑖) with size 𝐿 (1 ≤ 𝑖 ≤ 𝐿), such that (1)

𝑆1 = 𝑆; (2) 𝑆 ′
𝑖 ⊆ 𝑆𝑖 ⊆ 𝑆; (3) If |𝑆𝑖| > 1, 𝑝𝑖 is drawn uniformly at random from 𝑆𝑖,

and we compute the distance 𝑑𝑖 = 𝑑(𝑝𝑖, 𝑞𝑖), to 𝑝𝑖’s closest point 𝑞𝑖 in 𝑆𝑖; (4) For all
𝑥 ∈ 𝑆𝑖: a) if the closest point of 𝑥 in 𝑆𝑖 (denoted as 𝑑(𝑥, 𝑆𝑖)) is larger than 𝑑𝑖/3,
then 𝑥 ∈ 𝑆 ′

𝑖; b) if 𝑑(𝑥, 𝑆𝑖) ≤ 𝑑𝑖/6𝑘 then 𝑥 /∈ 𝑆 ′
𝑖; and c) if 𝑥 ∈ 𝑆𝑖+1, there is a point

𝑦 ∈ 𝑆𝑖 such that 𝑑(𝑥, 𝑦) ≤ 𝑑𝑖/3 and 𝑦 ∈ 𝑆𝑖+1; (5) 𝑆𝑖+1 = 𝑆𝑖 ∖ 𝑆 ′
𝑖.

The sparse partition is constructed using these rules until 𝑆𝐿+1 = ∅. It contains
𝑂(log 𝑛) levels in expectation, as |𝑆𝑖| decreases geometrically. The expected sum of
all |𝑆𝑖| is linear [111]. We call 𝑝𝑖 the pivot for partition 𝑖. At a high level, 𝑆 ′

𝑖 contains
points that are far enough from each other, and the threshold 𝑑𝑖 that defines whether
points are "far enough" decreases for increasing 𝑖. In particular, for any 1 ≤ 𝑖 < 𝐿,
𝑑𝑖+1 ≤ 𝑑𝑖/3 as shown in Golin et al. [111]. Hence, the closest pair will likely show up
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in deeper levels that do not contain many points. Based on the definition, each 𝑆 ′
𝑖 is

non-empty, and {𝑆 ′
1, . . . , 𝑆

′
𝐿} is a partition of 𝑆.

A Grid-Based Implementation of Sparse Partition We now describe Golin et
al.’s implementation of the sparse partition. There are 𝐿 levels of the sparse partition,
and we refer to each as level 𝑖 for 1 ≤ 𝑖 ≤ 𝐿. We maintain each level using a grid
data structure, similar to many closest pair algorithms (e.g., [195, 110, 148, 111]).

To represent 𝑆𝑖, we place the points into a grid 𝐺𝑖 with equally-sized axis-aligned
grid boxes with side length 𝑑𝑖/6𝑘, where 𝑘 is the dimension, and 𝑑𝑖 is the closest pair
distance of the randomly chosen pivot 𝑝𝑖. This can be done using hashing. Denote
the neighborhood of a point 𝑝 in 𝐺𝑖 relative to 𝑆 by 𝑁𝑖(𝑝, 𝑆), which refers to the
set of points in 𝑆 ∖ {𝑝} contained in the collection of 3𝑘 − 1 boxes bordering the
box containing 𝑝, as well as 𝑝’s box. We say that point 𝑝 is sparse in 𝐺𝑖 relative
to 𝑆 if 𝑁𝑖(𝑝, 𝑆) = ∅. We use this notion of sparsity to compute 𝑆 ′

𝑖 = {𝑝 ∈ 𝑆𝑖 :
𝑝 is sparse in 𝐺𝑖 relative to 𝑆𝑖}, which satisfies definition (4) of the sparse partition.
The points in 𝑆 ′

𝑖 are stored in a separate grid.
An example of the grid structure in two dimensions is shown in Figure 32. We

illustrate the grid 𝐺𝑖 for the 𝑆𝑖 of each level, as well as the pivot 𝑝𝑖 and its clos-
est neighbor 𝑞𝑖. The grid size is set to 𝑑𝑖/6𝑘 = 𝑑(𝑝𝑖, 𝑞𝑖)/12. The sparse points,
represented by the hollow blue circles, have empty neighborhoods, and do not have
another point within a distance of 𝑑𝑖/3. The solid black circles, representing the
non-sparse points, are copied to the grid 𝐺𝑖+1 for 𝑆𝑖+1. In 𝑆3, all points are sparse.

To construct a sparse partition, the sequential algorithm proceeds in rounds. On
round 𝑖, the 𝑖’th level is constructed. We start with 𝑖 = 1 where 𝑆1 = 𝑆, and
iteratively determine the side length of grid 𝐺𝑖 based on a random pivot, and place
𝑆𝑖 into 𝐺𝑖. Then, we compute 𝑆 ′

𝑖 based on the definition of sparsity above, and
set 𝑆𝑖+1 = 𝑆𝑖 ∖ 𝑆 ′

𝑖. The algorithm proceeds until 𝑆𝑖 = 𝑆 ′
𝑖 (i.e., 𝑆𝑖+1 = ∅). The

expected work for construction is 𝑂(𝑛) since |𝑆𝑖| decreases geometrically [111]. A
single insertion of point 𝑞 starts from 𝑆1, and proceeds level by level. When 𝑞 is
non-sparse in 𝑆𝑖, it will be added to 𝑆𝑖+1, and can promote points from 𝑆 ′

𝑖 to 𝑆 ′
𝑖+1 if

𝑞 falls within their neighborhood. The insertion of 𝑞 will stop if it becomes sparse at
some level, at which point the insertion algorithm finishes. A deletion works in the
opposite direction, starting from the last level where the deleted point exists, and
working its way back to level 1. Each insertion or deletion takes 𝑂(log 𝑛) expected
work.

Obtaining the Closest Pair As observed by both Khuller and Matias [148] and
Golin et al. [111], although the grid data structure rejects far pairs, and becomes
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Figure 32: This figure contains an example of 14 points in R2, for which a grid-based
sparse partition (𝑆𝑖, 𝑆

′
𝑖, 𝑝𝑖, 𝑞𝑖, 𝑑𝑖) for 1 ≤ 𝑖 ≤ 3 is constructed. On each level, we use a

dotted line to indicate 𝑑𝑖, the Euclidean distance between the pivot 𝑝𝑖 and its closest
neighbor 𝑞𝑖, and we set the grid size to be 𝑑𝑖/6𝑘 = 𝑑𝑖/12. We denote non-sparse
points as solid black circles and sparse points as hollow blue circles. The 𝑆 ′

𝑖 sets are
represented implicitly by the set of hollow blue circles in each 𝑆𝑖. We denote the true
closest pair by letters 𝑥 and 𝑦.

more fine-grained with a larger 𝑖, the grid at the last (𝐿’th) level does not necessarily
contain the closest pair. For example, as illustrated in Figure 32, 𝑆3 for the last level
does not contain the closest pair (𝑥, 𝑦), as 𝑥 is sparse on level 2 and not included in
𝑆3. Therefore, we need to check more than just the last level.

The restricted distance 𝑑*𝑖 (𝑝) [111] is the closest pair distance from point 𝑝 to
any point in

⋃︀
0≤𝑗≤𝑘 𝑆

′
𝑖−𝑗, and defined as 𝑑*𝑖 (𝑝) := min{𝑑𝑖, 𝑑(𝑝, 𝑆 ′

𝑖−𝑘∪𝑆 ′
𝑖−𝑘+1∪. . .∪𝑆 ′

𝑖)},
where 𝑝 ∈ 𝑆 ′

𝑖. Golin et al. show that 𝛿(𝑆) = min𝐿−𝑘≤𝑖≤𝐿min𝑝∈𝑆′
𝑖
𝑑*𝑖 (𝑝), meaning

that the closest pair can be found by taking the minimum among the restricted
distance pairs for all points in last 𝑘 + 1 levels of 𝑆 ′

𝑖. For completeness, we present
the following lemmas and theorem from Golin et al. [111] to show that 𝛿(𝑆) =
min𝐿−𝑘≤𝑖≤𝐿 min𝑝∈𝑆′

𝑖
𝑑*𝑖 (𝑝).

Lemma 1. 𝑑*𝑖 (𝑝) > 𝑑𝑖/6𝑘 for 𝑝 ∈ 𝑆𝑖.

Proof. Let 1 ≤ 𝑗 ≤ 𝑖 and let 𝑞 ∈ 𝑆 ′
𝑗, where 𝑞 is an arbitrary point. Since 𝑝 ∈ 𝑆𝑗, it
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follows from properties of the sparse partition (section 8.4) that 𝑑(𝑝, 𝑞) ≥ 𝑑(𝑞, 𝑆𝑗) >
𝑑𝑗/6𝑘 ≥ 𝑑𝑖/6𝑘. Therefore the distance from 𝑝 to its closest pair 𝑑*𝑖 (𝑝) > 𝑑𝑖/6𝑘.

Lemma 2. 𝑑𝐿/6𝑘 < 𝛿(𝑆) ≤ 𝑑𝐿.

Proof. Let 𝛿(𝑆) = 𝑑(𝑝, 𝑞) for some 𝑝 ∈ 𝑆 ′
𝑖 and 𝑞 ∈ 𝑆 ′

𝑗, and without loss of generality
𝑖 ≤ 𝑗. It follows from the definition of the sparse partition that 𝑝, 𝑞 ∈ 𝑆𝑖, and we
have 𝑑(𝑝, 𝑞) = 𝑑(𝑝, 𝑆𝑖) > 𝑑𝑖/6𝑘, hence 𝑑(𝑝, 𝑞) > 𝑑𝐿/6𝑘.

𝛿(𝑆) ≤ 𝑑𝐿 obviously holds since 𝑑𝐿 is the distance between two points.

Theorem 13. 𝛿(𝑆) = min𝐿−𝑘≤𝑖≤𝐿min𝑝∈𝑆′
𝑖
𝑑*𝑖 (𝑝).

Proof. Since the restricted distance is the distance between two points, we have
that 𝛿(𝑆) ≤ min1≤𝑖≤𝐿 min𝑝∈𝑆′

𝑖
𝑑*𝑖 (𝑝). Let 𝛿(𝑆) = 𝑑(𝑝, 𝑞) for some 𝑝 ∈ 𝑆 ′

𝑖 and 𝑞 ∈
𝑆 ′
𝑗. Assume without loss of generality that 𝑗 ≤ 𝑖, and it is obvious that 𝑑(𝑝, 𝑞) =

𝑑(𝑝,
⋃︀

ℎ≤𝑖 𝑆
′
ℎ) ≥ 𝑑*𝑖 (𝑝). Therefore 𝛿(𝑆) ≥ min1≤𝑖≤𝐿min𝑝∈𝑆′

𝑖
𝑑*𝑖 (𝑝), and hence 𝛿(𝑆) =

min1≤𝑖≤𝐿 min𝑝∈𝑆′
𝑖
𝑑*𝑖 (𝑝).

We now prove that 𝑖 cannot be less than 𝐿−𝑘. By Lemma 1, we have min𝑝∈𝑆′
𝑖
𝑑*𝑖 (𝑝) >

𝑑𝑖/6𝑘. We also know from Lemma 2, and from the properties of the sparse partition
(𝑑𝑖+1 ≤ 𝑑𝑖/3), that for 𝑖 < 𝐿− 𝑘, 𝑑𝑖/6𝑘 ≥ 𝑑𝐿−𝑘−1/6𝑘 ≥ (3𝑘+1/6𝑘) · 𝑑𝐿 > 𝑑𝐿 ≥ 𝛿(𝑆).
Therefore, 𝛿(𝑆) ≥ min𝐿−𝑘≤𝑖≤𝐿 min𝑝∈𝑆′

𝑖
𝑑*𝑖 (𝑝).

The sequential algorithm [111] computes the restricted distance for each point in
𝑆 ′
𝑖, and stores them in min-heaps 𝐻𝑖, for 1 ≤ 𝑖 ≤ 𝐿. To obtain the closest pair, we

simply read the minimum in 𝐻𝑖 for 𝐿− 𝑘 ≤ 𝑖 ≤ 𝐿 to obtain 𝑘 + 1 values, and then
take the overall minimum. This takes 𝑂(1) work and depth.

We summarize all notations used in Table 9.

Parallel Batch-Dynamic Data Structure

For our batch-dynamic data structure, we assume that the updates are independent
of the random choices made in our data structure.

Parallel Construction In this section, we introduce our parallel batch-dynamic
algorithm, including the construction of the sparse partition (defined in Section 8.4)
and how to handle batch updates.

As shown in Algorithm 20, we start with an initial point set 𝑆, on which we
construct a grid structure recursively level by level, until all points become sparse.
Starting with 𝑆𝑖 = 𝑆, the algorithm works on point set 𝑆𝑖 for level 𝑖. We first pick
a pivot point 𝑝𝑖 ∈ 𝑆𝑖 and obtain its closest pair by computing distances to all other
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Notation Definition
𝑘 Dimensionality of the data set.
𝑆 Point data set {𝑝1, 𝑝2, . . . , 𝑝𝑛} in R𝑘.
𝑛 Size of 𝑆 (|𝑆|).
𝑚 Size of a batch update.

𝑑(𝑝, 𝑞) Distance between points 𝑝, 𝑞 ∈ 𝑆.
𝛿(𝑆) min{𝑑(𝑝, 𝑞) : 𝑝, 𝑞 ∈ 𝑆, 𝑝 ̸= 𝑞}, i.e., the distance of

the closest pair in set 𝑆.
𝑑(𝑝, 𝑆) min{𝑑(𝑝, 𝑞) : 𝑞 ∈ 𝑆 ∖ 𝑝}, i.e., the distance of 𝑝 to

its nearest neighbor in set 𝑆.
𝑑*𝑖 (𝑝) The restricted distance of point 𝑝, 𝑑*𝑖 (𝑝) :=

𝑑(𝑝, 𝑆 ′
𝑖−𝑘 ∪ 𝑆 ′

𝑖−𝑘+1 ∪ . . . ∪ 𝑆 ′
𝑖).

(𝑆𝑖, 𝑆
′
𝑖, 𝑝𝑖, 𝑞𝑖, 𝑑𝑖) The 5-tuple representing each level of the sparse

partition data structure, where 𝑆𝑖 and 𝑆 ′
𝑖 are point

sets, 𝑝𝑖 is the pivot point, 𝑞𝑖 is the closest point to
𝑝𝑖 in 𝑆𝑖, and 𝑑𝑖 := 𝑑(𝑝𝑖, 𝑞𝑖).

𝐺𝑖 The grid structure with box side length 𝑑𝑖/6𝑘 at
level 𝑖 of the sparse partition.

𝐻𝑖 The parallel heap associated with level 𝑖 of the
sparse partition.

𝐿 The number of levels in the sparse partition.
𝑏𝑖(𝑝) The box containing 𝑝 on level 𝑖.
𝑏𝜎𝑖 (𝑝) The box with a offset of 𝜎 relative to 𝑏𝑖(𝑝). 𝜎 is a

𝑘-tuple over {−1, 0, 1}, where the 𝑗’th component
indicates the relative offset in the 𝑗’th dimension.

𝐵𝑁𝑖(𝑝) The box neighborhood of 𝑝, i.e., the collection of
the 3𝑘 boxes bordering and including the box con-
taining 𝑝 on level 𝑖.

𝐵𝑁𝜎
𝑖 (𝑝) The partial box neighborhood of 𝑝, i.e., the in-

tersection of 𝑁𝑖(𝑝) with the boxes bordering and
including 𝑏𝜎𝑖 (𝑝).

𝑁𝑖(𝑝, 𝑆) The neighborhood of 𝑝 in set 𝑆, i.e., the set of
points in 𝑆 ∖ 𝑝 contained in 𝑁𝑖(𝑝).

Table 9: Summary of Notation.
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Algorithm 20 Construction
Require: Point set 𝑆.
Ensure: A sparse partition and its associated heaps.
1: procedure Main
2: Build(𝑆, 1) ◁ Initially, 𝑆𝑖 := 𝑆

3: procedure Build(𝑆𝑖, 𝑖)
4: Choose a random point 𝑝𝑖 ∈ 𝑆𝑖.
5: Calculate 𝑑𝑖 := 𝑑(𝑝𝑖, 𝑆𝑖), set the grid side length to 𝑑𝑖/6𝑘, and store 𝑝𝑖’s nearest

neighbor as 𝑞𝑖.
6: Create a parallel dictionary 𝑆dict

𝑖 to store points in 𝑆𝑖 keyed by box ID.
7: In parallel, compute the box ID of each point in 𝑆𝑖 based on the grid size, and

store the point in the box keyed by the box ID in 𝑆dict
𝑖 .

8: Create a parallel dictionary 𝑆 ′
𝑖
dict to store points in 𝑆 ′

𝑖 keyed by box ID.
9: In parallel, determine if each point 𝑥 in 𝑆𝑖 is sparse by checking 𝑁𝑖(𝑞, 𝑆𝑖) (using

𝑆dict
𝑖 ). Store the sparse points in 𝑆 ′

𝑖 and 𝑆 ′
𝑖
dict, and the remaining points in a new

point set represented by an array 𝑆𝑖+1.
10: In parallel for each point 𝑥 ∈ 𝑆 ′

𝑖, compute 𝑑*𝑖 (𝑥) by checking its neighborhoods
(using 𝑆 ′

𝑗
dict) in 𝑆 ′

𝑗 where 𝑖− 𝑘 ≤ 𝑗 ≤ 𝑖.
11: fork Create a heap for {𝑑*𝑖 (𝑥) : 𝑥 ∈ 𝑆 ′

𝑖}.
12: if 𝑆𝑖+1 is not empty then
13: Build(𝑆𝑖+1, 𝑖+ 1)
14: join

points in parallel, followed by computing the minimum to determine the side length
of the grid boxes, which we use a parallel dictionary [109] to store (Lines 5–7). We
check the sparsity of each point 𝑥 in parallel by looking up neighboring boxes using
the dictionary, and store the sparse points 𝑆 ′

𝑖 in a new parallel dictionary and the
remaining points in a new point set array 𝑆𝑖+1 (Line 9). Then, we compute the
restricted distances of all points in 𝑆 ′

𝑖 in parallel (Line 10), and spawn a thread to
asynchronously construct the heap 𝐻𝑖 to store the restricted distances (Line 11). We
recursively call the construction procedure on 𝑆𝑖+1 to construct the next level until
all points in a level are sparse (Line 13).

We now present the analysis for the parallel construction algorithm. For each
call to Build, given 𝑂(|𝑆𝑖|) points, insertions to the parallel dictionary take 𝑂(|𝑆𝑖|)
work and 𝑂(log* |𝑆𝑖|) depth whp Line 5 computes the distance of 𝑝𝑖 to each 𝑞 ∈ 𝑆𝑖,
taking 𝑂(|𝑆𝑖|) work and 𝑂(1) depth. Then we obtain 𝑞𝑖 via a parallel minimum
computation in the same work and depth. Checking the sparsity of points takes
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𝑂(|𝑆𝑖|) work and 𝑂(1) depth, since each point checks 3𝑘 boxes to see whether any
are non-empty (Line 7). Therefore, except for the cost of Line 11 and the recursive
call on Line 13, each call to Build takes 𝑂(|𝑆𝑖|) expected work and 𝑂(log* |𝑆𝑖|) depth
whp. Line 11 creates a parallel heap with 𝑂(|𝑆 ′

𝑖|) entries, which takes 𝑂(|𝑆 ′
𝑖|) work

and 𝑂(log |𝑆 ′
𝑖|) depth, which we prove in section 8.4. Since

∑︀
|𝑆𝑖| = 𝑂(𝑛) [111], the

total work across all calls to Build is hence 𝑂(𝑛) in expectation. Since our heap is
of linear size, the total space usage of our data structure is also 𝑂(𝑛) in expectation.

We now prove that the algorithm has polylogarithmic depth by first showing
Lemma 3.

Lemma 3. Algorithm 20 makes 𝑂(log 𝑛) calls to Build whp and the sparse partition
has 𝑂(log 𝑛) levels whp

Proof. We show that with at least 1/2 probability, |𝑆𝑖+1| ≤ |𝑆𝑖|/2. Consider rela-
beling the points in 𝑆𝑖 = {𝑟1, 𝑟2, . . . , 𝑟|𝑆𝑖|} such that 𝑑(𝑟1, 𝑆𝑖) ≤ 𝑑(𝑟2, 𝑆𝑖) ≤ . . . ≤
𝑑(𝑟|𝑆𝑖|, 𝑆𝑖). If we pick the pivot 𝑝𝑖 = 𝑟𝑗, then for every 𝑟𝑘 with 𝑘 > 𝑗, we have
𝑑(𝑟𝑗, 𝑆𝑖) ≤ 𝑑(𝑟𝑘, 𝑆𝑖), and so 𝑟𝑘 is not in 𝑆𝑖+1. Since the pivot is chosen randomly, it
can be any 𝑟𝑘 with equal probability, and with 1/2 probability 𝑘 ≤ |𝑆𝑖|/2, implying
that |𝑆𝑖+1| ≤ |𝑆𝑖|/2.

By definition, we have at most log2 𝑛 levels where the set size decreases by at
least a half. We define such levels as good levels. We want to analyze the number
of pivots needed to be chosen until we have log2 𝑛 good levels, at which point there
are no additional levels in the data structure. Let 𝑋 be a random variable denoting
the number of levels needed until we see log2 𝑛 good levels. 𝑋 follows a negative
binomial distribution with parameters 𝑘 = log2 𝑛 successes, and 𝑝 = 1/2 probability
of success.

Since pivots are chosen independently across the levels, we can use the following
form of the Chernoff bound for variables following a negative binomial distribu-
tion [122]:

Pr[𝑋 > 𝐿] ≤ 𝑒−𝛿2𝑘/(2(1−𝛿)), where 0 < 𝛿 < 1 and 𝐿 =
𝑘

(1− 𝛿)𝑝
.

If we set 𝛿 = 7/8, we have 𝐿 = 16 log2 𝑛 and

Pr[𝑋 > 16 log2 𝑛] ≤ 𝑒−(7/8)2 log2 𝑛/(2(1−7/8)) = 𝑒−(49/16) log2 𝑛 < 𝑛−3.

This means that the sparse partition has no more than 16 log2 𝑛 = 𝑂(log 𝑛) levels
whp which also bounds the number of recursive calls to Build in Algorithm 20.
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         (g, b)1   }
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Batch Insert { f, g }
to { a, b, c, d, e }

a e a e

Batch Delete { f, g }
from { a, b, c, d, e, f, g }

Existing non-sparse point 
Existing sparse point
Inserted non-sparse point
Inserted sparse point
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Moved sparse point

(b, c)i

A qualified close point
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distance di

*(b)

Figure 33: The figure illustrates the interaction between our parallel batch-dynamic
insertion (left) and deletion (right) algorithms with the data structure. For ease of
illustration, we do not show all the points in the data set. We show the data structure
with two levels, and explicitly show 𝑆𝑖 and 𝐻𝑖 for each level. The grid structure in
the upper half of the figures determines the sparsity of points. We represent different
types of points as defined in the middle legend. In the lower half of the figures,
we show the heaps with the restricted distances that they store. We show the pair
defining the restricted distance of a sparse point 𝑥 on level 𝑖 as (x, 𝑦) if another point
𝑦 is the closest sparse point to 𝑥 in levels 𝑖− 𝑗 where 0 ≤ 𝑗 ≤ 2. For both insertion
and deletion, we annotate the direction of the update between grids using large bold
arrows (i.e., insertion starts with 𝑆1 and deletion starts with 𝑆2). We indicate the
movement of points and heap entries using dotted arrows.

As mentioned earlier, the depth of each call to Build is 𝑂(log* 𝑛) whp excluding
the cost for heap construction and the recursive call. Since the heap insertions are
asynchronous, they take a total of 𝑂(log 𝑛) depth. Therefore, the total depth of
Algorithm 20 is 𝑂(log 𝑛 log* 𝑛) whp

Theorem 14. We can construct a data structure that maintains the closest pair con-
taining 𝑛 points in 𝑂(𝑛) expected work, 𝑂(log 𝑛 log* 𝑛) depth whp and 𝑂(𝑛) expected
space.
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Algorithm 21 Batch Insert
Require: (𝑆𝑖, 𝑆

′
𝑖, 𝑝𝑖, 𝑞𝑖, 𝑑𝑖) and 𝐻𝑖 for 1 ≤ 𝑖 ≤ 𝐿; a batch 𝑄 to be inserted.

1: procedure Main
2: Insert(𝑄, ∅, 1)
3: procedure Insert(𝑄𝑖, down 𝑖, 𝑖)
4: (𝑄𝑖+1, down 𝑖+1) := GridInsert(𝑄𝑖, down 𝑖, 𝑖))
5: HeapUpdate(𝑖)
6: if (𝑄𝑖+1 ∪ down 𝑖+1) ̸= ∅ then
7: Insert(𝑄𝑖+1, down 𝑖+1, 𝑖+ 1)
8: procedure GridInsert(𝑄𝑖, down 𝑖, 𝑖)
9: Determine if 𝑝𝑖, 𝑞𝑖, and 𝑑𝑖 should change when inserting 𝑄𝑖 and 𝑑𝑜𝑤𝑛𝑖, which

happens with probability (|𝑄𝑖|+ |𝑑𝑜𝑤𝑛𝑖|)/(|𝑄𝑖|+ |𝑑𝑜𝑤𝑛𝑖|+ |𝑆𝑖|), or if a new point
is closer to 𝑝𝑖 than the previously closest point 𝑞𝑖.

10: If 𝑝𝑖, 𝑞𝑖, or 𝑑𝑖 change on Line 9, or if 𝑖 > 𝐿, call Build(𝑄𝑖 ∪ down 𝑖 ∪ 𝑆𝑖, 𝑖) to
rebuild subsequent levels, and terminate the batch insertion.

11: Insert each point in down 𝑖 and 𝑄𝑖 into the dictionary of 𝑆𝑖 in parallel.
12: For each point 𝑥 in 𝑄𝑖 in parallel, check if it is sparse in 𝑆𝑖. If so, insert 𝑥 into

the dictionary of 𝑆 ′
𝑖, and otherwise, insert 𝑥 into 𝑄𝑖+1.

13: For each point 𝑥 in down 𝑖 in parallel, check if it is sparse in 𝑆𝑖. If so, insert 𝑥
into the dictionary of 𝑆 ′

𝑖, and otherwise, insert 𝑥 into down 𝑖+1.
14: In parallel, for each point 𝑥 in 𝑄𝑖, and for each point 𝑟 in the neighborhood

𝑁(𝑥, 𝑆 ′
𝑖), delete 𝑟 from 𝑆 ′

𝑖, and insert 𝑟 into down 𝑖+1.
15: return (𝑄𝑖+1, down 𝑖+1);

Parallel Insertion Next, we present our parallel algorithm that processes a batch
𝑄 of 𝑚 insertions or deletions. For 𝑚 ≥ 𝑛, we can simply rebuild the data structure
on all of the points using theorem 14 to obtain the desired bounds. We now describe
the case for 𝑚 < 𝑛. For batch updates, there are two main tasks: updating the
grid and updating the heap. We first describe updating the grid. We let 𝑄𝑖 be the
subset of points in 𝑄 that are inserted at level 𝑖, and down 𝑖 be the set of points
that move from level 𝑖 − 1 to level 𝑖 due to the insertion of 𝑄𝑖. We start with a
simple example of an insertion in fig. 33 (left), which originally contains five points
{𝑎, 𝑏, 𝑐, 𝑑, 𝑒}. For simplicity, we assume that the pivot remains unchanged and also
omits 𝑆 ′

𝑖. 𝑄1 = {𝑓, 𝑔} is the set of points inserted into the grid at level 1. We first
update 𝑆1 to include 𝑓 and 𝑔, and then update 𝑆2 to include 𝑄2 = {𝑓} but not 𝑔,
since 𝑔 is already sparse in 𝑆1. In the example, the insertion of 𝑄1 triggers further
point movements of {𝑎, 𝑒} from level 1 to level 2, as the sparse points 𝑎 and 𝑒 in 𝑆1
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become non-sparse due to the insertion of 𝑓 .
As shown in Algorithm 21, the update proceeds recursively level by level (Lines 3–

7). Each call to the procedure Insert(𝑄𝑖, down 𝑖, 𝑖) updates (𝑆𝑖, 𝑆
′
𝑖, 𝑝𝑖, 𝑞𝑖, 𝑑𝑖) and 𝐻𝑖.

Initially, 𝑄1 = 𝑄 and down1 is empty, as shown on Line 2. For each level 𝑖, we update
the pivot and rebuild the level with probability (|𝑄𝑖|+ |𝑑𝑜𝑤𝑛𝑖|)/(|𝑄𝑖|+ |𝑑𝑜𝑤𝑛𝑖|+ |𝑆𝑖|)
to ensure that the pivot is still selected uniformly at random among the points in 𝑆𝑖,
and we also update the pivot if a new point is closer to 𝑝𝑖 than the previous closest
point 𝑞𝑖 (Lines 9–10). Otherwise, we insert the points in both down 𝑖 and 𝑄𝑖 into the
dictionary representing 𝑆𝑖. We then check if the points that we inserted are sparse,
and insert the sparse ones into the dictionary representing 𝑆 ′

𝑖. The points that are
not sparse will be added to sets down 𝑖+1 and 𝑄𝑖+1 and passed on to the next level
(Lines 11–13). We then determine additional elements of down 𝑖+1 by including the
points in the neighborhood of 𝑄𝑖 in 𝑆 ′

𝑖 (Line 14). In general, down 𝑖+1 is computed
by down 𝑖+1 = {𝑥 | 𝑥 ∈ 𝑁𝑖(𝑞, 𝑆

′
𝑖 ∪ down 𝑖) for some 𝑞 ∈ 𝑄𝑖}. If 𝑄𝑖+1 and down 𝑖+1

are empty, nothing further needs to be done for subsequent levels, and the tuples
(𝑆𝑙, 𝑆

′
𝑙, 𝑝𝑙, 𝑞𝑙, 𝑑𝑙) for 𝑖 < 𝑙 ≤ 𝐿 remain unchanged.

We now argue that the algorithm is correct. Consider a round 𝑖 that inserts a
non-empty 𝑄𝑖 ∪ down 𝑖. After the insertion, the pivot is still chosen uniformly at
random, since on Line 9, we choose 𝑝𝑖 such that each point in 𝑆𝑖∪𝑄𝑖∪down 𝑖 has the
same probability of being chosen. All sparse points in 𝑄𝑖 and down 𝑖 inserted into 𝑆𝑖

are included in 𝑆 ′
𝑖 (Lines 12–13). Line 14 additionally ensures that all points that

were originally sparse in 𝑆 ′
𝑖, but are no longer sparse after the insertion, are removed

from 𝑆 ′
𝑖. Given that the non-sparse points in the original 𝑆𝑖 will not become sparse

due to the batch insertion, 𝑆 ′
𝑖 must contain exactly all of the sparse points of the

updated 𝑆𝑖.

Analysis. In our algorithm, each point can be moved across multiple levels as a
result of a batch insertion.

Lemma 4. |
⋃︀

1≤𝑖≤𝐿 down 𝑖| ≤ 𝑚 · 3𝑘 = 𝑂(𝑚)

Proof. We want to prove that the number of points moved across sparse partitions
for the insertion of 𝑄 with 𝑚 points is 𝑂(𝑚), i.e., |

⋃︀
1≤𝑖≤𝐿 down 𝑖| ≤ 𝑚 · 3𝑘 = 𝑂(𝑚).

Our proof shares some notation with Golin et al. [111]. For a level 𝑖 and a point
𝑞 ∈ 𝑄, we let down 𝑖(𝑞) = down 𝑖 ∩ 𝑁𝑖(𝑞, 𝑆

′
𝑖). Let 𝑏𝑖(𝑞) denote the box that contains

point 𝑞. Let the box neighborhood of 𝑞 in 𝐺𝑖, denoted by 𝐵𝑁𝑖(𝑞), consist of 𝑏𝑖(𝑞)
itself and the collection of 3𝑘 − 1 boxes bordering 𝑏𝑖(𝑞). We number the 3𝑘 boxes in
𝐵𝑁𝑖(𝑞) as a 𝑘-tuple over values {−1, 0, 1}, where the 𝑗’th component indicates the
relative offset of the box with respect to 𝑏𝑖(𝑞) in the 𝑗’th dimension. We denote the
box with a relative offset of 𝜎 with respect to 𝑏𝑖(𝑞) as 𝑏𝜎𝑖 (𝑞), where 𝜎 is the 𝑘-tuple
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(-1,1) (0,1) (1,1)
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Figure 34: (a) shows 𝐵𝑁𝑗(𝑞), the box neighborhood of point 𝑞. Box 𝑏
(1,1)
𝑗 (𝑞) is

marked in red. The partial box neighborhood 𝐵𝑁
(1,1)
𝑗 (𝑞) is shaded. (b) shows that

𝑏
(1,1)
𝑗+1 (𝑞) is spatially contained in 𝐵𝑁

(1,1)
𝑗 (𝑞).

(see fig. 34a). We further define the partial box neighborhood of a point 𝑞, denoted
by 𝐵𝑁𝜎

𝑖 (𝑞), as the set of boxes in 𝐵𝑁𝑖(𝑞) that intersect with the boxes bordering on
and including 𝑏𝜎𝑖 (𝑞) (see fig. 34a).

We first show that
∑︀

𝑙>𝑗 |down 𝑙(𝑞)| ≤ 3𝑘 for a single insertion 𝑞 with respect
to level 𝑗. Let 𝑥 ∈ down𝑗+1(𝑞) for some level 𝑗. By definition, 𝑥 is in a box of
𝐵𝑁𝑗(𝑞) for some 𝑞 ∈ 𝑄 and 𝑁𝑗(𝑥, 𝑆) = ∅. Therefore, the boxes in the partial box
neighborhood 𝐵𝑁𝜎

𝑗 (𝑞) contain no points other than 𝑥 itself. Suppose 𝑥 is in the box
𝑏𝜎𝑗 (𝑞). Now consider the box neighborhood of 𝑥 in level 𝑙 where 𝑙 > 𝑗, and for the sake
of contradiction, suppose there is some other point 𝑦 ∈ 𝑏𝜎𝑙 (𝑞). Since 𝑑𝑙 ≤ 𝑑𝑗+1 ≤ 𝑑𝑗/3
by properties of the sparse partition, 𝑏𝜎𝑙 (𝑞) is spatially contained in 𝐵𝑁𝜎

𝑗 (𝑞), and
hence we have 𝑦 ∈ 𝐵𝑁𝜎

𝑗 (𝑞), which is a contradiction (see fig. 34b). Therefore, for
any level 𝑙 > 𝑗, there cannot be any point in down 𝑙(𝑞) with signature 𝜎 except for
𝑥. For any 𝑞 ∈ 𝑄, since the number of partial box neighborhoods 𝐵𝑁𝜎

𝑙 (𝑞) across all
value of 𝜎 that do not share any points with each other is at most 3𝑘, we have that∑︀

𝑙>𝑗 |down 𝑙(𝑞)| ≤ 3𝑘.
We have shown that the number of points moved by a single insertion across

levels is at most 3𝑘, and now we extend the argument to batch insertion. Consider
another point 𝑝 ∈ 𝑄 inserted in the same batch as 𝑞. If 𝐵𝑁𝑗(𝑝) and 𝐵𝑁𝑗(𝑞) do not
share any boxes, then the argument above holds for 𝑝 and 𝑞 independently. We are
concerned with the case where 𝐵𝑁𝑗(𝑝) and 𝐵𝑁𝑗(𝑞) overlap. However, analyzing 𝑝
and 𝑞 separately can only overcount the point 𝑥 in the above argument if it appears
in the partial box neighborhoods of both 𝐵𝑁𝜎′

𝑗 (𝑝) and 𝐵𝑁𝜎
𝑗 (𝑞) for some 𝜎 and 𝜎′.

This argument can be extended to an arbitrary subset of 𝑄 beyond 𝑝 and 𝑞 in a
similar manner. Therefore, we can analyze each point separately to get an upper
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bound of
∑︀

𝑞∈𝑄,1≤𝑖≤𝐿 |down 𝑖(𝑞)| ≤ 𝑚 · 3𝑘 = 𝑂(𝑚).

Lemma 5.
∑︀

1≤𝑖≤𝐿 𝐸[|𝑄𝑖|] = 𝑂(𝑚)

Proof. Consider points 𝑟 in 𝑄𝑖 in an increasing order of 𝑑(𝑟, 𝑆𝑖 ∪𝑄𝑖). There is a 1/2
chance that the pivot 𝑝𝑖 is chosen such that 𝑑(𝑝𝑖, 𝑆𝑖 ∪𝑄𝑖) is not larger than that of
at least half of the points in 𝑄𝑖, making them sparse and not in 𝑄𝑖+1. Therefore
|𝑄𝑖+1| ≤ |𝑄𝑖|/2 in expectation. Given that |𝑄1| = 𝑂(𝑚), we know

∑︀
1≤𝑖≤𝐿 𝐸[|𝑄𝑖|] =

𝑂(𝑚).

We obtain Lemmas 6 and 9.

Lemma 6. We can maintain a sparse partition for a batch of 𝑚 insertions in 𝑂(𝑚)
amortized work in expectation and 𝑂(log(𝑛+𝑚) log*(𝑛+𝑚)) depth whp

Proof. The expected cost of rebuilding on Line 10 summed across all rounds is pro-
portional to the batch size. First, we re-select the pivot and rebuild with prob-
ability (|𝑄𝑖| + |down 𝑖|)/(|𝑆𝑖| + |𝑄𝑖| + |down 𝑖|). When the pivot 𝑝𝑖 is unchanged,
it may update its closest point to 𝑞*𝑖 from 𝑄𝑖 ∪ down 𝑖. It is easy to show that
𝑞*𝑖 can be the nearest neighbor of at most 3𝑘 − 1 points in 𝑆𝑖. Hence, consider-
ing all candidates 𝑄𝑖 ∪ down 𝑖, it follows that they can be the nearest neighbors to
𝑂(3𝑘 · (|𝑄𝑖| + |down 𝑖|)) points in 𝑆𝑖. Therefore, the pivot distance changes with
probability at most 3𝑘 · (|𝑄𝑖| + |down 𝑖|)/|𝑆𝑖|, in which case we rebuild the sparse
partition. The expected work of rebuilding at level 𝑖 is 𝑂((|𝑆𝑖| + |𝑄𝑖| + |down 𝑖|) ·
((|𝑄𝑖|+ |down 𝑖|)/(|𝑆𝑖|+ |𝑄𝑖|+ |down 𝑖|) + 3𝑘 · (|𝑄𝑖|+ |down 𝑖|)/|𝑆𝑖|)) = 𝑂(𝑚). As we
terminate the insertion algorithm when a rebuild occurs, the rebuild can occur at
most once for each batch, which contributes 𝑂(𝑚) in expectation to the work and
𝑂(log(𝑛+𝑚) log*(𝑛+𝑚)) whp to the depth by Theorem 14.

For the rest of the algorithm, in terms of work, Line 11–13 does work proportional
to 𝑂(

∑︀
𝑖(|𝑄𝑖| + |𝑑𝑜𝑤𝑛𝑖|)) = 𝑂(𝑚) across all the levels due to Lemmas 4 and 5. On

Line 14, the number of points in the neighborhood 𝑁𝑖(𝑥, 𝑆
′
𝑖) of each 𝑥 is upper

bounded by 3𝑘 since the points in 𝑆 ′
𝑖 are sparse, therefore it takes 𝑂(3𝑘 · 𝑚) =

𝑂(𝑚) expected work. Note that the work is amortized due to resizing the parallel
dictionary when necessary. In terms of depth, looking up and inserting points takes
𝑂(log*(𝑛 + 𝑚)) depth using the parallel dictionary. Therefore, all operations in
Lines 11–14 takes 𝑂(log*(𝑛+𝑚)) depth, and across all 𝑂(log(𝑛+𝑚)) whp rounds,
the total depth is 𝑂(log(𝑛+𝑚) log*(𝑛+𝑚)) whp.
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Algorithm 22 Batch Delete
Require: (𝑆𝑖, 𝑆

′
𝑖, 𝑝𝑖, 𝑞𝑖, 𝑑𝑖) and 𝐻𝑖 for 1 ≤ 𝑖 ≤ 𝐿; a batch 𝑄 to be deleted.

1: function Main
2: Determine 𝑄𝑖 for all 1 ≤ 𝑖 ≤ 𝐿. Specifically, for each level from 𝐿 to 1, compute

𝑄𝑖 = 𝑄 ∩ 𝑆𝑖.
3: Delete(∅, 𝐿).
4: Rebuild from the level with the smallest 𝑖 that needed a rebuild. Specifically,

call Build(𝑆𝑖, 𝑖).
5: procedure Delete(up𝑖, 𝑖)
6: up𝑖−1 := GridDelete(up𝑖, 𝑖).
7: HeapUpdate(𝑖).
8: if 𝑖− 1 ≥ 1 then
9: Delete(up𝑖−1, 𝑖− 1).

10: procedure GridDelete(up𝑖, 𝑖)
11: Determine if 𝑝𝑖, 𝑞𝑖, or 𝑑𝑖 should change after deleting 𝑄𝑖, which happens if at

least one of 𝑝𝑖 or 𝑞𝑖 is in 𝑄𝑖. If so, mark level 𝑖 for rebuild.
12: Insert each point in up𝑖 into the dictionary of 𝑆 ′

𝑖 in parallel.
13: For each point 𝑥 in 𝑄𝑖 in parallel, delete 𝑥 from 𝑆𝑖 and 𝑆 ′

𝑖.
14: For each point 𝑟 in 𝑁𝑖(𝑥, 𝑆𝑖) where 𝑥 ∈ 𝑄𝑖, check 𝑁𝑖−1(𝑟, 𝑆𝑖−1). If

𝑁𝑖−1(𝑟, 𝑆𝑖−1) ⊆ 𝑄𝑖−1, then delete 𝑟 from 𝑆𝑖 and 𝑆 ′
𝑖, and insert 𝑟 into the set

up𝑖−1.
15: return up𝑖−1

Parallel Deletion Deletions work similarly in the reverse direction as shown in
Figure 33 (right). The pseudocode for our batch deletion algorithm is shown in
Algorithm 22. It takes as input (𝑆𝑖, 𝑆

′
𝑖, 𝑝𝑖, 𝑞𝑖, 𝑑𝑖) and 𝐻𝑖 for 1 ≤ 𝑖 ≤ 𝐿, and a batch

of points 𝑄 to be deleted. We update the data structure level by level similar to the
insertion algorithm, but in the opposite direction, starting at the last level 𝐿. We
define 𝑄𝑖 for level 𝑖 as 𝑄 ∩ 𝑆𝑖. From the property of the sparse partition, we have
𝑄𝑗 ⊆ 𝑄𝑖 for all 𝑖 < 𝑗 ≤ 𝐿. At each level, we delete each point in 𝑄𝑖 from 𝑆𝑖, and
also from 𝑆 ′

𝑖 if it exists.
While the insertion algorithm moves sets of points down 𝑖 from level 𝑖− 1 to level

𝑖, the deletion algorithm moves points in the opposite direction, from level 𝑖 + 1 to
𝑖. We define up𝑖 to be the set of points that move from level 𝑖 + 1 to level 𝑖, i.e.,
up𝑖 = {𝑥 ∈ 𝑆𝑖+1 : 𝑁𝑖(𝑥, 𝑆𝑖) ⊆ 𝑄𝑖}. They are the points 𝑥 in 𝑆𝑖+1 that only contain
points from 𝑄𝑖 in their neighborhoods 𝑁𝑖(𝑥, 𝑆𝑖) in level 𝑖; when 𝑄𝑖 is deleted, they
will become sparse in 𝑆𝑖, and will no longer be in 𝑆𝑖+1. Eventually, the points in
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up𝑖 ∖ up𝑖−1 are added to both 𝑆𝑖 and 𝑆 ′
𝑖.

Initially, we determine 𝑄𝑖 for all levels via a backward pass starting from level 𝐿
(Line 2). Given 𝑄𝑖 ⊆ 𝑄𝑗 for 𝑖 > 𝑗, when a point is added to 𝑄𝑖, it will be added
to all 𝑄𝑗 where 𝑗 < 𝑖. We pass an empty up𝐿 to procedure Delete (Line 3). In
the procedure Delete (Line 5), the algorithm performs the deletion from the grid
at level 𝑖 (Line 6), updates the heap (Line 7), and then recursively calls Delete
on level 𝑖 − 1 until deletion is complete on level 1 (Line 9). Like in the insertion
algorithm, we determine whether to rebuild at each level, but unlike insertion we
delay the rebuild until the end of the algorithm (Line 4). We call rebuild just once,
on the level with the smallest 𝑖 that needs a rebuild (as this will also rebuild all levels
greater than 𝑖).

In the procedure GridDelete(𝑢𝑝𝑖, 𝑖), we determine if the pivot needs to change
based on whether at least one of 𝑝𝑖 and 𝑞𝑖 are in 𝑄𝑖. If so, we mark level 𝑖 for
rebuilding (Line 11). We then insert up𝑖 into 𝑆 ′

𝑖 and delete the points in 𝑄𝑖 from 𝑆𝑖

and 𝑆 ′
𝑖 if they exist (Lines 12–13).

We determine up𝑖−1 by finding the points that will become sparse in level 𝑖 − 1
(Line 14). Since the movement of up𝑖−1 from level 𝑖 to 𝑖 − 1 is due to the deletion
of 𝑄𝑖, we enumerate the candidates for up𝑖−1 from 𝑁𝑖(𝑥, 𝑆𝑖) where 𝑥 ∈ 𝑄𝑖. Then,
for each candidate 𝑟, we check if 𝑁𝑖−1(𝑟, 𝑆𝑖−1) only consists of points in 𝑄𝑖−1, which
are to be deleted in 𝑖− 1. If so, 𝑟 will move up to a level less than or equal to 𝑖− 1,
and so we add 𝑟 to up𝑖−1. A few details need to be noted to make the computation
of up𝑖−1 take 𝑂(𝑚) work. First, when checking the neighborhood 𝑁𝑖(𝑥, 𝑆𝑖) for the
candidates 𝑟, we should only check a neighboring box if it contains at most one point,
since otherwise the candidate would not be sparse in 𝑆𝑖−1. This bounds the work of
enumerating candidates to 𝑂(3𝑘 ·𝑚). We next describe the process for checking for
each candidate 𝑟 whether 𝑁𝑖−1(𝑟, 𝑆𝑖−1) contains only points in 𝑄𝑖−1. Naively checking
all of the points in the neighborhoods of each candidate could lead to quadratic work.
In our algorithm, we use a parallel dictionary to implement a temporary, empty grid
structure with grid size equal to that of 𝑆𝑖−1. We insert points in 𝑄𝑖−1 into this grid
in parallel. This takes 𝑂(|𝑄𝑖|) work and 𝑂(log*𝑚) depth per level. Now for each
candidate 𝑟, we compare the number of points in each box of 𝑁𝑖−1(𝑟, 𝑆𝑖−1) to the
corresponding box in the temporary grid, and if they are equal, then we know that
the box only contains points in 𝑄𝑖−1.

Analysis. Since the probability of a rebuild at each level 𝑖 is |𝑄 ∩ 𝑆𝑖|/|𝑆𝑖| and
the work for the rebuild is 𝑂(|𝑆𝑖|), the expected work of rebuilding at level 𝑖 is
𝑂(|𝑄|) = 𝑂(𝑚). Since we do at most one rebuild across all levels, it contributes
𝑂(𝑚) in expectation to the work and 𝑂(log(𝑛+𝑚) log*(𝑛+𝑚)) whp to the depth.

The total size of 𝑄𝑖 and 𝑢𝑝𝑖 across all of the levels is proportional to the batch
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size. Since the point movement is the exact opposite of that of batch insertion, the
proof is very similar. We omit the proof and just present the lemmas below.

Lemma 7. |
⋃︀

1≤𝑖≤𝐿 up𝑖| ≤ 𝑚 · 3𝑘 = 𝑂(𝑚)

Lemma 8.
∑︀

1≤𝑖≤𝐿 𝐸[|𝑄𝑖|] = 𝑂(𝑚)

For the rest of the algorithm, not including the rebuild and heap update, it follows
from Lemmas 7 and 8 and a similar analysis to the insertion algorithm that Lines 12–
14 take 𝑂(𝑚) amortized work in expectation and 𝑂(log(𝑛 +𝑚) log*(𝑛 +𝑚)) depth
across all levels. Therefore, we can maintain a sparse partition under a batch of
𝑚 deletions in 𝑂(𝑚) amortized work in expectation and 𝑂(log(𝑛+𝑚) log*(𝑛+𝑚))
depth whp, as stated in Lemma 9. We describe the cost of the heap update in
Appendix 8.4.

Lemma 9. We can maintain a sparse partition for a batch of 𝑚 deletions in 𝑂(𝑚)
amortized work in expectation and 𝑂(log(𝑛+𝑚) log*(𝑛+𝑚)) depth whp

Maintaining the Heaps 𝐻𝑖 Now we describe the parallel updates of min-heaps
𝐻𝑖 associated with each level 𝑖 of the sparse partition. Recall that 𝐻𝑖 contains the
restricted distances 𝑑*𝑖 (𝑞) for 𝑞 ∈ 𝑆 ′

𝑖. By definition, 𝑑*𝑖 (𝑞) is the closest distance of 𝑞 to
another point in 𝑆 ′

𝑖−𝑙 where 0 ≤ 𝑙 ≤ 𝑘 (𝑘 is the dimensionality). Therefore, following
an update on 𝑆 ′

𝑖, we need to update the 𝑑*𝑖 (𝑞)’s in 𝐻𝑖+𝑙 for 0 ≤ 𝑙 ≤ 𝑘, and 𝑞 ∈ 𝑆 ′
𝑖+𝑙.

We use same example in Figure 33 (left), where we denote the restricted distance
of point 𝑥 as (x, 𝑦)𝑖 = 𝑑*𝑖 (𝑥) = 𝑑(𝑥, 𝑦), where 𝑦 ∈

⋃︀
0≤𝑗≤𝑘 𝑆

′
𝑖−𝑗 is another point that

defines 𝑥’s closest distance. As shown in Figure 33 (left), due to the insertion of the
sparse point 𝑔 to 𝑆1, entry (g, 𝑏)1 is added to 𝐻1. Some entries in 𝐻1 are moved due
to the point movements, e.g., (a, 𝑒)1 from 𝐻1 is moved and updated to (a, 𝑓)2 in 𝐻2

because 𝑎 has moved from 𝑆1 to 𝑆2, and 𝑓 is now closer. Some entries are updated,
e.g., (c, 𝑑)2 is updated to (c, 𝑓)2 in 𝐻2 since the new point 𝑓 is closer to 𝑐 than 𝑑.

On each level 𝑖, we maintain a parallel min-heap 𝐻𝑖 storing the restricted distances
for each point in 𝑆 ′

𝑖. In this section, we elaborate on the HeapUpdate procedure on
Line 5 of Algorithm 21 and Line 7 of Algorithm 22. Each call to HeapUpdate(𝑖)
updates 𝐻𝑖+𝑙 for 0 ≤ 𝑙 ≤ 𝑘 so that they contain the updated restricted distances in
level 𝑖.

Definitions. Here we define some terms that we use in the algorithm description
and analysis. During a batch insertion, we process each level 𝑖 with inputs 𝑄𝑖 and
down 𝑖 (Algorithm 21). By definition, down 𝑖 contains the points moved from level
𝑖 − 1 to levels 𝑖 and greater. We say that point 𝑥 starts moving at level 𝑖 if 𝑥 ∈
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Algorithm 23 Naive Heap Update
Require: (𝑆𝑖, 𝑆

′
𝑖, 𝑝𝑖, 𝑞𝑖, 𝑑𝑖) and 𝐻𝑖 with updated grids; point set 𝑀1 that start moving

at level 𝑖 and point set 𝑀2 that stop moving at level 𝑖.
1: procedure HeapUpdate-Naive(𝑖)
2: Batch delete 𝑑𝑖(𝑝) ∀𝑝 ∈𝑀1 from 𝐻𝑖.
3: for 0 ≤ 𝑙 ≤ 𝑘 do
4: Batch delete 𝑑𝑖+𝑙(𝑞) from 𝐻𝑖+𝑙 such that 𝑑𝑖+𝑙(𝑞) = 𝑑(𝑞, 𝑝) for some 𝑝 ∈𝑀1.
5: In parallel, recompute 𝑑𝑖+ 𝑙(𝑞) using the grid of 𝑆𝑖+ 𝑙 for all 𝑞 whose old

𝑑𝑖+ 𝑙(𝑞) was just deleted.
6: Batch insert new 𝑑𝑖+𝑙(𝑞) for all 𝑞 into 𝐻𝑖+𝑙.
7: Compute and batch insert 𝑑𝑖(𝑝) ∀𝑝 ∈𝑀2 into 𝐻𝑖.
8: for 0 ≤ 𝑙 ≤ 𝑘 do
9: Batch delete from 𝐻𝑖 the 𝑑𝑖+𝑙(𝑞) for each point 𝑞 ∈ 𝑆𝑖+ 𝑙′, if 𝑑(𝑞, 𝑝) < 𝑑𝑖+𝑙(𝑞)

for some 𝑝 ∈𝑀2.
10: Batch insert into 𝐻𝑖 the new 𝑑𝑖+𝑙(𝑞) := 𝑑(𝑞, 𝑝) for each aforementioned point

𝑞 on the previous line.

down 𝑖+1∖down 𝑖. We say that point 𝑥 stops moving at level 𝑖 if 𝑥 ∈ down 𝑖∖down 𝑖+1,
or if point 𝑥 ∈ 𝑄𝑖 ∖ 𝑄𝑖+1, i.e., 𝑥 is sparse and stays in 𝑆 ′

𝑖. Finally, point 𝑥 moves
through level 𝑖 if it is in down 𝑖 ∩ down 𝑖+1.

During a batch deletion, we process each level 𝑖 with input up𝑖, and delete points
in 𝑄 from the level if they exist (Algorithm 22). Similar to insertion, 𝑢𝑝𝑖 contains
the points moved from level 𝑖 + 1 to levels 𝑖 and less. We say that point 𝑥 starts
moving at level 𝑖 if 𝑥 ∈ 𝑢𝑝𝑖−1 ∖ 𝑢𝑝𝑖; or if 𝑥 ∈ 𝑄 is deleted from 𝑆 ′

𝑖. We say that
point 𝑥 stops moving at level 𝑖 if 𝑥 ∈ 𝑢𝑝𝑖 ∖ 𝑢𝑝𝑖−1. Finally, we say that point 𝑥 moves
through level 𝑖 if it is in 𝑢𝑝𝑖 ∩ 𝑢𝑝𝑖−1.

Parallel Update. The heap 𝐻𝑖 contains the restricted distance 𝑑*𝑖 (𝑞) for 𝑞 ∈ 𝑆 ′
𝑖. By

definition, 𝑑*𝑖 (𝑞) is the closest distance of 𝑞 to another point in 𝑆 ′
𝑖−𝑙 where 0 ≤ 𝑙 ≤ 𝑘

(𝑘 is the dimension of the data set). Therefore, following an update on 𝑆 ′
𝑖, we need

to update the 𝑑*𝑖 (𝑞) in 𝐻𝑖+𝑙 for 0 ≤ 𝑙 ≤ 𝑘, and 𝑞 ∈ 𝑆 ′
𝑖+𝑙. Specifically, the update

happens when 𝑑*𝑖 (𝑞) = 𝑑(𝑞, 𝑝), but 𝑝 starts moving at level 𝑖; or when 𝑝 stops moving
at level 𝑖 and 𝑑(𝑞, 𝑝) < 𝑑*𝑖 (𝑞). Since the update of 𝑆 ′

𝑖 initiates the update on some
heap 𝐻𝑖+𝑙 for 0 ≤ 𝑙 ≤ 𝑘, we call level 𝑖 the initiator and each heap 𝐻𝑖+𝑙 a receptor
of the initiator.

We first start with a more intuitive but less parallel algorithm, which is shown in
Algorithm 23. It takes as input the updated sparse partition (𝑆𝑖, 𝑆

′
𝑖, 𝑝𝑖, 𝑞𝑖, 𝑑𝑖), the set

of points 𝑀1 that start moving at level 𝑖, and a set of points 𝑀2 that stop moving
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(a) Naive insertion.
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(b) Parallel insertion.
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(c) Naive deletion.
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(d) Parallel deletion.

Figure 35: This figure shows examples of how heap updates work during insertion
and deletion. Calls to GridInsert and GridDelete are shown by the boxes. Calls
to HeapUpdate are shown by the arrows, whereas the actual heaps 𝐻𝑖 are shown by
the triangles. The example considers dimension 𝑘 = 2 and shows 𝐻𝑖 for 𝑖 = 1, 2, 3, 4,
but considers only updating levels 𝑖 = 1, 2, 3. We number the calls by the order that
they happen, and two calls have the same number if they can be done in parallel.
For clarity, we annotate the operations associated with different levels in different
colors and line-styles.

at level 𝑖. Lines 2–6 process the set of points 𝑀1. We first batch delete 𝑑*𝑖 (𝑝) from
𝐻𝑖 for all 𝑝 in 𝑀1, since they start moving at level 𝑖 (Line 2). We then update each
receptor heap if it stores some 𝑑*𝑖 (𝑞) that is generated by a deleted point 𝑝 ∈ 𝑀1.
To know each potential point 𝑞, we iterate over the neighborhood of each 𝑝 in 𝑀1

and then check if 𝑑*𝑖 (𝑞) needs to be updated (Lines 3–6). Lines 7–10 process 𝑀2. We
compute new restricted distances and batch insert the points in 𝑀2 into 𝐻𝑖, since
they stop moving at level 𝑖 (Line 7). We then update the receptor heaps when a
heap contains the restricted distance of point 𝑞, but 𝑞 has a smaller distance to a
newly inserted 𝑝 ∈𝑀2 than to its previous closest point (Lines 8–10).

Using our batch-parallel binary heap, which we will describe in detail in Sec-
tion 8.4, each batch update of the heap takes 𝑂(log(𝑛+𝑚)) depth. The computation
of the new restricted distances takes 𝑂(1) depth. Therefore, the naive heap update
algorithm takes 𝑂(log(𝑛 + 𝑚)) depth per call. For the batch insertion algorithm
in Algorithm 21, GridInsert on level 𝑖 + 1 is blocked by HeapUpdate-Naive
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of level 𝑖, to prevent multiple initiators updating the same receptor simultaneously.
Figure 35a illustrates four levels of the data structure. The updates of level 2 shown
in blue dashed lines are blocked until the completion of level 1 shown in red solid
lines, and similarly for the remaining levels. Since there are 𝑂(log(𝑛 + 𝑚)) levels
whp, this leads to a overall depth of 𝑂(log2(𝑛 + 𝑚)) whp for the heap updates. A
similar argument applies for the batch deletion algorithm, except that the order that
the levels are updated proceeds in descending value of 𝑖 starting with 𝐿, as shown in
Figure 35c.

We improve the depth of the heap update to 𝑂(log(𝑛 + 𝑚)) whp by pipelining
the heap updates. For insertion, a crucial observation is that the grid update of
level 𝑖 + 1 can start right after that of 𝑖. Meanwhile, we run the heap updates in
lock-step in parallel with the grid updates, as illustrated in Figure 35b—for each
heap, the update from level 𝑖 + 1 can start right after that of level 𝑖 is completed.
For example, the update on 𝐻2 initiated by level 2 (blue dashed arrow with a value
of 4) can start right after the update initiated by level 1 (red arrow with a value of
3). Like insertion, deletion follows similar strategy in the reverse order, as illustrated
in Figure 35d.

Analysis. All updates on the heaps in our data structure are a result of points that
start or stop moving at some level. First, we are concerned with those added to or
deleted from 𝑆 ′

𝑖, and hence 𝐻𝑖. Since the 𝑆 ′
𝑖 for 1 ≤ 𝑖 ≤ 𝐿 are disjoint sets, 𝑂(𝑚)

points from 𝑄 are inserted or deleted from 𝐻𝑖 across all 1 ≤ 𝑖 ≤ 𝐿. Second, points
in down 𝑖 and up𝑖 for 1 ≤ 𝑖 ≤ 𝐿 also cause heap updates, and the total number
of heap updates from these points is 𝑂(𝑚) by Lemmas 4 and 7. Therefore, across
all levels, there are 𝑂(𝑚) updates to the heap. For all 𝑝 that start or stop moving
across all levels, finding and recomputing 𝑑*𝑖+𝑙(𝑞) for 0 ≤ 𝑙 ≤ 𝑘 takes 𝑂(𝑚) work and
𝑂(1) depth. This is because the cost associated with each 𝑞 whose 𝑑*(𝑞) depends on
𝑝 involves searching the constant number of boxes surrounding 𝑞 and 𝑝 in 𝑘 sparse
sets, where 𝑘 is constant, as shown by Golin et al. [111]. In section 8.4, we will show
that batch insertions and deletions on a heap take 𝑂(log(𝑛 +𝑚)) depth. Since the
heap updates are performed in parallel with the grid updates, they are not on the
critical path of the computation. The total depth is dominated by the grid updates,
which is 𝑂(log(𝑛+𝑚) log*(𝑛+𝑚)) whp.

This leads to our overall bounds of amortized 𝑂(𝑚(1+log((𝑛+𝑚)/𝑚))) work and
𝑂(log(𝑛+𝑚) log*(𝑛+𝑚)) depth whp for an update of size 𝑚, where the amortization
comes from resizing the parallel dictionaries.

Theorem 15. Updating our data structure for a batch of 𝑚 insertions/deletions takes
amortized 𝑂(𝑚(1 + log((𝑛+𝑚)/𝑚))) expected work and 𝑂(log(𝑛+𝑚) log*(𝑛+𝑚))
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depth whp

Obtaining the closest pair from our data structure takes 𝑂(1) work and depth.
We simply call find-min on 𝐻𝑖 for 𝐿−𝑘 ≤ 𝑖 ≤ 𝐿, and then take the overall minimum.

Parallel Batch-Dynamic Binary Heap

One of the key components in parallelizing our closest pair algorithm is a parallel
binary heap that supports batch updates (inserts and deletes) and find-min efficiently.
This heap allows us to perform the parallel construction in linear work and perform
updates with low depth. Our data structure may be of independent interest, since
to the best of our knowledge, the only existing work on parallelizing a binary heap
is on individual inserts or deletes [190].

A binary heap is a complete binary tree, where each node contains a key that is
smaller than or equal to the keys of its children. Sequentially, the construction of a
binary heap takes linear work, and each insert and delete takes 𝑂(log 𝑛) work [79].
The heap is represented as an array, and uses relative positions within the array to
represent child-parent relationships. Sequentially, each insertion adds a new node
at the end of the heap and runs Up-Heap to propagate the node up to the correct
position in the heap. A deletion first swaps the node to delete with the node to the
end of the heap, reduces the heap size by one, and then runs Up-Heap followed
by Down-Heap (to propagate a node down to its correct position) for the node
swapped to the middle of the heap.

Our parallel heap that supports batch updates (inserts and deletes) and finding
the minimum element (find-min) efficiently is crucial to our data structure for the
closest pair. Although we could implement a parallel heap using a parallel binary
search tree, which supports a batch of 𝑚 updates to a set of 𝑛 elements in 𝑂(𝑚 log(𝑛+
𝑚)) work and 𝑂(log(𝑛+𝑚)) depth [79], it supports more functionality (i.e., returning
the minimum 𝐾 elements) than we need. In fact, the 𝑂(𝑚 log(𝑛+𝑚)) work bound
is tight for a binary search tree, since we can use it for comparison sorting.

Our batch-dynamic heap only needs to support the find-min operation rather
than maintaining the full ordering, and hence it has a better work bound of 𝑂(𝑚(1+
log((𝑛 + 𝑚)/𝑚))). Furthermore, it allows us to construct the initial heap in linear
work (by setting 𝑚 to the number of points and 𝑛 = 0 in the work bound), as needed
for Theorem 14. The pseudocode of our algorithm is shown in algorithm 24, and its
discussion is in Section 8.4. We present the analysis in this section.

Central to our parallel batch-dynamic binary heap is a new parallel Heapify
algorithm, that takes 𝑚 updates from a valid heap of 𝑛 elements, and returns another
valid heap (the pseudocode can be found in algorithm 24). It runs in two phases:
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Algorithm 24 Parallel Heapify Algorithm
Require: A binary min-heap of size 𝑛 with 𝑚 updates, each of which is a triple

(𝑣𝑖, 𝑘𝑖, 𝑘
′
𝑖), indicating to update key 𝑘𝑖 to 𝑘′

𝑖 on node 𝑣𝑖.
Ensure: An updated binary heap.
1: procedure Heapify
2: Let 𝑆+ be the set of nodes with keys to be increased.
3: Use integer sort to group the nodes in 𝑆+ to 𝑆+

𝑙 by the level 𝑙 in the heap (the
root has level 0).

4: for 𝑙← ⌊log2 𝑛⌋ − 1 to 0 do
5: for each 𝑣𝑖 ∈ 𝑆+

𝑙 in parallel do
6: Down-Heap(𝑣𝑖)
7: Let 𝑆− be the set of nodes with keys to be decreased.
8: Use integer sort to group the nodes in 𝑆− to 𝑆−

𝑙 by the level 𝑙 in the heap.
9: for 𝑙← 1 to ⌊log2 𝑛⌋ do

10: for each 𝑣𝑖 ∈ 𝑆−
𝑙 in parallel do

11: Up-Heap(𝑣𝑖)

the first phase works on increase-key updates, and the second phase on decrease-key
updates. In both phases, we first use parallel integer sorting [197, 234] to categorize
all updates based on the level where the update belongs. Simply running the Up-
Heap and Down-Heap calls for the different updates in parallel does not achieve
work-efficiency and low depth, and also leads to potential data races. Therefore,
we pipeline each level of the Up-Heap and Down-Heap procedure. Specifically,
in the first phase, once the first swap for the Down-Heap in level 𝑖 is finished, we
can immediately start the Down-Heap on level 𝑖 − 1, instead of waiting for the
Down-Heap in level 𝑖 to completely finish (the root is at level 0, and level numbers
increase going down). The swaps in the Down-Heap calls from level 𝑖−1 will never
catch up with the swaps from level 𝑖. Pipelining the second phase with Up-Heap
is more complicated. Our parallel Up-Heap is run in a level-synchronous manner
from the top level down to the bottom level. For each node on each level, both of
its children may want to swap with the parent for having a larger value. In the
parallel algorithm, we only make the child with the smaller value swap with the
parent and continue its update to the upper levels, while the update for the other
child terminates. We prove in section 8.4 that our parallel Heapify algorithm takes
𝑂(𝑚(1 + log(𝑛/𝑚))) work and 𝑂(log 𝑛) depth.

We now explain how to perform batch insertions and deletions. A batch of 𝑚
insertions to a binary heap of size 𝑛 can be implemented using decrease-keys. We first
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add the 𝑚 elements to end of the heap with keys of ∞. Then, we decrease the keys
of these 𝑚 elements to their true values and run the parallel Heapify algorithm. A
batch of 𝑚 deletions can be processed similarly, but the deletions will generate “holes”
in the tree structure, and so we need an additional step to fill these holes first. We
pack the last 𝑚 elements in the heap based on whether they are deleted. Then, we
use them to fill the rest of the empty slots by deletions, and run the parallel Heapify
algorithm. Hence, batch insertions and deletions take 𝑂(𝑚(1 + log((𝑛 + 𝑚)/𝑚)))
work and 𝑂(log(𝑛+𝑚)) depth.

Analysis of the Heapify Algorithm Correctness. The correctness can be shown
inductively on subtrees of increasing height. For the base case, all leaf nodes are valid
binary heap subtrees, each containing one node. Then on the first iteration, we run
Down-Heap for updated keys on the second to last level. If the increased keys
violate the heap property, then Down-Heap will heapify this subtree, which has
two levels. Similarly, for each node 𝑣 with increased keys on level 𝑖, both of 𝑣’s
childrens’ subtrees are valid binary heap subtrees, and so after Down-Heap, the
subtree rooted at 𝑣 is a valid binary heap subtree. The correctness for Up-Heap
can be shown symmetrically. The main difference is that in Up-Heap, the update
paths can overlap, but the correctness is guaranteed since it is implemented in a
round-synchronous manner. In addition, when both children are updating a parent,
we only allow the smaller child to continue its update path, while terminating that
of the larger child, thereby satisfying the heap property.

Work. We now consider the work of this algorithm. Let ℎ be the height of the binary
heap. For the worst case analysis, we always assume that Down-Heap pushes a node
to the leaf and that Up-Heap pushes a node to the root. The case for Down-Heap
is simple—for 𝑚 = 2𝑟 − 1 increase-keys, the worst case is when they are in the top
𝑟 levels. Each Down-Heap is independent and the total work is

𝑟∑︁
𝑖=0

2𝑖(ℎ− 𝑖) = 𝑂(𝑚(ℎ− 𝑟 + 1)) = 𝑂
(︁
𝑚
(︁
1 + log

(︁ 𝑛

𝑚

)︁)︁)︁
.

The work for Up-Heap is more involved. Let 𝑚𝑖 be the number of increase-keys
on level 𝑖. We know that 𝑚𝑖 ≤ 2𝑖 and

∑︀
𝑚𝑖 ≤ 𝑚. For level 𝑖, the work for all calls

to Up-Heap is upper bounded by the number of nodes on the path from the root
to all updated nodes in level 𝑖. It can be shown that the number of such nodes is
𝑂
(︁
𝑚𝑖

(︁
1 + log 𝑛

2ℎ−𝑖𝑚𝑖

)︁)︁
(Theorem 6 in [42]). Hence, the overall work for all levels is

𝑊 = 𝑂
(︁∑︀log2 𝑛

𝑖=0 𝑚𝑖

(︁
1 + log 𝑛

2ℎ−𝑖𝑚𝑖

)︁)︁
. Let 𝑚′ =

∑︀
𝑖 𝑚𝑖, and we know that 𝑚′ ≤ 𝑚.
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To bound the work, we consider the maximum value of 𝑊 for any given 𝑚′. We can
use the method of Lagrange multipliers, and compute the partial derivative of 𝑚𝑖

(without the big-𝑂), which solves to

𝜕

𝜕𝑚𝑖

𝑊 =
𝜕

𝜕𝑚𝑖

(︂
𝑚𝑖

(︂
1− log2

2ℎ−𝑖𝑚𝑖

𝑛

)︂)︂
= log2

𝑛

2ℎ−𝑖𝑚𝑖

− 1

ln 2
+ 1.

Since the constraint for
∑︀

𝑚𝑖 is linear, 𝑊 is maximized when 𝜕
𝜕𝑚𝑖

𝑊 = 𝜕
𝜕𝑚𝑗

𝑊 for
all levels 0 ≤ 𝑖, 𝑗 ≤ ℎ, which solves to 𝑚𝑖 = 𝑐𝑚′/2ℎ−𝑖+1 for some value of 𝑐 such that
𝑚′ =

∑︀
𝑚𝑖. Note that 1 < 𝑐 < 2. Plugging this in gives

𝑊 = 𝑂

(︃
log2 𝑛∑︁
𝑖=0

𝑚′

2ℎ−𝑖+1

(︂
1 + log

𝑛

2ℎ−𝑖(𝑐𝑚′/2ℎ−𝑖+1)

)︂)︃

= 𝑂

(︃(︃
log2 𝑛∑︁
𝑖=0

𝑚′

2ℎ−𝑖+1

)︃(︁
1 + log

(︁ 𝑛

𝑚′

)︁)︁)︃
= 𝑂

(︁
𝑚
(︁
1 + log

(︁ 𝑛

𝑚

)︁)︁)︁
.

In addition to Down-Heap and Up-Heap, we also need to integer sort the
updates on Lines 3 and 8, which takes 𝑂(𝑚) work. Hence, the total work for algo-
rithm 24 is 𝑂

(︀
𝑚
(︀
1 + log

(︀
𝑛
𝑚

)︀)︀)︀
.

Depth. The integer sort on Lines 3 and 8 takes 𝑂(log𝑚) depth. Directly running
algorithm 24 gives 𝑂(log2 𝑛) depth—there are 𝑂(log 𝑛) tree levels, and on each level,
Up-Heap or Down-Heap requires 𝑂(log 𝑛) depth. We can improve the depth
bound to 𝑂(log 𝑛) using pipelining, as discussed in section 8.4. The Up-Heap and
Down-Heap calls at all levels will have begun by the 𝑖’th round, and each call takes
𝑂(log 𝑛) rounds to finish. Each round takes 𝑂(1) depth, and so the overall depth is
𝑂(log 𝑛). The pipelining does not increase the work.

Theorem 16. For a batch-parallel binary heap of size 𝑛 and a batch update (a mix
of inserts, deletes, and increase/decrease-keys) of size 𝑚, updating the heap takes
𝑂(𝑚(1 + log((𝑛+𝑚)/𝑚))) work and 𝑂(log(𝑛+𝑚)) depth, and find-min takes 𝑂(1)
work.

Implementations

Simplified Data Structure. While the sparse partition maintains (𝑆𝑖, 𝑆
′
𝑖, 𝑝𝑖, 𝑞𝑖, 𝑑𝑖)

and 𝐻𝑖 for each level 1 ≤ 𝑖 ≤ 𝐿, we found that implementing 𝑆 ′
𝑖 and its associated
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Figure 36: Illustration for the proof of Lemma 10: Let 𝛿(𝑆) be 𝑝 and 𝑞. Suppose by
contradiction, 𝑑(𝑝, 𝑞) > 2

√
𝑘𝑔𝐿−1, where 𝑘 = 2 in this example. Then 𝑝 and 𝑞 will

be sparse in level 𝐿− 1, hence all the points will be sparse in level 𝐿− 1.

heap 𝐻𝑖 on every level was inefficient in practice. We found it more efficient to
only maintain (𝑆𝑖, 𝑝𝑖, 𝑞𝑖, 𝑑𝑖) for 1 ≤ 𝑖 ≤ 𝐿, and one heap 𝐻* that stores the closest
neighbor distances for all 𝑞 in 𝑆𝑗, where 𝑗 = 𝐿 − ⌈log3 2

√
𝑘⌉. When 𝐿 changes due

to insertion or deletion, we recompute 𝑗 and rebuild 𝐻* if necessary.
We now prove that 𝐻* contains the closest pair. Specifically, we prove that any

point pair (𝑎, 𝑏) where 𝑎, 𝑏 ∈ 𝑆 ∖ 𝑆𝑗, ∀𝑗 ≤ 𝐿 − ⌈log3 2
√
𝑘⌉ cannot give rise to the

closest pair distance, which we denote as 𝛿(𝑆).

Lemma 10. 𝛿(𝑆) < 𝑑(𝑎, 𝑏) for any 𝑎, 𝑏 ∈ 𝑆 ∖ 𝑆𝑗,∀𝑗 ≤ 𝐿− ⌈log3 2
√
𝑘⌉.

Proof. The side length of the grid 𝐺𝑖 at level 𝑖 is 𝑔𝑖 = 𝑑𝑖/6𝑘, as defined earlier.
Without loss of generality, consider level 𝑗, and let 𝑎 and 𝑏 be two points such that
𝑎, 𝑏 ∈ 𝑆𝑗−1 ∖ 𝑆𝑗 (this can easily be generalized to 𝑎 and 𝑏 being sparse on different
levels that are both < 𝑗). We know 𝑑(𝑎, 𝑏) > 𝑔𝑗−1 ≥ 3𝑔𝑗 by properties of the sparse
partition (Section 8.4). On the other hand, we also know that 𝛿(𝑆) ≤ 2

√
𝑘𝑔𝐿−1 , since

otherwise, the pair that defines 𝛿(𝑆) would have been sparse in level 𝐿−1, and the last
level 𝐿 would not have existed, which is a contradiction (see Figure 36). Given the
property of the sparse partition, we have 3𝑔𝑗 ≥ 2

√
𝑘𝑔𝐿−1 for all 𝑗 ≤ 𝐿− ⌈log3 2

√
𝑘⌉.

We can verify that this is true as 3·𝑔𝐿−⌈log3 2
√
𝑘⌉ ≥ 3·3⌈log3 2

√
𝑘⌉ ·𝑔𝐿 ≥ 3⌈log3 2

√
𝑘⌉ ·𝑔𝐿−1 ≥

2
√
𝑘 · 𝑔𝐿−1. Therefore, 𝑑(𝑎, 𝑏) > 𝛿(𝑆).

Since 𝑎 and 𝑏 satisfying Lemma 10 are both sparse in some 𝑆ℎ where ℎ < 𝐿 −
⌈log3 2

√
𝑘⌉, it follows that 𝑑(𝑎, 𝑞) > 𝑑(𝑞, 𝑆𝐿−⌈log3 2

√
𝑘⌉) and 𝑑(𝑏, 𝑞) > 𝑑(𝑞, 𝑆𝐿−⌈log3 2

√
𝑘⌉)

for any 𝑞 ∈ 𝑆𝐿−⌈log3 2
√
𝑘⌉. Therefore, the closest pair distance 𝛿(𝑆) = 𝑑(𝑝, 𝑞) for some

𝑝, 𝑞 ∈ 𝑆𝐿−⌈log3 2
√
𝑘⌉, and will not involve 𝑎 or 𝑏.

Our implementation uses the parallel heap from [222]. Additionally, we compute
𝑆 ′
𝑖 from 𝑆𝑖 on the fly when needed.
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Neighborhood Search. Some of the work bounds are exponential in the dimension-
ality 𝑘, e.g., a grid’s box neighborhood is of size 3𝑘. For 𝑘 ≥ 5, the straightforward
implementation is inefficient due to a large constant overhead in the work. Hence, we
implement a parallel batch-dynamic 𝑘d-tree for 𝑘 ≥ 5. This is because performing
a range query on the tree works better in practice, as it only needs to traverse the
non-empty boxes in the neighborhood instead of all boxes. Our dynamic 𝑘d-tree is
a standard spatial median 𝑘d-tree [38], augmented with the capability for parallel
batch updates. Each internal node maintains metadata on the points in its subtree,
which are partitioned by a spatial median along the widest dimension. The points
are only stored at leaf nodes. We flatten a subtree to a single leaf node when it
contains at most 16 points.

The tree supports batch insertion by first adding the batch to the root, and then
traversing down multiple branches of the tree in parallel. At each internal node, we
partition the inserted batch by the spatial median stored at the node, and modify its
metadata, such as the point count and the coordinates of its bounding box. At each
leaf node, we directly modify the metadata and store the points. The tree supports
batch deletions by modifying the metadata, and marking the deleted points at the
leaves as invalid. We manage the memory periodically to free up the invalid entries.

Static Algorithms. In addition to our batch-dynamic closest pair algorithm, we
implement several sequential and parallel algorithms for the static closest pair prob-
lem. As far as we know, this thesis presents the first experimental study of parallel
algorithms for static closest pair. We implement a parallel divide-and-conquer al-
gorithm by Blelloch and Maggs [47], a simplified and parallel version of Rabin’s
algorithm [195] that we designed, a parallel version of Khuller and Matias’s [148]
sieve algorithm that we designed, and a parallel randomized incremental algorithm
by Blelloch et al. [45]. We explain more details about these static algorithms and
their implementations in section 8.4.

Static Algorithms and Implementations

In addition to our batch-dynamic closest pair algorithm, we implement several par-
allel algorithms for the static closest pair problem, which we describe in this section.
We evaluate all of them against each other, and compare them to our parallel batch-
dynamic algorithm in Section 8.4. As far as we know, this thesis presents the first
experimental study of parallel algorithms for the static closest pair problem.

Divide-and-Conquer Algorithm The first divide-and-conquer algorithm for closest-
pair was introduced by Bentley [37], and has 𝑂(𝑛 log 𝑛) work and is optimal in the
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algebraic decision tree model. Blelloch and Maggs [47] parallelize this algorithm, and
their algorithm takes 𝑂(𝑛 log 𝑛) work and 𝑂(log2 𝑛) depth. Atallah and Goodrich [27]
present another parallel algorithm based on multi-way divide-and-conquer, which
takes 𝑂(𝑛 log 𝑛 log log 𝑛) work and 𝑂(log 𝑛 log log 𝑛) depth.

We implement the divide-and-conquer algorithm by Blelloch and Maggs [47]. The
main idea of the algorithm is to divide the space containing all the points 𝑆 along an
axis-aligned hyperplane by the median point along a dimension fixed throughout the
algorithm, to form left and right subproblems. We then recursively find the closest
pair in each of the two subproblems in parallel to obtain results 𝛿𝐿 and 𝛿𝑅. Then, we
merge the two subproblems, and consider the points near the median point, which
are the points within a distance of min{𝛿𝐿, 𝛿𝑅} from the median point. We call the
set of such points a central slab, and use an efficient “boundary merging” technique
to obtain 𝛿𝑀 . The closest pair will have distance 𝛿(𝑆) = min{𝛿𝐿, 𝛿𝑅, 𝛿𝑀}. Finding
the median and performing the merge can be done using standard parallel primitives.

Blelloch and Maggs’ [47] parallel algorithm requires the central slab to be sorted in
a dimension 𝑑 different from the dimension that is used to divide the problem. Their
algorithm orders the points along 𝑑 by performing recursive partitioning and merging
at each level of the divide-and-conquer algorithm. Since the central slab can be linear
in size, the merging algorithm is efficient in theory. However, we find that the central
slab is very small for inputs that arise in practice. Therefore, in our algorithm, we
simply use comparison sorting to sort the central slab when needed without using
partitioning and merging, which results in better performance in practice. We also
coarsen the base case, and switch to a quadratic-work brute-force algorithm when
the subproblem size is sufficiently small.

Rabin’s Algorithm Rabin’s algorithm [195] is the first randomized sequential
algorithm for the problem. Assuming a unit-cost floor function, Rabin’s algorithm
has 𝑂(𝑛) expected work. MacKenzie and Stout [164] design a parallel algorithm
based on Rabin’s algorithm, and achieve 𝑂(𝑛) work and 𝑂(1) depth in expectation.
Specifically, the algorithm first takes a random sample of 𝑛0.9 points, and finds the
closest pair on this sample recursively. Then it forms a grid structure with side length
equal to the closest pair distance. Each box along with its points are classified into
sparse or dense based its point count. The pairwise distances of the dense points
(fewer than 𝑛0.4) are computed using a quadratic work algorithm, after which the
minimum is taken. Then, all points find their closest sparse points by checking
neighboring sparse boxes in parallel, after which the minimum of these distances
are taken. The algorithm uses some parallel primitives with high constant factor
overheads, and are unlikely to be practical.
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We design a simpler parallel version of Rabin’s algorithm. Our algorithm takes
a sample of 𝑛𝑐 points where 𝑐 < 1, and recursively computes the closest distance 𝛿′

of the sample. Then, we construct a grid structure on all of the points 𝑆 using a
parallel dictionary, where the box size is set to 𝛿′. For each point 𝑥 ∈ 𝑆, we find its
closest point by exploring 𝑁(𝑥, 𝑆), and then take the minimum among that of all 𝑥
to obtain 𝛿(𝑆). In terms of work, MacKenzie and Stout [164] showed by recursively
finding the closest pair on a sample of size 𝑛𝑐, the total work is 𝑂(𝑛) in expectation.
We find 𝑐 = 0.8 to work well in practice. In terms of depth, our implementation
has 𝑂(log 𝑛) levels of recursion, each taking 𝑂(log* 𝑛) depth whp, which includes
parallel dictionary operations and finding the minimum in parallel. The total depth
is 𝑂(log 𝑛 log* 𝑛) whp. In the recursion, we coarsen the base case by switching to a
brute-force algorithm when the problem is sufficiently small.

Sieve Algorithm Khuller and Matias [148] propose a simple sequential algorithm
called the sieve algorithm that takes 𝑂(𝑛) expected work (the dynamic algorithm
by Golin et al. [111] is based on the sieve algorithm). The algorithm proceeds in
rounds, where in round 𝑖, it chooses a random point 𝑥 from the point set 𝑆𝑖 (where
𝑆1 = 𝑆) and computes 𝑑𝑖(𝑥), the distance to its closest neighbor. Then, the algorithm
constructs a grid structure on 𝑆𝑖, where each box has a side length of 𝑑𝑖(𝑥). It then
moves the points that are sparse in 𝑆𝑖 into a new set 𝑆𝑖+1, and proceeds to the next
round, until 𝑆𝑖+1 is empty. Finally, the algorithm constructs a grid structure on 𝑆
with boxes of size equal to the smallest box computed during the algorithm. For each
point 𝑥 ∈ 𝑆, we compute its closest neighbor using the grid by traversing its own
box and the boxes bordering on it. Finally, we take the minimum among distances
obtained by all the points to obtain 𝛿(𝑆).

The sequential algorithm takes 𝑂(𝑛) expected work as the number of points
decreases geometrically from one level to the next. We obtain a parallel sieve al-
gorithm by using our parallel construction for the sparse partition in Algorithm 20,
but without the heap. Our parallel sieve algorithm takes 𝑂(𝑛) expected work and
𝑂(log 𝑛 log* 𝑛) depth whp

Incremental Algorithm Golin et al. [110] present a sequential incremental algo-
rithm for closest pair with 𝑂(𝑛) expected work. Blelloch et al. [45] present a parallel
version of this incremental algorithm, which we implement. The parallel algorithm
works by maintaining a grid using a dictionary, and inserting the points in a ran-
domized order in batches of exponentially increasing size. The side length of the grid
box is the current closest pair distance, which is initialized to the distance between
the first two points in the randomized ordering. For the 𝑖’th point inserted, the
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algorithm will check its neighborhood for a neighbor with distance smaller than the
current grid side length. When such a neighbor is found, the algorithm rebuilds the
grid for the first 𝑖 points using the new side length, and continues with the insertion.
Since the parallel algorithm inserts points in batches, for each batch we find the ear-
liest point 𝑖 remaining in the batch that causes a grid rebuild, perform the rebuild
on all points up to and including 𝑖, remove these points from the batch, and repeat
until the batch is empty. After all batches are processed, the pair whose distance
gives rise to the final grid side length is the closest pair. The algorithm takes 𝑂(𝑛)
expected work and 𝑂(log 𝑛 log* 𝑛) depth whp

Experiments

Algorithms Evaluated. We evaluate our parallel batch-dynamic algorithm by
benchmarking its performance on batch insertions (dynamic-insert) and batch
deletions (dynamic-delete). We also evaluate the four static implementations de-
scribed in Section 8.4, which we refer to as divide-conquer , rabin , sieve , and
incremental . In addition, we implement and evaluate sequential versions of all of
our algorithms that do not have the overheads of parallelism. Our implementations
use the Euclidean metric (𝐿2-metric).

Data Sets. We use the synthetic seed spreader (SS) data sets produced by the
generator in [104]. It produces points generated by a random walk in a local neigh-
borhood, but jumping to a random location with some probability. SS-varden
refers to the data sets with variable-density clusters. We also use a synthetic data
set called Uniform , in which points are distributed uniformly at random inside a
bounding hyper-cube with side length

√
𝑛, where 𝑛 is the total number of points.

The points have double-precision floating-point values. We generated the synthetic
data sets with 10 million points for dimensions 𝑘 = 2, 3, 5, 7. We name the data
sets in the format of Dimension-Name-Size . We also use the following real-world
data sets: 7D-Household-2M [92] is a 7-dimensional data set containing household
sensor data with 2, 049, 280 points excluding the date-time information; 16D-Chem-
4M [97, 2] is a 16-dimensional data set with 4, 208, 261 points containing chemical
sensor data; and 3D-Cosmo-298M [153] is a 3-dimensional astronomy data set
with 298, 246, 465 points.

Testing Environment. Our experiments are run on an r5.24xlarge instance on
Amazon EC2. The machine has 2 × Intel Xeon Platinum 8259CL CPU (2.50 GHz)
CPUs for a total of 48 cores with two-way hyper-threading, and 768 GB of RAM.
By default, we use all cores with hyper-threading. We use the g++ compiler (version
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Figure 37: Plots of throughput vs. batch size in log-log scale for our parallel batch-
dynamic algorithm on 5D-Uniform-10M and 3D-Cosmo-298M. The algorithm on 48-
cores with hyper-threading and 1 thread has a suffix of "48h" and "1t", respectively.
For 3D-Cosmo-298M, we omit the 1-thread times as the experiments exceeded our
time limit.

7.5) with the -O3 flag, and use Cilk Plus for parallelism [136]. We use the -48h and
-1t suffixes in our algorithm names to denote the 48-core with hyper-threading and
single-threaded times, respectively. We allocate a maximum of 2 hours for each test,
and do not report times for tests that exceed this limit.

Influence of Batch Size on Throughput. In this experiment, we evaluate our
batch-dynamic algorithm by measuring their throughput as a function of the batch
size. For insertions, we insert batches of the same size until the entire data set is
inserted. For deletions, we start with the entire data set and delete batches of the
same size until the entire data set is deleted. We compute throughput by the number
of points processed per second. We vary the batch size from 100 points to the size of
the entire data set. Our parallel batch-dynamic algorithm achieves a throughput of
up to 1.35×107 points per second for insertion, and up to 1.06×107 for deletion, under
the largest batch size. On average, it achieves 1.75× 106 for insertion and 1.94× 106

for deletion across all batch sizes. We show plots of throughput vs. batch size for
5D-Uniform-10M and 3D-Cosmo-298M in Figure 37. We see that the throughput
increases with larger batch sizes because of a lower relative overhead of traversing
the sparse partition data structure, and the availability of more parallelism.

Efficiency of Batch Insertions. We evaluate the performance of dynamic batch
insertion vs. using a static algorithm to recompute the closest pair. Specifically, we
simulate a scenario where given the data structure storing the closest pair among 𝑐
data points, we perform an insertion of 𝑏 additional points. We compare the time
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Figure 38: Plots of running time (in seconds) vs. insertion batch size for the dynamic
and static methods using 48 cores with hyper-threading on 5D-Uniform-10M and 3D-
Cosmo-298M. The plots are in log-log scale.

taken by the dynamic algorithm to process one batch insertion of size 𝑏, vs. that
of a static algorithm for recomputing the closest pair for all 𝑐 + 𝑏 points. We set
𝑐 to contain 40% of the data set and vary 𝑏. Figure 38 shows the running time
as a function of 𝑏 for 5D-Uniform-10M and 3D-Cosmo-298M. For 5D-Uniform-10M,
we see that our batch-dynamic algorithm outperforms the fastest among the static
algorithms when the insertion batch size is smaller than 500,000. For 3D-Cosmo-
298M, we see that the dynamic method outperforms the fastest static algorithm
when the insertion batch is smaller than 10 million. In general, both the static and
dynamic algorithms require more time to process the updates when the batch size
is larger. The dynamic algorithm is much more advantageous for small to moderate
batch sizes.

Efficiency of Batch Deletions. We evaluate the performance of dynamic batch
deletion vs. using a static algorithm to recompute the closest pair. In this exper-
iment, we are given the closest pair of all 𝑛 points in the data set, and perform
a deletion of 𝑏 points. We compare the time taken for the dynamic algorithm to
process one batch deletion of size 𝑏, vs. that of a static algorithm for recomputing
the closest pair for the 𝑛− 𝑏 remaining points. Figure 39 shows the running time vs.
deletion batch size for 5D-Uniform-10M and 3D-Cosmo-298M. For 5D-Uniform-10M,
the dynamic algorithm outperforms the fastest static algorithm when the batch size
is less than 3 million. For 3D-Cosmo-298M, the dynamic algorithm outperforms the
static algorithm when the batch size is less than 60 million. In general, our dynamic
algorithm requires more time to process the update when the batch size is larger,
while the converse is true for the static algorithms.
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Figure 39: Plots of running time (in seconds) vs. deletion batch size for the dynamic
and static methods using 48 cores with hyper-threading on 5D-Uniform-10M and
3D-Cosmo-298M. The plots are in log-log scale.

Compared to the fastest static algorithms on our data sets, we find that it is
faster to use our dynamic algorithm for batch sizes of up to 20% of the data set.

Static Methods. We evaluate and compare the static algorithms and present all
detailed running times in Table 10. Among the four parallel static algorithms, Ra-
bin’s algorithm is on average 7.63x faster than the rest of the algorithms across all
data sets. The divide-and-conquer, sieve, and the incremental algorithms are on
average 17.86x, 2.29x, and 2.73x slower than Rabin’s algorithm, respectively. The
divide-and-conquer algorithm actually achieves the fastest parallel running time on
7 out of the 11 data sets. However, it is significantly slower for most of the higher
dimensional data sets, due to its higher complexity with increased dimensionality.
The sieve algorithm and the incremental algorithm, though doing the same amount
of work in theory as Rabin’s algorithm, have higher constant factor overheads.

Parallel Speedup and Work-Efficiency. We measure the parallel speedups
of our implementations by dividing the 1-thread time by the 48-core with hyper-
threading time. Our parallel batch-dynamic algorithm achieves up to 38.57x self-
relative speedup (15.10x on average across all batch sizes), averaging over both inser-
tions and deletions. Our static implementations achieve up to 51.45x speedup (29.42x
on average). Specifically, the divide-and-conquer algorithm, Rabin’s algorithm, the
sieve algorithm, and the incremental algorithm achieve average self-relative speedups
of 35.17x, 33.84x, 29.22x, and 19.45x, respectively; in addition, they achieve an aver-
age speedup of 19.10x, 23.56x, 10.56x, and 9.23x, respectively, over the fastest serial
algorithm for each data set.

Our parallel implementations when run on one thread demonstrate modest over-
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Divide-Conquer Rabin Sieve Incremental
Seq 1t 48h Seq 1t 48h Seq 1t 48h Seq 1t 48h

2D-Uniform-10M 9.54 9.62 0.24 11.2 11.6 0.28 23.3 24.5 0.81 22.1 17.7 1.02
3D-Uniform-10M 24.9 25.2 0.66 28.4 30.5 0.78 60.3 60.6 1.82 50.5 46.2 2.50
5D-Uniform-10M 101 136 3.04 25.3 28.4 1.28 56.7 60.6 2.63 49.2 50.3 2.40
7D-Uniform-10M 561 618 14.7 81.7 82.8 1.70 124 135 4.24 93.7 106 4.58

2D-SS-varden-10M 7.58 8.95 0.23 10.5 11.2 0.26 22.2 22.8 0.94 23.4 17.5 1.11
3D-SS-varden-10M 17.3 19.1 0.51 28.4 29.1 0.77 58.4 58.3 1.68 48.7 43.1 1.97
5D-SS-varden-10M 24.9 33.4 0.82 22.6 26.1 1.43 47.2 49.3 2.58 40.4 41.7 2.44
7D-SS-varden-10M 43.1 50.3 1.33 33.1 34.0 1.61 64.4 70.9 3.00 43.4 48.0 2.53
7D-Household-2M 342 392 13.4 7.23 7.70 0.40 15.9 18.1 0.73 13.8 15.7 0.94

16D-Chem-4M 315 499 202 38.3 39.8 1.38 88.2 96.7 2.68 59.1 70.8 3.91
3D-Cosmo-298M 750 747 20.7 1243 1625 31.6 3383 2819 70.6 3456 2629 104

Table 10: Running times (in seconds) of static algorithms. "Seq" denotes the se-
quential implementation. "1t" and "48h" denote the parallel implementation run on
1 thread and 48 cores with hyper-threading, respectively.

heads over their sequential counterparts. Our parallel batch-dynamic algorithm run-
ning on 1 thread has only 1.13x lower throughput on average over our sequential
implementation of the algorithm. For the static algorithms, the parallel divide-and-
conquer, Rabin’s, sieve, and incremental algorithms running on 1 thread are only
1.18x, 1.08x, 1.04x, and 1.00x slower on average, respectively, than their correspond-
ing sequential algorithms.
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9 ParGeo: A Library for Parallel Computational
Geometry

9.1 Introduction

In this thesis, we present the ParGeo library for parallel computational geometry,
which includes a rich set of parallel algorithms for geometric problems and data
structures, including 𝑘d-trees, 𝑘-nearest neighbor search, range search, well-separated
pair decomposition, Euclidean minimum spanning tree, spatial sorting, and geometric
clustering. ParGeo also contains a collection of geometric graph generators, including
𝑘-nearest neighbor graphs and various spatial networks. Algorithms from ParGeo
can either run sequentially, or run using parallel schedulers such as OpenMP or Cilk.

While there exist numerous libraries for computational geometry, most of them
are not designed for parallel processing. For example, Libigl [137] is a library that
specializes in the construction of discrete differential geometry operators and finite-
element matrices. However, only some aspects of Libigl take advantage of parallelism.
In comparison, the algorithms and implementations of ParGeo are designed for par-
allelism, and target a different set of problems. CGAL (Computational Geometry
Algorithms Library) [96] is a well known library of computational geometry algo-
rithms that includes a wide range of packages, but most implementations are not
parallel. Batista et al. [34] targeted a few important algorithms, including spatial
sorting, box intersection, and Delaunay triangulation for shared-memory parallel
processing, with code in CGAL. In comparison, ParGeo targets similar classes of
problems as CGAL, but all of our implementations are highly parallel.

In addition to its other features, ParGeo includes a module for generating ge-
ometric graphs from spatial datasets. When combined with GeoGraph, a sister
framework with a user-friendly interface, users can easily access powerful parallel ge-
ometric graph generators. Graphs are a powerful tool for representing relationships in
data, with applications ranging from social network analysis to transportation plan-
ning. However, analyzing large graphs efficiently requires high-performance parallel
programs, which can be challenging for non-experts in high-performance computing.
Fortunately, there exist programming frameworks that provide highly-optimized par-
allel implementations of graph processing functions.
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Static and Dynamic kd-Tree (1)

● K-NN Search
● Range Search
● Parallel Batch-Dynamic kd-Tree

Spatial Graph Generator (3)

● K-NN Graph
● Beta-Skeleton
● Euclidean Minimum Spanning Tree (EMST)
● T-Spanner
● Delaunay Graph

Computational Geometry (2)

● Well-Separated Pair Decomposition (WSPD)
● Bichromatic Closest Pair
● Closest Pair
● Convex Hull
● Smallest Enclosing Ball (SEB)
● Morton Sort

Data Generator (4)

● Uniform Data Generator
● Synthetic Seed Spreader

Figure 40: The figure shows an overview of modules in ParGeo. An arrow indicates
that a component is used inside another component. In this thesis, we present new
algorithms and techniques for the modules highlighted in green.

9.2 ParGeo Modules and Problems Studied

We present an overview of the modules of ParGeo in Figure 40, highlighting how the
modules interact with each other.

ParGeo contains efficient multicore implementations of static and dynamic 𝑘d-
trees and related algorithms (Module (1)). The code supports 𝑘d-tree based spatial
search, including 𝑘-nearest neighbor and range search. Our code is optimized for fast
𝑘d-tree construction by performing the split in parallel (either by spatial median or by
object median), and the queries themselves are data-parallel. ParGeo also includes a
new cache-oblivious algorithm for 𝑘d-tree construction and a parallel-batch dynamic
𝑘d-tree using the logarithmic method described by Yesantharao et al. [255].

ParGeo contains a module for parallel computational geometry algorithms (Mod-
ule (2)). Our 𝑘d-tree can be used to generate a well-separated pair decomposition [60]
(WSPD), which can in turn be used to compute the hierarchical DBSCAN [244], Par-
Geo contains parallel implementations for the bichromatic closest pair, closest pair,
convex hull, smallest enclosing ball, and Morton sorting.
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Figure 41: (a) A facet and a ridge of a convex hull in R3. (b) The support of smallest
enclosing ball in R2.

In addition, ParGeo contains a collection of geometric graph generators (Module
(3)) for point data sets. Our 𝑘d-tree’s 𝑘-NN search is used to generate the 𝑘-NN
graph, and the range search is used to generate the 𝛽-skeleton. Our WSPD generated
from the 𝑘d-tree can also be used to compute the Euclidean minimum spanning
tree [58, 244], and spanners [60]. ParGeo also generates the Delaunay graph.

In previous sections, we covered the algorithms and implementation for compu-
tational geometry. In this section, we will shift our focus to parallel graph generators
and experimental evaluations.

9.3 Geometric Graph Construction

We now describe the geometric graph construction algorithms that are currently
provided by GeoGraph.

𝑘-Nearest Neighbor Graphs Our framework supports computing the 𝑘-nearest
neighbor (𝑘-NN) graph of a point data set. 𝑘-NN graphs have a variety of applica-
tions, such as graph clustering [168, 99, 56, 160, 147], manifold learning [225], outlier
detection [123], and proximity search [182, 67, 209]. The 𝑘-NN graph is a directed
graph on a set of 𝑃 points in a metric space, such that 𝑃 represents the vertex set,
and a directed edge exists from vertex 𝑝 to vertex 𝑞 if the distance between 𝑝 and
𝑞 is among the 𝑘 smallest distances from 𝑝 to points in 𝑃 ∖ {𝑝}. We compute the
𝑘-NN by traversing a 𝑘d-tree, a binary tree data structure commonly used for 𝑘-NN
queries [100]. A 𝑘d-tree traversal to compute 𝑘-NNs will first visit subtrees close
to the input point, and prune farther tree nodes that cannot possibly contain the
𝑘-NNs. We first construct a 𝑘d-tree, then apply 𝑘-NN queries for all of the points in
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𝑃 , and finally generate 𝑘-NN graph based on the query results. To build the tree, we
use a parallel splitting algorithm to split the points across the two children subtrees,
and recursively construct each subtree in parallel. The queries are run in parallel in
a data-parallel fashion.

Spatial Network Graphs Spatial network graphs are a class of geometric graphs
on which various graph metrics are often computed [32, 33]. We discuss the spatial
network graphs in the context of point data sets in the Euclidean plane, which usually
arise from geographic coordinates. The Delaunay graph is directed related to the
Delaunay triangulation of a point set [84], where each edge of the triangulation is
treated as an undirected edge with weight equal to the Euclidean distance between
the two endpoints. The Delaunay graph is useful because its edges are a superset of
that of other graphs, such as the Euclidean minimum spanning tree and 𝛽-skeleton
graphs [151], both of which have a variety of real-world applications [237, 247, 194,
196, 232, 18, 226, 142]. We use the parallel incremental Delaunay triangulation
implementation from the Problem Based Benchmark Suite [215].

The 𝛽-skeleton is defined for a point set 𝑃 in the Euclidean plane, where each
point in 𝑃 is a vertex of the graph. There is an undirected edge between a pair
of points 𝑝 and 𝑞 if for any other point 𝑟, the angle 𝑝𝑟𝑞 is smaller than a threshold
derived from parameter 𝛽. The 𝛽-skeleton shares the same vertex set as the Delaunay
graph, but only contains a subset of the Delaunay edges [232]. We use the 𝑘d-tree
to construct the 𝛽-skeleton graph efficiently in parallel. Specifically, for each edge of
the Delaunay graph in parallel, we determine whether to keep the edge by checking
whether there exists a third point in a region defined by the edge and the parameter
𝛽. The check can be reduced to several range searches in a 𝑘d-tree. The 𝛽-skeleton
generalizes other well known spatial network graphs, such as the Gabriel graph and
the relative neighborhood graph [151, 142].

ParGeo contains a point data generator module (Module (4)) for which can gener-
ate uniformly distributed data sets, and clustered data sets of varying densities [104].
These data sets are used for benchmarking of the other modules.

9.4 Performance Evaluation

To demonstrate the efficiency of our proposed algorithms and library, we perform a
comprehensive set of experiments on synthetic and real-world geometric data sets,
and compare the performance across our parallel implementations as well as op-
timized sequential baselines. On 36 cores with two-way hyper-threading, our best
convex hull implementation achieves up to 44.7x self-relative speedup and up to 559x
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Implementation T1 T36h Speedup
𝑘d-tree Build (2d) 5.51 0.43 12.70x
𝑘d-tree Build (5d) 8.39 0.89 9.40x
𝑘d-tree 𝑘-NN (2d) 31.45 0.68 46.34x
𝑘d-tree Range Search (2d) 17.14 0.37 46.61x
Dynamic 𝑘d-tree Construction (5d) 6.70 0.60 10.70x
Dynamic 𝑘d-tree Insert (5d) 8.80 1.10 8.10x
Dynamic 𝑘d-tree Delete (5d) 29.20 1.20 23.90x
WSPD (2d) 6.72 0.24 27.63x
EMST (2d) 33.02 1.58 20.86x
Convex Hull (2d) 0.38 0.0088 43.13x
Convex Hull (3d) 2.36 0.097 24.36x
Smallest Enclosing Ball (2d) 0.053 0.0033 16.30x
Smallest Enclosing Ball (5d) 0.13 0.014 9.54x
Closest Pair (2d) 10.35 0.52 19.90x
Closest Pair (3d) 28.00 2.32 12.07x
𝑘-NN Graph (2d) 37.89 1.46 25.99x
Delaunay Graph (2d) 55.91 2.03 27.53x
Gabriel Graph (2d) 59.61 1.99 29.99x
𝛽-skeleton Graph (2d) 113.27 3.20 35.37x
Spanner (2d) 27.19 2.15 12.67x

Table 11: Runtimes (seconds) and parallel speedups (𝑇1/𝑇36ℎ) for ParGeo implemen-
tations on uniform hypercube data sets of varying dimensions and 10 million points.
𝑇1 and 𝑇36ℎ denote the single-threaded and the 36-core hyper-threaded times, respec-
tively. For dynamic 𝑘d-tree updates, each batch contains 10% of the data set.

speedup against the best existing sequential implementation for R2, and up to 24.9x
self-relative speedup and up to 124x speedup against the best existing sequential im-
plementation for R3. Our sampling-based smallest enclosing ball algorithm achieves
up to 27.1x self-relative speedup and up to 178x speedup against the best existing
sequential implementation for R2 and R3. Finally, across all implementations in
ParGeo, we achieve self-relative parallel speedup of 8.1–46.61x (on average 23.15x).
As shown in Table 11, on a machine with 36 cores with two-way hyper-threading,
ParGeo achieves self-relative parallel speedups of 8.1–46.61x (on average 23.15x) on
a uniformly distributed data set, across all the benchmarks.

9.5 An API for Graph Processing on Geometric Data

With most existing graph processing frameworks today, a user who wishes to process
data that is not given in graph format is responsible for writing or using another
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tool to convert their data into a graph format that is compatible with the graph
framework that they are using. To ensure that the end-to-end running time is fast,
the user needs to write or use efficient algorithms for data conversion, which can be
non-trivial. This process often involves using routines from computational geometry,
such as the Delaunay triangulation, nearest-neighbor searches, range searches, well-
separated pair decompositions, and visibility tests. While there exists various parallel
libraries that support graph generation from geometric data [187, 81, 28, 96], they
do not have an interface with existing graph processing frameworks. Linking these
libraries with graph frameworks significantly increases the burden on the user. Fur-
thermore, even if the user is able perform the data conversion efficiently, the process
will still perform unnecessary disk I/O’s because existing graph frameworks often
assume that the input data is stored on disk. These extra disk accesses can become
a performance bottleneck if the rest of the application is running in memory. To
improve programmability and performance, it is therefore important to have a uni-
fying framework that supports both graph algorithms and computational geometry
routines, with efficient methods for data conversion between the graph and geomet-
ric data formats. Such a framework can also benefit geometric algorithms that use
graph algorithms as subroutines, such as density-based spatial clustering [239, 244]
and motion planning [84].

This thesis introduces our ongoing work on designing a high-performance frame-
work, called GeoGraph, that bridges the gap between parallel graph processing and
parallel computational geometry routines that are used for graph construction. Geo-
Graph is currently implemented for shared-memory multicore machines. GeoGraph
is a C++ library with a Python interface, consisting of parallel algorithms for geo-
metric graph generation and graph processing, as well as functions for reading and
writing data. It combines geometric graph construction algorithms currently being
developed within the ParGeo computational geometry library [11] with graph algo-
rithms and data formats from the Graph Based Benchmark Suite [88, 89]. Users
of GeoGraph will be able to generate a variety of common geometric graphs, con-
struct efficient graph data structures, and run graph algorithms seamlessly within
one Python session.

We demonstrate how to use GeoGraph API to write four examples of applica-
tions that combine geometric graph construction with graph algorithms: connected
components on a filtered 𝑘-NN graph, hierarchical clustering on a 𝑘-NN graph, Eu-
clidean minimum spanning tree using a Delaunay triangulation, and shortest paths
on a 𝛽-skeleton graph. Experimentally, we show that running these algorithms
completely in memory using GeoGraph is 3.72–7.35x faster than that of having
to write the graph to disk and load it back into memory, which represents what
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Figure 42: Example of running connected components on the 3-NN graph of a 2-
dimensional point data set, where edges with weight greater than 3.2 are filtered out.
The vertices of each color correspond to a connected component.

users would have to do with existing tools. We also compare with Higra [188], an
existing library that supports graph algorithms and geometric graph construction
using SciPy [233] and scikit-learn [187]. Higra focuses on hierarchical clustering, and
therefore supports a narrower set of algorithms than GeoGraph. We show that Ge-
oGraph achieves 7.5–94.57x speedups over Higra. Our code is publicly available at
https://github.com/ParAlg/GeoGraph.

Examples of using the API

In this section, we illustrate some examples of using GeoGraph to run graph algo-
rithms on graphs constructed from a geometric data set. We present some visualiza-
tions of the outputs on a small data set.

A good example is to consider applying graph clustering algorithms to geometric
graphs. For example, consider computing the 𝑘-NN graph of a point set, generating
the symmetrized (undirected) graph by making each directed edge bi-directional, and
then applying a parallel connected components algorithm to this graph. To remove
noise and produce more meaningful clusters, we can filter edges with weight larger
than a certain value. The following code shows how to run connected components
on a 3-NN graph that filters the edges with weight greater than 3.2. We construct
a symmetrized graph data structure based on the 𝑘-NN edges, and then run the
connected components algorithm, which returns the component ID of the vertices.
A visualization of the components on a small data set is shown in Figure 42.

We also consider applying hierarchical graph clustering algorithms to an input
weighted graph. The output of these algorithms is usually a dendrogram representing
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Figure 43: Example of running complete-linkage clustering on the 3-NN graph of a
2-dimensional point data set. We show the output, a corresponding dendrogram.

the arrangement of clusters. Although efficient spatial hierarchical clustering algo-
rithms exist, an important advantage of using a graph-based hierarchical clustering
method is that the graph-based method can be run on a sparse geometric graph, like
a 𝑘-NN graph with a small value of 𝑘 or any of the spatial network graphs described
in section 9.3. By using an efficient graph-based hierarchical clustering method, like
a hierarchical version of the SCAN algorithm [228], or a graph-based agglomerative
clustering algorithm, we can potentially significantly outperform classic approaches
that only use the input point set [174, 147]. The following code shows how to run
complete-linkage clustering on a 3-NN graph. We construct a symmetric graph based
on the 𝑘-NN edges, and then run the clustering algorithm on the graph, which re-
turns a hierarchy corresponding to a dendrogram. A visualization of the dendrogram
is shown in Figure 43.

A Euclidean minimum spanning tree (EMST) on a point data set has various
applications, including being used in single-linkage clustering [113], network place-
ment optimization [237], and approximating the Euclidean traveling salesman prob-
lem [231]. A well-known fact is that the EMST is a subset of the Delaunay trian-
gulation of a graph [142]. We consider generating a graph containing edges of the
Delaunay triangulation, and then passing the graph to a minimum spanning tree
algorithm in GBBS, which is shown in the following code. A visualization of the
minimum spanning tree on a small data set is shown in Figure 44.

Finally, computing shortest paths on transportation and infrastructure networks
is commonly used for planning [32]. These networks can be generated by constructing
spatial networks on geometric data. We consider running the ∆-stepping single-
source shortest paths algorithm [172] on the 𝛽-skeleton of a point set. The following
code shows running the ∆-stepping algorithm with source vertex 0 and ∆ = 0.01 on

171



0 2 4 6 8 10
0

2

4

6

8

10

Figure 44: Example of running minimum spanning tree on the Delaunay triangula-
tion graph of a 2-dimensional point data set. The edges of the minimum spanning
tree are shown in red.

a 𝛽-skeleton graph with 𝛽 = 2 (the relative neighborhood graph).

Benchmarking

In this section, we benchmark the performance of GeoGraph on the four examples in
section 9.5. Our implementations are all parallel, except for complete-linkage clus-
tering, whose parallelization is a work in progress. We compare with Higra [188]
(version 0.6.4) for computing a hierarchical clustering on a 𝑘-NN graph and min-
imum spanning tree on the Delaunay graph (they do not support the other two
examples). The Higra framework has a Python interface, and calls the SciPy [233]
and scikit-learn [187] libraries serially to construct geometric graphs. In addition,
to demonstrate the advantage of running graph generation and graph algorithms in
memory without transferring intermediate data to and from disk, we compare with
a version of GeoGraph where the edges generated are first written to disk and then
loaded back into memory (GeoGraph-Disk).

We perform all of our experiments on a c5.18xlarge instance on Amazon EC2.
The instance has 2 × Intel Xeon Platinum 8124M (3.00GHz) CPUs for a total of 36
cores with two-way hyper-threading, and 144 GB of RAM. The storage uses Amazon
EBS with a General Purpose SSD. We use two synthetic 2-dimensional data sets,
each with 10 million points. We generate the blobs data set using scikit-learn’s [187]
generator, which produces samples from isotropic Gaussian blobs with varying vari-
ances. We also use a uniform data set consisting of data points generated uniformly
at random in a square of side length 10.

In Figure 45, we show the running times of the methods on the four examples.
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Figure 45: Comparison between GeoGraph, GeoGraph with disk I/O, and Higra.
T1 corresponds to the serial time and T36h corresponds to the parallel time on 36
cores with hyper-threading. KNN+CC is connected components on the 3-NN graph;
KNN+CLINK is complete-linkage clustering on the 3-NN graph; Delaunay+MST
is minimum spanning tree on the Delaunay graph; and Skeleton+SSSP is Delta-
stepping on the 2-skeleton with Delta set to 0.01. The running time in seconds is
displayed at the top of each bar.

Using 36-cores with hyper-threading, GeoGraph achieves 7.49x–14.99x self-relative
speedup. Compared with the baseline that writes the graph to disk and loads it back
into memory, GeoGraph achieves 3.72–7.35x speedup.8

Compared to Higra, our minimum spanning tree computation on the Delaunay
graph is 104–112x faster. This is due to GeoGraph supporting faster graph generation
and a more optimized minimum spanning tree algorithm. We encountered internal
errors in Higra when computing the 𝑘-NN graph and complete-linkage clustering on
the data sets with 10 million points. Therefore, we also tested Higra on smaller
data sets with 100 thousand points, drawn from the same distributions. On 36 cores
with hyper-threading, Higra takes 1.53 and 1.58 seconds for the blobs and uniform
data sets, respectively, while GeoGraph takes 0.204 and 0.207 seconds. Overall, our
graph generation is 11.4–112.9x faster than Higra while our graph algorithms are
6.63–13.69x faster. While Higra generates graphs by calling the Python libraries

8The disk I/O times varied across runs, likely due to the nondeterminism of Amazon EBS.
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SciPy for the Delaunay graph and scikit-learn for the 𝑘-NN graph serially, we use
optimized parallel C++ implementations to convert geometric data sets to graphs.
Overall, GeoGraph is 7.5–94.57x faster than Higra.
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Part IV

Conclusion and Future Work
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10 Conclusion

This thesis has demonstrated the effectiveness of parallel shared-memory multi-core
algorithms, implementations, and frameworks in efficiently processing large-scale spa-
tial clustering and computational geometry problems both in theory and practice.
We have designed and implemented a variety of parallel algorithms for spatial cluster-
ing, including exact and approximate DBSCAN as well as HDBSCAN* and EMST.
Our experimental results showed that our proposed algorithms achieve significant
speedup over existing sequential and parallel algorithms, enabling efficient process-
ing of large-scale datasets.

In addition to spatial clustering, we have also contributed to several computa-
tional geometry problems, such as convex hull, smallest enclosing ball, and dynamic
closest pair. These contributions further showcased the potential for parallel shared-
memory multi-core algorithms to improve performance in various areas of computa-
tional geometry.

Through working on this thesis, we encountered challenges associated with bridg-
ing the gap between the theory and practice. In our proposed algorithms, oftentimes
the algorithm derived from theory suffers from sub-optimal performance in practice.
To address this, we proposed practical optimizations to improve these algorithms’
speed and memory efficiency. While we found that theoretical analysis does not al-
ways capture all the complexities of a real machine, it pointed us in the right direction
where we were able to derive efficient implementations.

In addition to algorithms, we have introduced the ParGeo library for parallel
computational geometry. This library provides a comprehensive set of parallel algo-
rithms for geometric problems and data structures, along with a collection of geomet-
ric graph generators. ParGeo serves as a valuable resource for researchers working
with geometric data across various domains. We have also introduced a parallel grid
clustering framework, which enables efficient implementation of various grid-based
clustering algorithms.

In conclusion, this thesis has demonstrated that parallel shared-memory multi-
core machines offer an ideal balance between programmability and efficiency for
tackling large-scale spatial data processing challenges in both spatial clustering and
computational geometry domains. The presented algorithms, implementations, and
frameworks can significantly improve computational performance while maintaining
theoretical efficiency. As the demand for faster processing speeds continues to grow
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alongside increasing data set sizes, our work provides valuable insights into harnessing
the power of parallel shared-memory multi-core machines to address these challenges
effectively.
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11 Future Work

This thesis has demonstrated the effectiveness of parallel shared-memory multi-core
algorithms, implementations, and frameworks in efficiently processing large-scale spa-
tial clustering and computational geometry problems. However, there remain several
avenues for future work to further enhance the capabilities of these systems.

First, due to the diverse range of computing resources available today with vary-
ing performance characteristics, it is crucial for future systems to support efficient
processing on different types of hardware, including multicore CPUs, GPUs, dis-
tributed clusters, disks, and domain-specific accelerators. In particular, there are
many opportunities in implementing the algorithms proposed in this thesis on gen-
eral purpose GPUs.

Second, dynamic updates to input data sets (point insertions, deletions, or mod-
ifications) also presents opportunities for future work. Systems should be able to
efficiently update associated data structures and algorithm outputs in parallel.

Third, we are interested in using our geometric graph processing framework to
study algorithms and applications in geometry that can benefit from efficient graph
algorithms internally. Examples include motion planning algorithms that require
computing the shortest path on a visibility graph [84], and geometric clustering
algorithms like DBSCAN [95, 239] and hierarchical spatial clustering [61, 244], which
rely on underlying connected components or minimum spanning tree algorithms.
Investigating the interaction between geometric data processing and graph processing
within these applications highlights the need for a unified framework.

Fourth, designing efficient graph construction algorithms for high-dimensional
datasets is an important research direction. Approximate 𝑘-NN graph construction
methods have applications in data mining and information retrieval [71, 52, 221, 101,
169, 91]. Studying how different graph construction methods affect the quality of
downstream tasks will provide valuable insights.

Finally, there is a challenge in developing efficient visualization techniques that
present both the input point set and geometric graph realizations while illustrating
algorithm outputs on both. Future systems should support parallel visualization
techniques that scale to large data sets.
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