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Abstract
Free-space optical communications (FSOC) technology facilitates high-throughput wireless
links across large distances with low size, weight, and power (SWaP) terminals. However,
it is difficult to design reliable, low-cost FSOC terminals for long-range links through
the atmosphere. Even in clear conditions, the effects of air turbulence along such links
usually necessitate active wavefront correction via adaptive optics (AO). Conventional
AO algorithms rely on direct wavefront sensing, an approach that is high in cost and
SWaP and usually degrades in strong atmospheric scintillation. Sensing methods that are
more tolerant to scintillation have been developed, but they are often more challenging to
implement and further increase cost and SWaP.

Sensorless wavefront correction algorithms, such as stochastic parallel gradient descent
(SPGD), are preferable in terms of cost and SWaP, and have been used in FSOC terminals as
methods to optimize the received signal strength indicator (RSSI). A key challenge with such
algorithms, however, is that their convergence rate degrades as more atmospheric modes
are optimized. This can lead to an inadequate correction rate due to limited bandwidth of
the AO element and cause link interruptions. To maintain a sufficient link margin in such
conditions, correction algorithms with better convergence properties are needed.

This thesis focuses on the development and testing of a new non-stochastic algorithm
for multimodal wavefront correction and a more general analysis of the circumstances
where sensorless algorithms attain adequate performance for FSOC, including in strong
scintillation. An end-to-end simulation environment is built to compare SPGD with the
developed non-stochastic algorithm over a range of atmospheric conditions and hardware
configurations. We show that in identical conditions, the non-stochastic algorithm either
improves the link margin by 2–3 dB or relaxes the AO element bandwidth requirement
by a factor of 2–3 compared to SPGD. Finally, the simulation results are validated in the
laboratory under simulated atmospheric turbulence and compiled into a useful design tool
for predicting sensorless wavefront correction performance.
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Chapter 1

Introduction

1.1 Motivation

The interest in line of sight free-space optical communications (FSOC) technology continues

to experience significant growth. Historically, FSOC links were built and deployed mainly

as technological demonstrations. At present, FSOC technology is starting to be actively

deployed for larger-scale commercial use. The early commercial adopters are spread

across many sectors of the telecommunications industry: from satellite [1–3], middle-

mile [4–7], and last-mile [7, 8] connectivity, all the way to data center interconnects [9,

10]. Although there are many benefits associated with FSOC (e.g., directivity, bandwidth,

jamming resistance, and less restrictive licensing), imperfect availability and higher costs

hinder more ubiquitous deployment of this technology [11, 12].

One of the main challenges that complicates the design of low-cost and high-availability

links is their susceptibility to alignment and atmospheric effects. Compensation of these

effects usually necessitates active beam steering, and, for long-range atmospheric links,

active wavefront correction via adaptive optics (AO) [13, 14]. Figure 1-1 depicts the high-

level components that may be present in such long-range FSOC receivers. Since these

compensation technologies typically rely on different optoelectronic sensors, there is a need

for multiple conjugate optical sensing planes (besides the modem itself). Light is routed

to these planes either from an independent channel (beacon laser), or, less commonly, by

splitting the primary communications channel (beaconless systems) via bulk optics. This
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Figure 1-1: High-level depiction of conventional terminal architecture, assuming a longer-
range atmospheric link. The need for dedicated optoelectronic sensors for different control
loops results in the fragmentation of the device into multiple conjugate optical planes,
which increases the hardware complexity and cost. Some blocks may be combined or
unnecessary depending on the exact scenario and system requirements.

complicates not only the opto-mechanics but also the manufacturing, as these planes have

to be co-aligned and the residual errors calibrated out. The extra complexity associated

with the sensors (especially for wavefront sensing), the beacon channel, the optomechanics,

and the manufacturing and alignment procedures can significantly contribute to the overall

system cost.

To reduce the cost and complexity of these auxiliary systems, researchers have been

exploring both beaconless and sensorless approaches. The basic idea behind a sensorless

design is to eliminate the conjugate sensing plane and perform the sensor’s function

either: (a) via a hybrid sensor-receiver, or (b) entirely via the receiver. A simple example

of (a) is a multi-element photodiode that is simultaneously used for alignment sensing

and communications. For (b), perturbation-based algorithms for real-time optimization of

the received signal strength indicator (RSSI) are a good example of utilizing the modem

directly without custom sensing hardware. However, such algorithms are less effective for

atmospheric links that depend on wavefront sensing for active AO correction. The core

22



issue with sensorless AO algorithms, such as stochastic parallel gradient descent (SPGD), is

that their convergence rate degrades as more atmospheric modes are optimized (i.e., due to

more optimization degrees of freedom). This can lead to an inadequate correction rate due

to limited bandwidth of the AO element and cause link interruptions, which has hindered

the transition from dedicated sensing solutions to sensorless wavefront correction [15–18].

To maintain a sufficient link margin in such conditions, correction algorithms with better

convergence properties are needed. While some non-stochastic algorithms with more

promising performance have been proposed, they have only been demonstrated in a few

special cases, and a generalized approach is missing.

1.2 Research Contributions

The aim of this thesis is to explore new approaches for wavefront correction without

dedicated or hybrid wavefront sensors. More concretely, we investigate a generalized,

non-stochastic algorithm based on optimization of RSSI at the modem. We also focus on

improving the understanding of the circumstances under which these algorithms attain

adequate performance, particularly in the context of atmospheric FSOC links. To this end,

this work addresses three research contributions:

1. Development of a generalized, non-stochastic, sensorless wavefront correction algo-

rithm. Inspired by state-of-the-art research, we devise a gradient-free method that

can be calibrated to correct arbitrary modes using arbitrary AO hardware.

2. Verification of performance improvement over stochastic, gradient-based methods

in terms of FSOC link margin and the AO bandwidth requirement.

3. Investigation of the algorithm’s performance bounds. By compiling performance re-

sults across different conditions, we improve the understanding of the circumstances

under which sensorless correction is feasible and under which direct wavefront

sensing is still preferable.

23



1.3 Thesis Organization

This thesis is organized as follows: Chapter 2 gives more background on the key factors

that usually lead to complex sensor-driven solutions in FSOC terminals. We show why

turbulence compensation, in particular, can be challenging to implement, and describe

the drawbacks of conventional methods. The chapter also mentions relevant research in

sensorless alternatives where applicable.

Chapter 3 summarizes state-of-the-art sensorless wavefront correction algorithms

relevant to low-cost FSOC terminals. We cover three specific approaches from different

research areas and discuss their pros and cons. The chapter concludes with a description

of the research gaps that this work attempts to address.

The key contributions from this thesis begin in Chapter 4, which describes the devel-

opment of a novel non-stochastic algorithm inspired by the state-of-the-art approaches

discussed in Chapter 3. In the first half of the chapter, simple estimation equations are

derived, which enables generalization of the algorithm to arbitrary adaptive optic elements

and basis functions. In the second half of the chapter, we summarize different mechanisms

through which these equations can be utilized for multi-modal wavefront correction.

Chapter 5 focuses on analyzing the non-stochastic algorithm in an end-to-end simula-

tion environment. The simulations are used to better understand its behavior in different

configurations and to rapidly evaluate its performance. The algorithm is then compared

to the state-of-the-art stochastic algorithm over a range of atmospheric conditions and

hardware parameters. We compile the results into a useful tool for performance prediction

and show an improvement in performance over the state-of-the-art.1

In Chapter 6, we describe an approach for hardware validation of the simulation results

in the laboratory. The design of an experimental testbed is discussed, along with the results

from its calibration. The chapter concludes with a comprehensive summary of the results

from the performance validation.

Finally, Chapter 7 summarizes the work, the contributions, and outlines a few possible

areas for future research.

1The key findings from Chapters 4 and 5 are also reported in [19].
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Chapter 2

Background and Preliminaries

2.1 Complexity Drivers

The conventional multi-sensor architectures stem from the need to meet a few distinct

requirements related to bringing up and maintaining the FSOC link. In this section, we

categorize the performance requirements between link acquisition, pointing & tracking,

and compensation of atmospheric effects. Additionally, we highlight some alternative sen-

sorless approaches or other proposed methods to reduce the associated systems’ complexity

and cost.

2.1.1 Link Acquisition

The first step in closing an FSOC link between two terminals is to establish sufficient

alignment for power to be acquired in the modem’s optical receivers. Since FSOC utilizes

particularly narrow beams (commonly on the order of µrad), in practice, the initial align-

ment error is many times larger than the beam’s angular extent. The signal acquisition

is further complicated by the fact that the field of view (FOV) of the conventionally used

single-mode fiber (SMF) coupled optical receivers is also very narrow (also commonly

on the order of µrad, considering high-gain receivers with few µm cores). While the

initial alignment uncertainty can be reduced at the expense of adding finer position and

orientation sensors (e.g., IMU, GPS, star tracker), acquisition usually demands even higher
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accuracy, and other solutions need to be implemented.

The conventional approach is twofold: (1) use a dedicated alignment sensor (e.g., a

focal plane array) with large enough FOV to cover the alignment uncertainty, and (2)

increase the angular extent covered by the beam (e.g., using a beacon laser with a larger

divergence angle). After the signal is acquired at the detector’s plane, the feedback is used

to correct the alignment error and enable signal acquisition at the SMF-coupled receiver

with a narrow FOV. Link acquisition can be particularly challenging for terminals on

moving platforms, such as aircraft or spacecraft, where the relative orientation changes at

a high rate, and the acquisition window can be relatively short. In such scenarios, both

high-rate and wide field of regard (FOR) sensing and beam steering solutions are needed.

Beaconless acquisition

While sensorless acquisition (i.e., using only a narrow-FOV optical modem) has yet to be

demonstrated in the literature, researchers have been exploring methods for beaconless

acquisition to simplify the hardware design. Eliminating the beacon laser, however, comes

with two challenges: (1) some fraction of the primary channel’s power needs to be routed

to the acquisition sensor, reducing the link margin, and (2) the typically smaller divergence

angle of the primary beam complicates the alignment process. While there is no way around

the loss of some signal with a dedicated sensor, two solutions for utilizing the smaller

divergence beam have been discussed in the literature: beam scanning and beamwidth

control. A high-level illustration of these methods is shown in Fig. 2-1.

Beam scanning, or search, utilizes steering actuators to probe the uncertainty cone,

usually with a spiral or raster search pattern. The downside is that it can be more time-

consuming than beacon-assisted acquisition. This approach has been successfully demon-

strated in practice, for instance, by the European Data Relay System (EDRS) satellites,

which provide low-Earth orbit (LEO) to geostationary orbit (GEO) relay services [20–24].

On the other hand, beamwidth control uses mechanisms that enable some adjustability

of focus along the optical path. As illustrated in Figure 2-1, during acquisition, defocus is

injected to expand the beam and, ideally, cover the entire uncertainty cone. The defocus is

removed for communications, and the beam is as close to diffraction-limited as possible.
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Figure 2-1: Depiction of beaconless probing of the uncertainty cone between a local and
a remote terminal. The top graphic illustrates beam scanning, while the bottom case
depicts how beamwidth control can enable both wide-beam acquisition and narrow-beam
communications.
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Various implementations of this concept were proposed, for example, using motorized

lenses, fibers, or wedge pairs [25–29].

2.1.2 Pointing and Tracking

After acquisition, the terminals must continuously maintain alignment within a fraction of

the beamwidth to minimize fluctuations in the received power. Any significant dynamic

errors (e.g., due to platform motion or vibration) need to be actively compensated, which is

commonly accomplished via a closed-loop spatial tracking system. Since this loop’s effec-

tiveness depends on the accuracy of beam steering and alignment sensing, the terminals

require both precision sensors and fine-pointing mechanisms.

Unlike link acquisition, which necessitates larger FOR sensing but relatively low band-

width, tracking systems utilize smaller FOR at a higher bandwidth. Depending on the

spectrum of disturbances the device is subject to, multiple (staged) disturbance rejection

systems may be necessary in parallel for different frequency bands (these might also

include, for example, passive or active vibration isolation systems). Consequently, it is

common to have a dedicated conjugate plane with a faster, narrower-FOV alignment sensor

used exclusively for tracking.

Hybrid Array-Based Receivers

Due to the lower FOR requirement, it is possible to eliminate the conjugate tracking

plane by using a hybrid sensor-receiver that combines the functions of fine alignment

sensing and communications. These devices typically rely on some array-like arrangement

of active surfaces (or waveguides), such as pairs or quadrants, to enable one- or two-

axis position sensing via differentials in the amount of captured light. With fiberless

coherent receivers, this approach has been demonstrated using balanced photodetectors

mounted perpendicular to each other along separate interferometer arms [30], or using a

quadrant detector on a single arm [31]. With incoherent (i.e., based on direct detection)

fiberless receivers based on avalanche photodiodes (APDs), simultaneous gigabit-rate

communications and spatial tracking was demonstrated with hybrid multi-segment APD
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Figure 2-2: Simplified visualizations of some hybrid array-based receivers: (a) coherent
receiver with two arms and perpendicular balanced detectors (RX: received light, LO: local
oscillator), (b) coherent receiver with one arm and a single quadrant detector, (c) hybrid
APD array for incoherent detection, (d) tracking with a fiber bundle.

arrays [32, 33]. Finally, with fiber-coupled receivers, several investigations explored the

use of fiber bundles to enable inference of position from differences in the fiber-coupled

intensities [34–36].

Dither-Based Alignment Correction

Another sensorless approach explicitly developed for detectors coupled via SMF is based

on direct optimization of the detected optical intensity (commonly referred to as modem

RSSI in the context of FSOC). Since single-mode waveguides are particularly sensitive

to alignment, hill-climbing optimization algorithms can effectively find the maximum

coupling efficiency and, by extension, the optimal alignment. Extremum seeking control

(ESC) is the most commonly used technique to implement such alignment correction

feedback loop in practice. In ESC, a small sinusoidal dither is injected to perturb the system

at some frequency, and the output at this frequency is demodulated to infer the appropriate

direction of correction.

Since tracking is a two-dimensional problem, both azimuth and elevation have to

be dithered simultaneously at different frequencies or using two 90◦-offset sinusoids,

resulting in a circular dither pattern. The latter case, often referred to as fiber nutation

or nutation tracking in literature, uses an IQ demodulator to isolate the azimuth and

elevation controls. Nutation tracking has been demonstrated with actuated fibers [37–39],

29



RSSI

Alignment

RSSI

2D Alignment

Figure 2-3: A high-level illustration of alignment correction via ESC in one dimension
(left) vs. two dimensions, which is based on two IQ sinusoidal dithers forming a circular
dither pattern (nutation tracking, right).

electro-optic modulators [29, 40], and actuated mirrors [41–43].

2.1.3 Atmospheric Effects

For FSOC links that involve atmospheric propagation, the beam may suffer additional

distortion on top of tilt from platform motion and diffraction (spreading) from free-space

propagation. Interaction with atmospheric particles through scattering and absorption

leads to an irreversible transmission loss, which varies with distance, wavelength, and

other environmental factors. In addition, random fluctuations of the local atmospheric

refractive index (i.e., clear air turbulence) lead to aberrations of the beam’s phase and

amplitude. Depending on the exact link geometry, aperture size, and environmental factors,

this may severely impact the efficiency of coupling into the modem at the receiver [13, 44].

Mitigations for absorption and scattering are usually passive and involve choosing an

appropriate wavelength and utilizing approaches such as site diversity. In contrast, the

higher-order wavefront aberrations from turbulence can be actively mitigated via wave-

front correction at the receiver [13, 14]. As shown in Fig. 1-1, AO-based phase conjugation

is most commonly employed to minimize the phasefront variation and maximize coupling

into the modem. However, given the difficulties associated with the measurement and
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Figure 2-4: Illustration of wavefront perturbations resulting from clear air turbulence [45].
A plane wavefront experiences spatiotemporal refraction and diffraction while passing
through turbulent atmospheric eddies mixed by winds. These effects occur due to random
variations in the local refractive index, which is a function of the local air temperature.

compensation of these variations, wavefront correction is typically the most complex (and

costly) of the compensation systems used in FSOC terminals.

2.2 Challenges with Turbulence Compensation

From the perspective of an FSOC receiver, the effect of atmospheric turbulence can be

characterized as a spatiotemporal variation in the amplitude and phase of the received

wavefront. Mathematically, this is often described as a perturbation of the incident electric

field using phasor notation [46]:

𝐸(𝑥, 𝑦, 𝑡) = 𝐸0(𝑥, 𝑦) exp [𝜒 (𝑥, 𝑦, 𝑡) + 𝑖Φ(𝑥, 𝑦, 𝑡)] , (2.1)

where 𝐸 is the scalar component of the electric field, 𝑥 and 𝑦 are the spatial coordinates,𝑡 is the time coordinate, 𝐸0 is the (unperturbed) incident field, 𝜒 is the log-amplitude

perturbation, and Φ is the phase perturbation. A few statistical properties are commonly

used to quantify the average spatiotemporal variation of the received wavefront. The
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Table 2.1: Key statistical properties that describe atmospheric wavefront perturbations.

Statistical property Definition and remarks

Spatial coherence
(Fried parameter, 𝑟0) Following notation in Andrews 2005 [46], 𝑟0 = 2.1𝜌0, where𝜌0 is the spatial coherence radius, defined by the 𝑒−1 point

of the normalized (second-order) complex spatial correlation
function (ensemble-averaged over a long time).

Temporal coherence
(Time constant, 𝜏atm)

Similar to the definition of spatial coherence, we define 𝜏atm by
the 𝑒−1 point of the complex temporal correlation function (in
this case averaged spatially, not temporally).

Scintillation regime
(Rytov variance, 𝜎2𝑅)

Following notation in Andrews 2005 [46], 𝜎2𝑅 = 1.23𝐶2𝑛𝑘7/6𝐿11/6,
where 𝐶2𝑛 is the refractive index structure constant, 𝑘 is the
wavenumber, and 𝐿 is the link distance. The value 𝜎2𝑅 ≈ 1 is
considered a threshold between weak and strong fluctuations.

Fried parameter, 𝑟0, is used to describe the average spatial coherence length of the fields.

Similarly, the temporal coherence can be characterized using an atmospheric time constant𝜏atm. Finally, the variance of the field amplitudes, also referred to as scintillation, is typically

quantified using the Rytov variance, 𝜎2𝑅. A summary of these three parameters and their

definitions is given in Table 2.1. If the FSOC receiver has an optical aperture of diameter𝐷, an important parameter in terms of wavefront correction is the ratio 𝐷/𝑟0. The larger𝐷/𝑟0 is, the higher the spatial frequencies one must compensate to reject the atmospheric

perturbations.

While wavefront correction may generally comprise both amplitude and phase com-

pensation (i.e., full-wave correction), practical applications often only implement phase

conjugation techniques [14, 47]. To this end, AO elements, such as deformable mirrors

(DMs), are commonly utilized to facilitate coupling of the received wavefront into a SMF.

The phase compensation can either be zonal, when the stroke of each DM actuator is

optimized individually, or modal, when the correction is applied through some orthogonal

basis functions and the modal coefficients are optimized instead. Assuming the phasefront

perturbation can be decomposed as

Φ(𝑥, 𝑦, 𝑡) = ∞∑𝑖=0 𝑎𝑖(𝑡)M𝑖(𝑥, 𝑦) , (2.2)
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Figure 2-5: Comparison between a fiber-coupled FSOC receiver with AO based on dedicated
wavefront sensing (left) and direct RSSI optimization at the modem (right).

where M𝑖 are modes from an orthonormal basis (with increasing spatial frequencies) and𝑎𝑖 the associated modal coefficients, the goal of modal compensation is to optimize 𝑎𝑖
actuated by the DM such that the reflected phasefront is as flat as possible.

2.2.1 Conventional and Sensorless Architectures

To determine the corrections, a wavefront sensor (WFS) is typically placed behind the AO

to sample the residual phasefront variation and provide feedback to the DM in a closed

loop. This conventional approach is depicted on the left side in Fig. 2-5. The addition

of a WFS complicates the terminal design for several reasons. Due to the difficulty of

directly measuring phase at optical frequencies, a WFS is a non-trivial device from both

a hardware and a software perspective, which has an impact on its cost. Splitting the

wavefront between the conjugate planes of the modem and the WFS also penalizes the link

budget (in beaconless systems), and necessitates additional optomechanical components

as well as a more complex alignment procedure.

In addition, implementing a reliable WFS under strong atmospheric scintillation poses

further technical challenges. For example, the most commonly used Shack-Hartmann

wavefront sensor (SHWFS) suffers from degraded wavefront reconstruction in strong scin-

tillation due to speckle noise and branch cuts (discontinuities) in the phase function [48, 49].

On the other hand, alternative sensing methods that are more resilient to scintillation,

such as self-referencing interferometry (SRI), are often more difficult to implement and

33



further increase the system cost and size, weight, and power (SWaP) [50, 51]. A high-level

illustration of these two sensing methods is shown in Fig. 2-6.

A lower cost and SWaP alternative to the conventional approach based on a dedicated

WFS are iterative dither-based optimization algorithms. As with dither-based alignment

correction (e.g., fiber nutation), one can devise a multidimensional optimization algo-

rithm for wavefront correction without having to depend on direct wavefront sensing.

In literature, such approaches are sometimes referred to as multidither AO algorithms,

wavefront-sensorless AO, or simply sensorless AO. Given that these methods can be fine-

tuned to optimize different metrics, they have been explored not only in the context of

FSOC, but also for high-contrast imaging and high-power delivery. A variety of these

algorithms have been proposed and demonstrated in the literature, both in zonal [53–59]

and modal [15, 57, 59–63] configurations.

With FSOC receivers coupled via a SMF, the target optimization metric can conve-

niently be the modem RSSI. This architecture is visualized on the right-hand side in Fig. 2-5.

Since coupling to single-mode waveguides is particularly sensitive to phasefront perturba-

tions [44], these algorithms can effectively find the peak waveguide coupling efficiency

and, by extension, the optimal wavefront correction. However, a common issue with

such approaches is that the number of optimization steps needed grows with the number

of atmospheric modes corrected. This puts pressure on the system to run dithers and

corrections as quickly as possible to keep up with dynamic wavefront changes, and the

actuator bandwidth will typically bottleneck the realizable refresh rate in situations where

multiple modes require compensation [15, 16]. We cover a subset of these algorithms that

are relevant to low-cost FSOC receivers in more depth in Chapter 3.
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Figure 2-6: The working principle of a Shack-Hartmann wavefront sensor (SHWFS) versus
a WFS based on self-referencing interferometry (SRI) [51, 52].
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Chapter 3

Wavefront Correction via

Optimization of Fiber RSSI

Given several decades of research and development in fiber-optic communications, it is

common for FSOC systems to utilize fiber-coupled photonic components. Apart from the

main benefit of the general availability of high-performance, low-cost transceivers and

amplifiers, they can also facilitate more efficient communication schemes, such as those

based on optically pre-amplified receivers and coherent detection. In terms of system

complexity, it is therefore desirable to use the fiber RSSI measurements for wavefront

correction algorithms without relying on additional sensing hardware.

A further advantage of this approach stems from the fact that optical receivers utilize

very sensitive detectors, which are commonly optimized for operation at multi-GHz

bandwidth to support high-rate communications. Since atmospheric turbulence is a much

slower process (𝜏−1atm is typically between tens to hundreds of Hz [14]), one can sample the

RSSI at low bandwidth and achieve a very high signal-to-noise ratio (SNR) when the link is

operational. This is in contrast to a dedicated WFS, which has access to only a fraction of

the received power and further distributes it between many pixels. In this chapter, we give

an overview of a few state-of-the-art sensorless wavefront correction algorithms proposed

specifically for SMF-coupled FSOC receivers.
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3.1 Stochastic Parallel Gradient Descent

One of the most extensively researched algorithms which has been demonstrated with

SMF receivers is SPGD, an approach initially proposed for turbulence compensation by

Vorontsov [55, 64]. To estimate a wavefront correction, small random step dithers are

first simultaneously injected into all the available control channels. The change in RSSI

in response to this parallel step perturbation is then measured. It should be noted that

the perturbation and measurement must occur while the atmosphere is approximately

correlated to obtain useful information, i.e., 𝜏𝑚 ≪ 𝜏atm, where 𝜏𝑚 is the measurement

settling time after dither injection. Since the smallest practical 𝜏𝑚 value is constrained by

the actuator bandwidth, which is usually on the order of tens of kHz, it is also assumed

here that the RSSI noise is negligible due to the high SNR that is typically attainable at

such low measurement bandwidths (in contrast to the GHz-rate communications).

The measurement is normally done after both a positive and a negative (flipped) dither

pattern is applied. This approach enables the approximation of the gradients irrespective

of the number of control channels involved. In its most basic form, dithers with random

signs of equal probability are injected to every channel 𝑢𝑖 (𝑖 can represent mode or actuator

index) in parallel: 𝜙𝑖 = ±|𝜙| , (3.1)

where 𝜙 is a scalar phase dither magnitude (in radians). Two optimization metrics 𝐽 (𝑢𝑖),
which in this case are RSSI measurements 𝑆(𝑡), are then compared:

𝐽 + = 𝐽 (𝑢𝑖 + 𝜙𝑖) , (3.2)𝐽 − = 𝐽 (𝑢𝑖 − 𝜙𝑖) , (3.3)𝛿𝐽 = 𝐽 + − 𝐽 − . (3.4)

It can be shown [64] that the expected values ⟨𝛿𝐽 𝜙𝑖⟩ are proportional to the true

channel gradients: 1𝜙2 ⟨𝛿𝐽 𝜙𝑖⟩ = 𝜕𝐽𝜕𝑢𝑖 + 𝜓𝑖 , (3.5)
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where 𝜓 represents a zero-mean stochastic estimation noise. Since the products 𝛿𝐽 𝜙𝑖
approximate the individual gradients, small corrections Δ𝑢𝑖 can be applied to the control

vector to climb towards the maximum RSSI:

Δ𝑢𝑖 = 𝜇 𝛿𝐽 𝜙𝑖 , (3.6)

where 𝜇 is a dimensionless feedback gain (sometimes referred to as learning rate), which

can trade convergence rate for stability and is usually determined empirically.

Depending on the optimization metric, it may be helpful to normalize 𝛿𝐽 . For in-

stance, with 𝐽 being the fiber RSSI, the following normalization can be used to obtain a

dimensionless metric irrespective of the average received power:

𝛿𝐽 = 𝐽 + − 𝐽 −𝐽 + + 𝐽 − . (3.7)

SPGD has been evaluated with SMF receivers both in zonal [57, 65] and modal [15, 65]

configurations. The only difference in implementation is that the zonal variant’s 𝑢𝑖 are the

individual actuator strokes, whereas with the modal variant, 𝑢𝑖 are coefficients of some

basis functions. A fit between the basis functions and the actuator influence functions is

used to transform the coefficients into DM voltages. While the zonal variant can directly

optimize each segment, as the number of actuators increases, so does the estimation

uncertainty and the number of corrections needed for the system to converge. This starts

being an issue when the convergence time, which is a function of both 𝜏𝑚 and the number

of actuators corrected, becomes comparable to the coherence time of the atmospheric

turbulence.

The benefit of the modal variant is that one can more optimally balance the num-

ber of correction channels (i.e., by reducing or expanding the subset of modes) and the

convergence rate to maximize performance in specific atmospheric conditions. Indeed,

research has shown that even with recent multi-kHz bandwidth DMs, modal SPGD outper-

forms the zonal variant in typical dynamic turbulence, assuming average wind speed [65].

Nonetheless, the conditions where modal SPGD provides adequate performance are limited

due to the need to constrain the number of corrected modes. To extend these conditions,
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researchers have focused on selecting only the dominant modes for correction, as well as

optimizing the correction basis itself. For instance, utilizing a basis derived specifically

to eliminate small correlations observed between a few Zernike polynomial functions, a

performance improvement of about 5% has been shown [16, 66, 67].

3.1.1 Weighted Modal SPGD

Another approach that has been investigated to optimize the performance of modal SPGD

for atmospheric compensation is the use of weighted (non-binary) dithers 𝜙𝑖. This enables

emphasizing or de-emphasizing individual modes in the parallel gradient estimation and

correction. Assuming again that the phasefront Φ can be decomposed as

Φ(𝑥, 𝑦, 𝑡) = ∞∑𝑖=0 𝑎𝑖(𝑡)M𝑖(𝑥, 𝑦) , (3.8)

Vorontsov proved that the modal SPGD convergence rate is theoretically optimal if and

only if the dithers 𝜙𝑖 and the modal coefficients 𝑎𝑖 are statistically dependent functions [64].

While this requirement is impossible to fully meet in practice (𝑎𝑖 are unknown random

variables), it is possible to approximate the ensemble variances ⟨𝑎𝑖2⟩ from models of the

turbulence spatial power spectrum, assuming some expected (average) outdoor conditions.

The predicted ⟨𝑎𝑖2⟩ can then be used as weighting factors for 𝜙𝑖, and de-emphasize correction

of modes with higher spatial frequencies, which are expected to have a smaller contribution

to the wavefront error. More specifically, recent works [16, 18] explore weighting the

dithers as 𝜙𝑖 = ±𝛾√⟨𝑎𝑖2⟩ , (3.9)

where 𝛾 is a dimensionless constant that scales the coefficient dithers according to the

predicted modal root mean square (RMS) values. In this case, the respective ⟨𝑎𝑖2⟩ are

determined theoretically from a Kolmogorov power spectrum model. A summary of the

algorithm based on such weighting is given in Alg. 1.

Dynamic simulations of this approach in the literature indicate an improvement in the

average Strehl ratio (SR), however, the performance gain heavily depends on temporal
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bandwidth constraints. In a hypothetical scenario where 𝑁 = 105 modes are corrected,

and the SPGD correction rate is about one tenth of 𝜏atm, an improvement in the average

correction of up to 3 dB has been shown [18]. However, it is unclear how this result scales

with 𝑁 or how it changes with practical limitations such as receiver noise, which will

constrain the smallest detectable modal perturbation. A broader analysis of the algorithm’s

performance across different atmospheric conditions (i.e., 𝜏atm, 𝐷/𝑟0, and 𝜎2𝑅) is also missing.

for 𝑘 ← 0 to ∞ do ⊳ Iteration 𝑘𝜑 ← 𝛾∑𝑁𝑖=0 ±√⟨𝑎𝑖2⟩M𝑖 ⊳ Construct a parallel weighted ditherΦ ← Φ + 𝜑 ⊳ Positive phasefront dither injection𝐽 + ← 𝑆(2𝑘𝜏𝑚) ⊳ RSSI after measurement settlingΦ ← Φ − 2𝜑 ⊳ Negative phasefront dither injection𝐽 − ← 𝑆([2𝑘 + 1]𝜏𝑚) ⊳ RSSI after measurement settling𝛿𝐽 ← (𝐽 + − 𝐽 −)/(𝐽 + + 𝐽 −) ⊳ Normalized gradient calculationΦ ← Φ + 𝜑 (𝜇𝛿𝐽 + 1) ⊳ Phasefront correction (and dither removal)
end

Algorithm 1: Pseudocode for weighted modal SPGD.

3.2 Correction of Binary Modes via Time-Division

Another modal algorithm developed specifically for segmented (piston-only) DMs with

detectors coupled via SMF by Wang [61] utilizes serial correction of binary modes through

time-division (TD). Unlike SPGD, Wang’s method is non-stochastic, non-parallel, and

gradient-free. In contrast to gradient-based methods, which do not rely on knowledge of

the function being optimized, the algorithm exploits a deterministic relationship between

coefficients of the binary Walsh modes and RSSI measurements. More concretely, changes

in RSSI resulting from coefficient dithers are used to implement a Walsh mode estimator,

which enables correction of the modes via feedback control.
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3.2.1 Walsh Modes

The two-dimensional Walsh modes W𝑖 (𝑥, 𝑦) are outer products of one-dimensional Walsh

functions, which themselves are products of Rademacher functions R𝑛 (𝑥). These are

binary equivalents of pure spatial frequencies on a unit interval discretized in powers of

two:

R𝑛 (𝑥) = sgn [sin (2𝑛𝜋𝑥)] , 𝑛 ∈ N , 𝑥 ∈ [0, 1] , R𝑛 (𝑥) ∈ {−1, 1} , (3.10)

where 𝑛 is the function order, and 𝑥 the normalized spatial coordinate. Performing all the

possible permutations of products between R𝑛 up to a certain order 𝑛max = 𝓁 results in

the one-dimensional set of Walsh functions, which make a complete orthonormal basis

on a unit interval discretized to 2𝓁 pixels. The binary values of these functions can also

be obtained from rows of a 2𝓁-order Hadamard matrix 𝐇2𝓁 . Just as the one-dimensional

functions, the two-dimensional modes allow decomposing phasefronts Φ(𝑥, 𝑦) up to a

spatial resolution of 2𝓁 × 2𝓁 on a unit square. An 𝓁 = 3 subset of the two-dimensional

modes is pictured in Fig. 3-1 following the sequency ordering (when modes are sorted

by increasing spatial frequency). In the limit of 𝓁 → ∞, an arbitrary phasefront may be

decomposed: Φ(𝑥, 𝑦, 𝑡) = ∞∑𝑖=0 𝑎𝑖(𝑡)W𝑖 (𝑥, 𝑦) . (3.11)

3.2.2 Estimation and Correction

To estimate the residual modal errors, a relationship between 𝑎𝑖 and the RSSI measurement𝑆 is used. If the residuals are small, Wang has shown [61] that 𝑆 varies with any individual

Walsh coefficient 𝑎𝑖 approximately as

𝑆 ≈ 𝑏𝑖 cos2 𝑎𝑖 , (3.12)

where 𝑏𝑖 is a function of all the coefficients but 𝑎𝑖. If we step 𝑎𝑖 by a known dither magnitude𝜙, the pre- and post-dither measurements 𝑆0 and 𝑆1 can be used to solve for the unknowns
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Figure 3-1: Illustration of how two-dimensional Walsh modes are constructed from outer
products of one-dimensional Rademacher functions. The modes are displayed in sequency
ordering (increasing spatial frequency) and up to 𝓁 = 3. The white and black spaces
correspond to values of +1 and -1 respectively. The two-dimensional binary pattern
resembles a sequency-ordered 𝐇64 Hadamard (Walsh) matrix.
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in the equation, which forms the basis of the estimation algorithm:

𝑆0 = 𝑏𝑖 cos2 𝑎𝑖 , (3.13)𝑆1 = 𝑏𝑖 cos2(𝑎𝑖 − 𝜙) , (3.14)

𝑎𝑖 = arctan(√𝑆0/𝑆1 − cos𝜙sin𝜙 ) . (3.15)

A few requirements need to be met to implement this method successfully. Both the

injection of 𝜙 and the correction of 𝑎𝑖 depend on the ability to actuate the Walsh modes,

which necessitates at least 2𝓁 × 2𝓁 = 22𝓁 addressable piston segments in a square grid on

the DM. As with SPGD, 𝜏atm must be longer than the measurement settling time 𝜏𝑚, and

the measurement must have a sufficient SNR. Finally, because the approximation error in

Eq. 3.12 increases with large residuals, the dominant 𝑎𝑖 should be corrected via feedback

control, or else all the estimates may incur additional error.

In practice, if the first two requirements are met, the correction may be performed

once an estimate is obtained, and involves removing 𝜙 and 𝑎𝑖 from Φ at the same time. The

process is then repeated for other W𝑖 up to some 𝑖max = 𝑁 , and started over, as summarized

in Alg. 2. Due to this modal TD, it is important to choose 𝑁 appropriately to balance

temporal and spatial correction since 𝑁 affects both the per-mode refresh rate and the

residual error from uncorrected modes (i.e., for 𝑖 > 𝑁 ).

for 𝑘 ← 0 to ∞ do ⊳ Iteration 𝑘
for 𝑖 ← 0 to 𝑁 do ⊳ Mode 𝑖𝑆0 ← 𝑆(2𝑘𝜏𝑚) ⊳ Baseline RSSI after settlingΦ ← Φ + 𝜙W𝑖 ⊳ Step Walsh dither injection𝑆1 ← 𝑆([2𝑘 + 1]𝜏𝑚) ⊳ Dithered RSSI after settling𝑎𝑖 ← arctan [(√𝑆0/𝑆1 − cos𝜙) / sin𝜙] ⊳ Modal coefficient estimationΦ ← Φ − [𝑎𝑖 + 𝜙]W𝑖 ⊳ Correction and dither removal
end

end

Algorithm 2: Pseudocode for correction of Walsh modes via TD.
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If the algorithm is actively compensating turbulence (i.e., in tracking mode), the third

requirement is implicitly satisfied. However, larger residuals may be present when the

algorithm is first switched on or after a signal fade (i.e., in AO acquisition mode), leading

to estimation bias driven by the inaccuracy of Eq. 3.12. Nonetheless, simulations with𝑁 = 255 and 𝜙 = π/4 in frozen atmospheric turbulence have shown that about 70% of the

total compensation is usually obtained after the first iteration of modal corrections [61].

After two full iterations, 99% of the correction is achieved, demonstrating that Eq. 3.12

can also be used effectively in this scenario. However, a more comprehensive analysis of

how performance is affected when 𝑁 is practically constrained by the actuator bandwidth

or when the dithered measurements are corrupted by noise is lacking. In addition, the

approach has not been tested in time-varying turbulence or across different 𝐷/𝑟0 and 𝜎2𝑅.

3.3 RF-Inspired Zonal Algorithms

Coherent beam combining (CBC) is another problem that has prompted a significant

amount of research in sensorless phase optimization. A common CBC approach is to re-

combine multiple amplified SMFs-coupled laser sources, which necessitates phase control

along each fiber to compensate for phase drift stemming from the amplifier and path-length

variations [68]. Unlike atmospheric effects, which have some degree of spatial phase corre-

lation, phase variations in CBC are typically uncorrelated, necessitating zonal algorithms.

However, like with FSOC receivers, a single fiber-coupled detector is desired to simplify the

system. Apart from SPGD, researchers analyzed more scalable non-stochastic algorithms,

given the growing desire to combine more and more beams (commonly hundreds [68],

even thousands proposed [69]).

One broader approach demonstrated in several variations involves dithering each

phase tuner at a specific frequency, akin to a radio frequency (RF) carrier. It can be shown

that the tuner phase error is proportional to the coherently demodulated power at the

given frequency [70], which resembles a basic amplitude modulation (AM) receiver and

enables feedback control. However, due to potentially hundreds of channels sharing the

same detection chain, multiplexing must be utilized to demodulate all the error signals.
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This led to demonstrations inspired by various RF multiple-access methods, such as time-

division [71, 72], frequency-division [70, 73, 74], and code-division [75–77]. Apart from

AM, the more spectrally efficient quadrature amplitude modulation (QAM) has also been

proposed to double the number of tuners per slot, leading to better utilization of the

available tuning bandwidth.

3.4 Discussion and Research Gaps

Reviewing the literature, we notice two high-level groups of approaches that are based on

RSSI optimization: (1) generalized stochastic algorithms (SPGD variants), and (2) specialized

non-stochastic algorithms (multiplexing of binary modes or individual actuators).

Although SPGD is more easily applied to different application cases (e.g., it generalizes

to arbitrary AO hardware and basis functions), its convergence rate degrades as more

variables are optimized, and it often requires hundreds of iterations to converge in simulated

frozen turbulence [57, 58, 65]. Since the dithers are generated randomly, their effect on

RSSI is not deterministic, and the usefulness of each iteration varies. In the worst case,

a phasefront perturbation may not affect RSSI altogether, and no useful information is

measured. The number of iterations also depends on the gradient descent rate (determined

by the gain 𝜇), which must be optimized for both speed and long-term stability.

Non-stochastic algorithms, conversely, are based on the injection of deterministic per-

turbations. Since each optimized variable is dithered independently (through multiplexing),

the RSSI measurements can be used to estimate optimal corrections without having to

climb toward the maximum (i.e., they enable direct gradient-free optimization). Although

multiplexing divides the available bandwidth between all optimized variables, research

indicates that the convergence rate may scale more favorably with the number of variables

compared to stochastic methods [61, 68]. However, non-stochastic algorithms have only

been demonstrated in a few special use cases. A generalized approach that applies to

arbitrary AO elements, basis functions, and multiplexing methods is missing.

In general, the literature lacks an in-depth evaluation of different sensorless approaches

in higher-fidelity simulations or experiments. Most research works analyze performance
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in frozen atmospheric turbulence (without a temporal aspect) and consider only weak or

no scintillation. Other important practical considerations, such as the actuator bandwidth

or the measurement noise, are also often neglected. Consequently, it is not very clear what

performance one can expect with different algorithms as the environmental and hardware

parameters change.

This work addresses these gaps by directly comparing stochastic and non-stochastic

algorithms over a broad range of atmospheric parameters and hardware configurations.

Ultimately, our goal is to improve the understanding of the circumstances in which sensor-

less approaches attain adequate performance (e.g., across properties such as 𝐷/𝑟0, 𝜏atm, and𝜎2𝑅), and in which dedicated wavefront sensing is still preferable. In Chapter 4, we address

the lack of a generalized non-stochastic algorithm, while in Chapters 5 and 6 we focus on

comparing the performance of the stochastic and the non-stochastic approaches across

different conditions.
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Chapter 4

Generalized Non-Stochastic

Modal Algorithm

Motivated by the convergence properties demonstrated by Wang’s non-stochastic algo-

rithm for binary modes, this chapter summarizes the derivation of a new, generalized,

non-stochastic modal algorithm with two goals in mind. The first goal is to not restrict the

AO system design to specific hardware and a specific basis (i.e., only 2𝓁 ×2𝓁 segmented DMs

correcting Walsh modes). In particular, given the dominance of tilt in turbulence-induced

aberrations, the Walsh basis is likely not the ideal choice for turbulence compensation

(𝑁 = 𝓁 modes are needed to represent a discretized tilt fully). In addition, the basis is

incompatible with continuous membrane DMs, which are very common in practical AO

experiments. Finally, the second goal is to obtain a generalized form that can be used not

only with step dither (as in SPGD and Wang’s approach) but also with sinusoidal dither

(as in the RF-inspired algorithms).

4.1 Relationship for Arbitrary Bases

As discussed in Sec. 3.2.2, the core element of direct modal estimation is a deterministic

relationship between the modal coefficients and the RSSI measurements. With the binary
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phase modes, the unique cyclic property of

𝑎𝑖W𝑖 (𝑥, 𝑦) = [𝑎𝑖 + 𝑘𝜋]W𝑖 (𝑥, 𝑦) , 𝑘 ∈ Z , (4.1)

leads to a simple periodic relationship (Eq. 3.12) without local maxima. Unfortunately,

with arbitrary non-binary modes, such simple relationships typically cannot be obtained.

One can, however, use first-order relationships under the assumptions of small residual

wavefront errors (i.e., in tracking mode). A common choice in first-order aberration

analysis is the exponential form of Maréchal’s approximation of the SR (also referred to as

Mahajan’s approximation, or extended Maréchal’s approximation):

SR ≈ 𝑒−Φ2rms , (4.2)

where the SR is typically defined as the normalized on-axis intensity (i.e., a ratio of the

on-axis point spread function peak in an aberrated and an aberration-free wavefront), andΦrms is the RMS wavefront error in radians. Apart from being a good first-order estimate

of imaging quality, this relationship has also been shown useful in the approximation of

SMF coupling efficiency for FSOC receivers in atmospheric turbulence [78].

4.1.1 Individual Perturbations

Considering a flat wavefront perturbed by a single mode 𝑎𝑖M𝑖 and assuming M𝑖 has a

unit variance, it follows that Φrms = 𝑎𝑖. To approximate the RSSI measurement 𝑆 we can

therefore use a modification of Eq. 4.2:

𝑆 ≈ 𝑏𝑒−𝑎𝑖2 , (4.3)

where 𝑏 is a constant that defines the peak RSSI. Fig. 4-1 examines the mean approximation

error of this equation across the first 50 modes from both the Walsh (Fig. 4-1a) and the

normalized Zernike bases (Fig. 4-1b, both of which have modes with unit variances by

definition). We observe that for |𝑎𝑖| ≤ 0.5 rad, which can be considered a tracking-like

range (with less than 1 dB of loss), the approximation errors are typically below 2%.
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(a) Walsh basis RSSI approximation
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(b) Zernike basis RSSI approximation
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Figure 4-1: Numerical evaluation of how different formulas approximate the relation-
ship between RSSI measurements and modal coefficients. The true RSSI values are first
calculated using an overlap integral between 𝑎𝑖M𝑖 and the fiber mode. The mean RSSI
approximation errors are then evaluated across the first 50 Walsh modes (left) and the first
50 Zernike modes (right). The percentage error with respect to the true RSSI is depicted,
averaged over all 50 modes. The top axis also shows the mean loss resulting from the
respective perturbations (to emphasize a tracking-like range).
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While it is convenient to have a single relationship for any mode M𝑖, there are a few

benefits in per-mode calibration. It has been shown that even with modes normalized to

unit variance, the approximation accuracy of Eq. 4.2 does vary with their spatial structure,

with higher spatial frequency modes generally having better results [79, 80]. In addition,

in a practical AO system, the fit between the actuator influence functions (IFs) and the

corrected modes should be taken into account. Depending on the shape of the IF and the

correction basis used, different modes may be reproduced with different errors. To help

mitigate these effects, the relationship may be augmented with a simple weighing constant.

We refer to this as the modified Maréchal’s formula:

𝑆 ≈ 𝑏𝑒−𝑤𝑖𝑎𝑖2 , (4.4)

where the weight 𝑤𝑖 is found experimentally through a fit on RSSI measurements. A simple

way to perform this calibration is to sweep the desired modes 𝑎𝑖M𝑖 with the specific DM

on top of a flat reference wavefront. As seen in Fig. 4-1b, in particular for the non-binary

basis, the calibration can lead to an improvement in the approximation by several percent,

with the mean error typically being smaller than 0.2%.

4.1.2 Multiple Perturbations

While Eqs. 3.12 and 4.4 give optimal results when only one mode is present, the wavefront

is generally perturbed by a random superposition of multiple modes during dynamic

turbulence compensation [16, 81]. This is the case especially during AO acquisition, but

also during tracking, partly due to the limitations of closed-loop rejection. In such a

scenario, Φ2rms may be expressed as a sum of the modal variances:

Φ2rms = ∑𝑖 𝑎𝑖2 , (4.5)
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and the approximation becomes

𝑆 ≈ 𝑏𝑒−∑𝑖 𝑎𝑖2≈ 𝑏∏𝑖 𝑒−𝑎𝑖2 . (4.6)

Finally, considering per-mode calibration, we get

𝑆 ≈ 𝑏∏𝑖 𝑒−𝑤𝑖𝑎𝑖2 . (4.7)

If a single mode M𝑖 is adjusted while the coefficients 𝑎𝑗≠𝑖 remain unchanged, we can

treat their contribution as a constant:

𝑆 ≈ 𝑏(∏𝑗≠𝑖 𝑒−𝑤𝑗𝑎2𝑗) 𝑒−𝑤𝑖𝑎𝑖2
≈ 𝑏𝑖𝑒−𝑤𝑖𝑎𝑖2 , (4.8)

where 𝑏𝑖 is a function of all the coefficients but 𝑎𝑖, exactly as in Eq. 3.12.

To quantify the validity of Eq. 4.8, we numerically evaluate its error for a few values

of 𝑎𝑖 as a function of Φrms. The aberrated wavefronts are first generated from uniform

residuals 𝑎𝑗≠𝑖 with random signs as:

Φ𝑖(𝑥, 𝑦) = Φrms√𝑁 𝑁∑𝑗≠𝑖 ±M𝑗 (𝑥, 𝑦) , (4.9)

where, as in the previous analysis, we use the first 𝑁 = 50 modes from both the Zernike

and the Walsh basis. The true 𝑆 is then calculated for the given 𝑎𝑖 based on Φ(𝑥, 𝑦) =Φ𝑖(𝑥, 𝑦) + 𝑎𝑖M𝑖 (𝑥, 𝑦), and compared with the approximation from Eq. 4.8. We repeat this

process for each mode and evaluate the mean error across 𝑁 . As seen in Fig. 4-2, under

larger Φrms, the error can increase by several percent. The relationship will thus work best

in tracking mode, when Φrms is actively minimized. On the other hand, during the AO

acquisition phase, the errors may necessitate more than one estimation and correction

cycle per mode to reach full compensation (as also observed with Wang’s formula [61]).
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(a) Walsh basis RSSI approximation
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(b) Zernike basis RSSI approximation
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Figure 4-2: The error of Eq. 4.8 in increasing residual wavefront error, which is simulated
via a randomly generated multi-mode perturbation such that Φ2rms = ∑𝑗≠𝑖 𝑎2𝑗 . The mean
approximation error across the first 50 modes is shown for a few values of 𝑎𝑖, which helps
visualize the possible variations in estimation performance between the AO acquisition and
tracking mode. This initial estimation error typically contributes to the need to perform
more than one iteration to reach full modal correction (during acquisition).
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4.1.3 Logarithmic Measurements

The exponential relationship becomes particularly convenient when RSSI measurements

in decibels are available, for instance, as a byproduct of having a logarithmic amplifier

in the detection electronics, or through signal processing. Considering a relative power

measurement 𝑆dB = 10 log10 𝑆 , (4.10)

we can switch the base in Eq. 4.8:

𝑆 ≈ 𝑏𝑖𝑒−𝑤𝑖𝑎𝑖2≈ 𝑏𝑖10−𝑤𝑖𝑎𝑖2/ ln 10 , (4.11)

and plug into Eq. 4.10 to obtain

𝑆dB ≈ 10 log10 (𝑏𝑖10−𝑤𝑖𝑎𝑖2/ ln 10)≈ 𝑏dB𝑖 − 10ln 10𝑤𝑖𝑎𝑖2 , (4.12)

where 𝑏dB𝑖 represents the peak RSSI in units of dBm or similar. To further simplify the

equation, we can also define a new weight

𝑐𝑖 = 10𝑤𝑖ln 10 , (4.13)

to finally obtain 𝑆dB ≈ 𝑏dB𝑖 − 𝑐𝑖𝑎𝑖2 . (4.14)

In contrast to Eqs. 4.8 and 3.12, the logarithmic RSSI measurements give a computation-

ally simpler relationship without loss of approximation accuracy and enable calibration of

the weights 𝑤𝑖 through a quadratic fit.
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4.2 Coefficient Estimation

To enable correction of the unknown coefficients 𝑎𝑖, we first need to estimate them from

measurements of RSSI. In this section, we use the obtained relationships (Eqs. 4.8 and 4.14)

to solve for 𝑎𝑖 based on changes in 𝑆(𝑡) driven by modal dither of some magnitude 𝜙𝑖. Note

that this analysis still considers RSSI to be noise-free for the sake of simplicity (we focus

on noise sensitivity in Chapter 5 as part of higher-fidelity dynamic simulations).

4.2.1 Step Dither

Like in SPGD and Wang’s algorithm, dither injection may be performed as a step change

of an unknown mode M𝑖. If we continue with the assumption from Chapter 3 that the

wavefront remains correlated while the RSSI measurement settles (i.e., 𝜏𝑚 ≪ 𝜏atm, where𝜏−1atm is commonly tens to hundreds of Hz, while 𝜏−1m can be tens to hundreds of kHz), we

can express the ratio of the pre- and post-dither RSSI, 𝑆0 and 𝑆1, via Eq. 4.8 as follows:

𝑆0𝑆1 = 𝑏𝑖𝑒−𝑤𝑖𝑎𝑖2𝑏𝑖𝑒−𝑤𝑖(𝑎𝑖−𝜙𝑖)2 (4.15)= 𝑒−𝑤𝑖[𝑎𝑖2−(𝑎𝑖−𝜙𝑖)2] , (4.16)

where 𝜙𝑖 is the magnitude of the injected dither on top of the unknown coefficient 𝑎𝑖 in

radians. Taking the natural logarithm of each side, we get

ln 𝑆0𝑆1 = −𝑤𝑖 [𝑎𝑖2 − (𝑎𝑖 − 𝜙𝑖)2]= 𝑤𝑖𝜙2𝑖 − 2𝑤𝑖𝑎𝑖𝜙𝑖 , (4.17)

which allows us to solve for the unknown coefficient

𝑎𝑖 = 𝑤𝑖𝜙2𝑖 − ln (𝑆0/𝑆1)2𝑤𝑖𝜙𝑖= 𝑤1,𝑖 [𝑤2,𝑖 − ln (𝑆0/𝑆1)] , (4.18)

where we define new estimation weights 𝑤1,𝑖 = (2𝑤𝑖𝜙𝑖)−1 and 𝑤2,𝑖 = (𝑤𝑖𝜙2𝑖 ).
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If measurements in dB are available, the intensities are (based on Eq. 4.14)

𝑆0dB = 𝑏dB𝑖 − 𝑐𝑖𝑎𝑖2 , (4.19)𝑆1dB = 𝑏dB𝑖 − 𝑐𝑖 (𝑎𝑖 − 𝜙𝑖)2 . (4.20)

We can take the difference to get an estimation equation of a similar form:

Δ𝑆dB = 𝑆0dB − 𝑆1dB= 𝑐𝑖𝜙2𝑖 − 2𝑐𝑖𝑎𝑖𝜙𝑖 , (4.21)

and finally solve for the unknown

𝑎𝑖 = 𝑐𝑖𝜙2𝑖 − Δ𝑆dB2𝑐𝑖𝜙𝑖= 𝑐1,𝑖 [𝑐2,𝑖 − Δ𝑆dB] , (4.22)

where the analogous log-estimation weights are 𝑐1,𝑖 = (2𝑐𝑖𝜙𝑖)−1 and 𝑐2,𝑖 = (𝑐𝑖𝜙2𝑖 ).

4.2.2 Sinusoidal Dither

Similar to nutation tracking and CBC algorithms based on zonal sinusoidal dither, we

seek to derive an estimator based on modal sinusoidal dither to enable the RF-inspired

correction methods. In this case, dither injection is not in the form of a step change but

rather a continuous sinusoidal perturbation of the given mode M𝑖 with amplitude 𝜙𝑖 at

some frequency 𝜔𝑖 ≫ 𝜏−1atm.

With logarithmic measurements of RSSI, solving for 𝑎𝑖 based on the detected AM at 𝜔𝑖
turns out to be straightforward. Extending Eq. 4.14 with the sinusoidal coefficient dither,
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we get

𝑆dB(𝑡) = 𝑏dB𝑖 − 𝑐𝑖 (𝑎𝑖 + 𝜙𝑖 sin𝜔𝑖𝑡)2= 𝑏dB𝑖 − 𝑐𝑖 (𝑎𝑖2 + 2𝑎𝑖𝜙𝑖 sin𝜔𝑖𝑡 + 𝜙2𝑖 sin2 𝜔𝑖𝑡)= 𝑏dB𝑖 − 𝑐𝑖(𝑎𝑖2 + 2𝑎𝑖𝜙𝑖 sin𝜔𝑖𝑡 + 12𝜙2𝑖 − 12𝜙2𝑖 cos 2𝜔𝑖𝑡) . (4.23)

Isolating the relevant frequency component of RSSI, 𝑆dB𝜔𝑖 , we can directly solve for 𝑎𝑖:
𝑆dB𝜔𝑖 = −2𝑐𝑖𝑎𝑖𝜙𝑖 , (4.24)𝑎𝑖 = − 𝑆dB𝜔𝑖2𝑐𝑖𝜙𝑖= −𝑐1,𝑖 𝑆dB𝜔𝑖 . (4.25)

In practice, 𝑆dB𝜔𝑖 is obtained via coherent demodulation of RSSI at 𝜔𝑖 (e.g., by digital down-

conversion and filtering), as in a standard AM receiver. In addition, due to the quadratic

response, a harmonic will be present at 2𝜔𝑖 with an amplitude given by

𝑆dB2𝜔𝑖 = 12𝑐𝑖𝜙2𝑖= 12𝑐2,𝑖. (4.26)

On the other hand, with linear measurements, Eq. 4.8 by itself does not give a simple

closed-form solution for 𝑎𝑖. However, a good approximation can be obtained from its

Taylor expansion:

𝑆 ≈ 𝑏𝑖𝑒−𝑤𝑖𝑎𝑖2≈ 𝑏𝑖 [1 − 𝑤𝑖𝑎𝑖2 +O(𝑎𝑖4)]≈ 𝑏𝑖 (1 − 𝑤𝑖𝑎𝑖2) . (4.27)

In contrast to the standard Maréchal’s approximation (Eq. 4.2), the form of Eq. 4.27 is

sometimes referred to as the simplified Maréchal’s approximation [80, 82], and assuming
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no per-mode calibration (i.e., 𝑤𝑖 = 1), this form is equivalent for both Maréchal’s and

Wang’s formulas. Adding in the sinusoidal coefficient dither, we get

𝑆(𝑡) = 𝑏𝑖 [1 − 𝑤𝑖 (𝑎𝑖 + 𝜙𝑖 sin𝜔𝑖𝑡)2]= 𝑏𝑖 [1 − 𝑤𝑖 (𝑎𝑖2 + 2𝑎𝑖𝜙𝑖 sin𝜔𝑖𝑡 + 𝜙2𝑖 sin2 𝜔𝑖𝑡)]= 𝑏𝑖 [1 − 𝑤𝑖(𝑎𝑖2 + 2𝑎𝑖𝜙𝑖 sin𝜔𝑖𝑡 + 12𝜙2𝑖 − 12𝜙2𝑖 cos 2𝜔𝑖𝑡)] . (4.28)

Isolating the relevant frequency component of RSSI, 𝑆𝜔𝑖 , we can express 𝑎𝑖 as follows:

𝑆𝜔𝑖 = −2𝑏𝑖𝑤𝑖𝑎𝑖𝜙𝑖 , (4.29)𝑎𝑖 = − 𝑆𝜔𝑖2𝑏𝑖𝑤𝑖𝜙𝑖= −𝑤1,𝑖 𝑆𝜔𝑖𝑏𝑖 . (4.30)

While this result is similar to its logarithmic variant seen in Eq. 4.25, it has some

drawbacks. Most importantly, since 𝑎𝑖 is a function of 𝑏𝑖, another measurement is needed

to estimate 𝑏𝑖. One option is to measure it via the harmonic at 2𝜔𝑖, which goes as

𝑆2𝜔𝑖 = 12𝑏𝑖𝑤𝑖𝜙2𝑖= 12𝑏𝑖𝑤2,𝑖 . (4.31)

Another option is to utilize a low-frequency measurement at some 𝜔0, assuming

𝜏−1atm ≪ 𝜔0 ≪ 𝜔𝑖 , (4.32)

where any variation in 𝑎𝑖 due to turbulence or modulation is negligible. Collecting such

terms from Eq. 4.28 and assuming |𝑎𝑖| ≪ 1, we get

𝑆𝜔0 = 𝑏𝑖(1 − 𝑤𝑖𝑎𝑖2 − 12𝑤𝑖𝜙2𝑖)≈ 𝑏𝑖(1 − 12𝑤2,𝑖) , (4.33)
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which also enables estimation of 𝑏𝑖.
However, even if 𝑏𝑖 is known, the estimation suffers from additional approximation

error due to the simplification used in Eq. 4.27. Although this is negligible while tracking

(i.e., when |𝑎𝑖| ≪ 1), first-order analyses show it can increase the estimation error by several

percent during initial AO acquisition. To avoid these complexities, it may be preferable to

utilize logarithmic measurements and the simple linear coefficient estimation via Eq. 4.25.

4.2.3 Quadrature Dither

The sinusoidal dither can be extended to include a quadrature component, allowing estima-

tion of two modes per frequency with an estimator akin to a QAM receiver. For instance,

expanding Eq. 4.14 as a function of two modal coefficients 𝑎𝑖 and 𝑎𝑗 , we get

𝑆dB ≈ 𝑏dB𝑖𝑗 − 𝑐𝑖𝑎𝑖2 − 𝑐𝑗𝑎2𝑗 . (4.34)

Injecting two orthogonal sinusoidal dithers at a common frequency 𝜔𝑖𝑗 with amplitudes 𝜙𝑖
and 𝜙𝑗 , the fiber RSSI will go as

𝑆dB(𝑡) = 𝑏dB𝑖𝑗 − 𝑐𝑖 (𝑎𝑖 + 𝜙𝑖 sin𝜔𝑖𝑗 𝑡)2 − 𝑐𝑗 (𝑎𝑗 + 𝜙𝑗 cos𝜔𝑖𝑗 𝑡)2= 𝑏dB𝑖𝑗 − 𝑐𝑖(𝑎𝑖2 + 2𝑎𝑖𝜙𝑖 sin𝜔𝑖𝑗 𝑡 + 12𝜙2𝑖 − 12𝜙2𝑖 cos 2𝜔𝑖𝑗 𝑡)− 𝑐𝑗 (𝑎2𝑗 + 2𝑎𝑗𝜙𝑗 cos𝜔𝑖𝑗 𝑡 + 12𝜙2𝑗 + 12𝜙2𝑗 cos 2𝜔𝑖𝑗 𝑡) , (4.35)

which permits estimation of both coefficients from the IQ components at 𝜔𝑖𝑗 :
𝑎𝑖 = −𝑐1,𝑖 𝑆dB𝐼 ,𝜔𝑖𝑗 , (4.36)𝑎𝑗 = −𝑐1,𝑗 𝑆dB𝑄,𝜔𝑖𝑗 . (4.37)

In this case, the amplitude of the second harmonic is

𝑆dB2𝜔𝑖 = 12 (𝑐𝑖𝜙2𝑖 − 𝑐𝑗𝜙2𝑗) , (4.38)
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where it is evident that if the ratio of amplitudes is set appropriately, the harmonic will

vanish. Specifically, if we maintain

𝜙𝑖𝜙𝑗 = √𝑐𝑗𝑐𝑖 = √𝑤𝑗𝑤𝑖 , (4.39)

then 𝑆dB2𝜔𝑖 → 0, which may unlock more interference-free spectrum for multiplexing

methods such as frequency-division.

4.3 Multimodal Correction

For optimal atmospheric turbulence compensation, a sufficient number of modes must be

corrected at an adequate rate to minimize the spatiotemporal wavefront errors. Although

the spatial bandwidth of commercially available DMs supports the correction of hundreds

to thousands of modes [83], the number of modal coefficients that can be estimated via

dither at a given rate 𝑓est is practically constrained by the DM temporal bandwidth 𝑓dm,

which is usually on the order of a few to tens of kHz. To ensure that an optimal number of

modes is estimated based on the spatiotemporal characteristics of the turbulence, a few

different architectures may be utilized.

4.3.1 Time-Division

A simple architecture for simultaneous estimation and correction of multiple modes is TD,

where each mode is addressed within a short time bin. This approach can be utilized both

with step dither (as suggested by Wang) and sinusoidal or quadrature dither (similar to

TDMA in RF communications).

As shown on top of Fig. 4-3, with step dither, each bin is split into a dither and a correc-

tion phase. Assuming a first-order actuator response with a time constant 𝜏dm = (2𝜋𝑓dm)−1
and a negligible RSSI latency, the measurement can be triggered in

𝜏𝑚 = 𝛼𝜏dm , (4.40)
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where 𝛼 defines how many DM time constants are spent waiting for a sufficiently set-

tled actuator response. Considering periodic estimation and correction of 𝑁 modes, the

estimation period of any given mode is

𝑇est = 2𝑁𝜏𝑚 (4.41)= 2𝑁𝛼𝜏dm , (4.42)

or, equivalently,

𝑓est = 𝑓dm4𝜋𝛼𝑁 (4.43)

= 𝑓dm𝛽𝑁 , (4.44)

where 𝑓dm/𝛽 represents the effective estimation bandwidth shared among the 𝑁 modes.

On the other hand, with sinusoidal dither, the perturbation is active throughout the

whole time bin. As seen at the bottom of Fig. 4-3, once an estimate of the coefficient is

obtained from the demodulator, a correction is applied while the mode being dithered is

switched. The demodulation time 𝑇bin is primarily driven by the dither frequency 𝜔 and

filtering overhead. Since 𝜔 is inherently constrained by 𝑓dm, we can express the attainable

estimation update rate again as 𝑓est = 𝑓dm𝛽𝑁 , (4.45)

where 𝛽 is the ratio between 𝑓dm and the effective demodulation bandwidth, similar to

Eq. 4.43. Finally, if quadrature dither is implemented, each bin can be shared by two modes,

which doubles the estimation rate to

𝑓 IQest = 2𝑓dm𝛽𝑁 . (4.46)

In practice, implementation complexity is an important factor in choosing between

the dither methods and optimizing the efficiency-related constant 𝛽. The step dither

approach is more straightforward from an implementation perspective since the injection

and measurement can occur at a lower sampling rate 𝑓𝑠 = 𝜏−1𝑚 < 𝑓dm. However, low-
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Figure 4-3: A high-level diagram of the estimation and correction flow with TD with step
dither (top) and sinusoidal dither (bottom). An illustration of what the RSSI may look
like during a short cycle of dithers and corrections is shown. Note that the graphs are
dimensionless and highly simplified for the sake of simple illustration.
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frequency measurement noise and the 4𝜋𝛼 factor in Eq. 4.43 may reduce the performance.

While 𝛼 can be reduced via loop shaping methods (e.g., by adding a pre-emphasis impulse

to the DM control inputs), this is also at the expense of a faster, more complex actuator

drive.

In contrast, estimation via sinusoidal dither requires both higher-rate dither injection

and RSSI measurement (i.e., 𝑓𝑠 may be larger than 𝑓dm due to the oversampling associated

with sinusoidal signals). In addition, the smaller 𝛽 is, the more distorted the dither signal

gets by the DM frequency response, which necessitates more stringent calibration. This

may be especially challenging with quadrature dither, where full amplitude and phase

recovery are needed. However, given the higher spectral efficiency from Eq. 4.46, a balance

between desired performance and implementation complexity should be considered.

4.3.2 Frequency-Division & Other Methods

Another RF-inspired architecture that can be utilized for mode multiplexing is frequency-

division (FD). In this case, each mode is assigned a bin in the frequency domain, and the

DM is continuously perturbed by a sum of multiple sinusoidal dithers. Since each mode has

its demodulator, the coefficients can be estimated and corrected simultaneously. However,

as visualized in Fig. 4-4, the effective demodulation bandwidth is constrained by both𝑓dm and the number of frequency bins used. Hence, Eq. 4.45 is still applicable in terms of

estimation rate. In this case, 𝛽 is equal to the ratio of 𝑓dm to the total available modulation

bandwidth, which is driven by the maximum frequency 𝜔𝑁 and the bin filtering overhead

(this is explored in more depth in Chapter 5). Finally, as in Eq. 4.46, the estimation rate can

be doubled with quadrature dither on each frequency.

While the implementation of FD is more challenging than that of TD due to the

complexities associated with multi-frequency dither injection and parallel demodulation,

it does offer some advantages. Since each injector-demodulator block is an independent

unit, the dither magnitude and estimation bandwidth allocation can be optimized in real-

time for each mode based on the atmospheric conditions without the need to adjust a

switching sequence. Additionally, in contrast to sinusoidal TD, which necessitates a

separate demodulation and correction loop running at different rates, these two can be
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Figure 4-4: A high-level diagram of multimodal estimation via FD. The dotted curve at
baseband illustrates the spectrum of the atmospheric turbulence, which is decomposed
into 𝑁 modes dithered at different frequencies 𝜔𝑖, as illustrated by the vertical arrows. The
maximum dither frequency 𝜔𝑁 is constrained by the DM temporal bandwidth 𝑓dm. Note
that the graph is dimensionless and highly simplified for visual clarity.

unified in FD given that the coefficients are estimated continuously.

Finally, apart from TD and FD, a few other methods may be considered to divide the DM

bandwidth among multiple modes. Code-division (CD) with a common sinusoidal dither

(akin to CDMA) is a technique that has already been demonstrated with zonal algorithms

for CBC (Sec. 3.3) and applies to modal multiplexing in the same fashion. For instance, one

could use a set of the one-dimensional Walsh functions (Sec. 3.2.1) in the time domain to

code different modes on a single dither frequency. In this case, the temporal switching

would not be used to adjust modes directly but rather to reproduce the codewords, which

also spreads the spectrum for better utilization of 𝑓dm. In addition, hybrid architectures

that combine FD with spectrum spreading via TD or CD may also be considered, however,

these are outside the scope of this thesis.

4.3.3 Error Rejection

Regardless of the estimation method used, a feedback control mechanism is required to

reject the modes from the wavefront as they are estimated. Here, we consider a basic

parallel integration scheme, where the correction 𝑢𝑖(𝑡) for each mode is driven by the

integral of the respective estimated coefficients 𝑎𝑖(𝑡). The standard form of such an integral
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controller gives 𝑢𝑖(𝑡) = − 𝑔𝑇𝑖 ∫ 𝑡
0 𝑎𝑖(𝑡) 𝑑𝑡 , (4.47)

where 𝑔 is a dimensionless controller gain and 𝑇𝑖 is the integrator time constant. A

discretized variant of the equation may be written as

𝑢𝑖(𝑘) = −𝑔 𝑇𝑠𝑇𝑖 𝑘∑𝑙=0 𝑎𝑖(𝑘 − 𝑙) (4.48)

= 𝑢𝑖(𝑘 − 1) − 𝑔 𝑇𝑠𝑇𝑖 𝑎𝑖(𝑘) , (4.49)

where 𝑘 is the iteration or sample number and 𝑇𝑠 = 𝑓 −1𝑠 is the control loop sampling time.

In our case, since we are constrained by 𝑓est, we assume

𝑢𝑖(𝑘) = −𝑔 𝑓est𝑓𝑠 𝑘∑𝑙=0 𝑎𝑖(𝑘 − 𝑙) (4.50)

= 𝑢𝑖(𝑘 − 1) − 𝑔 𝑓est𝑓𝑠 𝑎𝑖(𝑘) . (4.51)

Finally, if 𝑓𝑠 and 𝑓est are equivalent (e.g., in TD, where the sampling and correction is

synchronous), the equation simplifies to

𝑢𝑖(𝑘) = −𝑔 𝑘∑𝑙=0 𝑎𝑖(𝑘 − 𝑙) (4.52)

= 𝑢𝑖(𝑘 − 1) − 𝑔𝑎𝑖(𝑘) , (4.53)

in which case 𝑔 can also be thought of as a damping factor for the instantaneous coefficient

corrections. In an ideal noiseless and latency-free system, a unity gain may be assumed

(e.g., as in Wang’s algorithm, described in Alg. 2). However, in practice, the hardware

imperfections must be considered while optimizing 𝑔 to ensure a stable control loop

response.
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Chapter 5

Simulation Studies

To enable quick assessment of how various configurations of the algorithm perform in

different atmospheric conditions, we developed an end-to-end software simulator that

models a simplified FSOC receiver with AO for turbulence compensation. This chapter

covers the simulation environment, the learnings from initial algorithm testing, and finally,

a comprehensive algorithm performance analysis across a broader set of environmental

and hardware parameters.

5.1 Simulation Environment

The simulation environment is built upon simplified hardware models interacting with

a beam corrupted by simulated atmospheric turbulence. Distinctions between the core

parts of the environment are visualized in Fig. 5-1. The high-level building blocks in-

clude a DM model, a receiver model, an aberrated wavefront generator, and a digital

signal processing (DSP) block with the algorithm logic described in the previous chapter.

Apart from the aberrated wavefront generator, which is based on a third-party tool [84]

and further described in Sec. 5.1.3, all models are written from the ground up using the

Python programming language with the help of open-source simulation packages such as

NumPy [85], Numba [86], and SciPy [87]. This section gives more detail on each of the

core simulation building blocks.
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Figure 5-1: The primary building blocks of the algorithm simulation environment.

5.1.1 DM Model

To enable testing of the algorithm with both binary and continuous modes, we implement

a configurable DM model that can act either as a segmented or as a continuous membrane

DM with 𝑀 ×𝑀 actuators. The model is divided into three layers: a driver, an actuator,

and a device layer. A high-level description of the layers, including the effects they model,

is given in Table 5.1, and some typical values of the model parameters (including rationale)

are summarized in Table 5.2.

The purpose of the driver layer is to simulate the interface between the DSP logic

and the analog signals controlling the actuators. The primary effects considered are

limited digital-to-analog converter (DAC) resolution and slight output variations between

the individual DACs. The former is addressed by quantizing the actuator stroke to a

configurable number of bits, and the latter by adding a random full-scale and bias error

to each DAC output, given as a percentage of the nominal range. However, for the sake

of model simplicity, a few aspects of the driver are not considered in the simulator. We

assume the response is linear and significantly faster than the actuator itself, hence the

DAC dynamics are not modeled. We also assume the RSSI measurements are the main

contributor of noise in the algorithm (we further discuss this in Sec. 5.1.2) and therefore do

not model DAC noise (flicker). A higher-fidelity treatment of noise from different sources
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Table 5.1: A high-level description of the three DM model layers, with a summary of effects
that were modeled versus excluded for the sake of simplicity.

Layer Description Modeled effects Not modeled

Driver Conversion between
digital and analog domains

• DSP register sizes • Nonlinearity
• DAC quantization • DAC dynamics
• DAC static variation • DAC noise

Actuator Dynamic response
of DM actuators

• 1st-order response • Higher-order
• Response variation dynamics

Device Map between actuator
strokes and phase function

• Piston segments • Fill factor
• Gaussian phase (dead zone)
influence functions • Edge effects

Table 5.2: Commonly used parameters in the different layers of the DM model.

Parameter Typ. value Rationale

Number of actuators
across aperture, 𝑀 8 or 16

(segmented)
Facilitate mapping to 2𝓁 sized Walsh modes
(M has to be a power of 2)

12
(membrane)

Simulate the lab device
(BMC Multi-3.5-DM [83])

Number of DAC bits 14 Simulate the lab driver
(BMC X-Driver [83])

DAC variation 2% Assume full-scale and bias errors with an
open-loop calibration within a few %𝜏dm baseline 35 µs (swept) Baseline derived from rise time in [83], but
swept through a wide range𝜏dm variation 2% Assume fabrication tolerances of a few %

Influence function (IF)
full width at half max-
imum (FWHM)

1.3 actuators Derived from measurements in [88]
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is considered for future work, which is discussed in Chapter 7.

The dynamic response of the actuators themselves is handled in the actuator layer.

Given that the actuators are most commonly mechanical devices, it is assumed that their

frequency response is dominant and is the bottleneck in the attainable dither and correction

rate. Each actuator is modeled by a first-order transfer function with a time constant𝜏dm = (2𝜋𝑓dm)−1, where 𝑓dm is the corner (-3 dB) frequency. To include an option for

simulating imperfect fabrication tolerances, a random variation of 𝜏dm among the actuators

can be provided in the percentage of the nominal value.

Finally, the purpose of the device layer is to spatially transform the actuator strokes

into a higher-resolution phase function that interacts with the received wavefront. With

the segmented DM variant, the strokes are mapped to 𝑀 × 𝑀 square piston segments.

In contrast, to simulate a membrane DM, each actuator’s influence on the wavefront is

modeled by a Gaussian influence function (IF), where the full width at half maximum

(FWHM) defines the inter-actuator coupling.

Both device variants assume a square actuator arrangement for a few reasons. First, the

availability of laboratory equipment for hardware validation is limited to a square 12 × 12
continuous-membrane DM. Hence the model is primarily used to simulate this device.

Second, the square aperture facilitates mapping to the Walsh basis for algorithm testing

with binary modes. And third, since the aberrated wavefronts are provided on a square grid,

and all the computations are performed via square matrices, it is a more computationally

and data-efficient approach. Other simplifying assumptions include a perfect fill factor

(i.e., no dead zone between segments is modeled), an equal spatial response for the device’s

edge actuators, and no modeling of diffraction at the segment edges or quilting on the

membrane surface.
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5.1.2 Receiver Model

The receiver model simulates a fiber optic modem connected via a conventional SMF

coupling interface, which is geometrically optimized to maximize the coupling efficiency 𝜂
between the fiber mode and the DM-corrected wavefront. Using the conventional Gaussian

approximation of the fundamental fiber mode, we can express its spatial envelope as

𝐸SMF (𝑥, 𝑦) = √ 2𝜋𝜎20 𝑒−(𝑥2+𝑦2)𝜎−20 , (5.1)

where 𝜎0 is the fiber mode field radius. Note that here 𝐸SMF is a normalized version of the

field such that the total power is a unity for the sake of easier analysis, i.e.,

∫ ∞
−∞ ∫ ∞

−∞ |𝐸SMF (𝑥, 𝑦)|2 𝑑𝑥 𝑑𝑦 = 1 . (5.2)

To simplify the computation of 𝜂, we propagate this field from the fiber core through the

coupling optic, which (under ideal optic assumptions) results in an expansion to some𝜎1 > 𝜎0 at the coupling interface:

𝐸if (𝑥, 𝑦) = √ 2𝜋𝜎21 𝑒−(𝑥2+𝑦2)𝜎−21 . (5.3)

Let 𝐸rx (𝑥, 𝑦) be the received DM-corrected wavefront, which is also assumed to be

normalized such that its total power is unity. Assuming a square DM aperture (due to

reasons given in Sec. 5.1.1), we can express it as

𝐸rx (𝑥, 𝑦) = 1𝐷 rect( 𝑥𝐷, 𝑦𝐷) 𝑒 𝜒 (𝑥,𝑦)+𝑖Φ(𝑥,𝑦) , (5.4)

where𝐷 is the aperture diameter, 𝜒 is the normalized log-amplitude, andΦ is the phasefront

variation. If the received field is ideally relayed to the coupling optic, we can calculate 𝜂
between the two fields via a coherent overlap integral as

𝜂 = ||||∫ ∞
−∞ ∫ ∞

−∞ 𝐸∗if (𝑥, 𝑦) 𝐸rx (𝑥, 𝑦) 𝑑𝑥 𝑑𝑦 ||||2 . (5.5)
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To geometrically optimize the interface, we first assume an ideal aberration-free beam

is received. Considering 𝜒 → 0, and Φ → 0, we get a flat square wavefront:

𝐸flat (𝑥, 𝑦) = 1𝐷 rect( 𝑥𝐷, 𝑦𝐷) . (5.6)

The calculation of 𝜂 then simplifies to

𝜂flat = ||||∫ ∞
−∞ ∫ ∞

−∞ 𝐸∗if (𝑥, 𝑦) 𝐸flat (𝑥, 𝑦) 𝑑𝑥 𝑑𝑦 ||||2= |||||
√ 2𝜋 1𝜎1𝐷 ∫ 𝐷2−𝐷2 ∫ 𝐷2−𝐷2 𝑒−(𝑥2+𝑦2)𝜎−21 𝑑𝑥 𝑑𝑦 |||||2= 2𝜋 (𝜎1𝐷 )2 erf4 ( 𝐷2𝜎1) . (5.7)

This equation has a global maximum at a specific 𝐷/𝜎1 value determined numerically as

argmax𝐷/𝜎1 𝜂flat ≈ 1.98 , (5.8)

and a corresponding maximum efficiency

𝜂max ≈ 0.792 , (5.9)𝜂dBmax ≈ −1.01 dB . (5.10)

Given this result, we assume the coupling optic is purposefully selected such that𝜎1 ≈ 𝐷/1.98 ≈ 0.505𝐷, which is equivalent to clipping of the propagated fiber mode’s

amplitude roughly at the 𝑒−1 point, considering the DM aperture as the constraint. Conse-

quently, Eq. 5.5 can be expanded into the final form used in the receiver model:

𝜂 ≈ |||||
√ 2𝜋 1.98𝐷2 ∫ 𝐷2−𝐷2 ∫ 𝐷2−𝐷2 𝑒−1.982(𝑥2+𝑦2)/𝐷2𝑒 𝜒 (𝑥,𝑦)+𝑖Φ(𝑥,𝑦) 𝑑𝑥 𝑑𝑦 |||||2≈ 2.5𝐷4 |||||∫ 𝐷2−𝐷2 ∫ 𝐷2−𝐷2 𝑒𝜒 (𝑥,𝑦)+𝑖Φ(𝑥,𝑦)−3.92(𝑥2+𝑦2)/𝐷2 𝑑𝑥 𝑑𝑦 |||||2 . (5.11)
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In practical atmospheric conditions, both 𝜒 , Φ, and the total power in the received

wavefront 𝑆rx are functions of time. The instantaneous RSSI, 𝑆, at the fiber receiver is then

𝑆 = 𝜂 𝑆rx . (5.12)

Conventional optical receivers are based on a photodiode (PD) that converts 𝑆 into a

photocurrent, which is detected through a high-speed transimpedance amplifier (TIA). For

the purposes of modem RSSI monitoring, it is also common to mirror the photocurrent

into a logarithmic amplifier (log amp). Given that logarithmic measurements facilitate

the algorithm implementation, we also follow this approach. Since the log amp circuit,

including the associated analog-to-digital converter (ADC), typically run at a significantly

higher bandwidth than 𝑓dm, we do not consider their dynamics in this model. For simplicity,

we assume the digital measurements are predominantly corrupted by additive white

Gaussian noise stemming from the amplifier, and quantized to a certain number of ADC

bits. Since the algorithm logic is invariant to average power, we consider the obtained

measurements to be dimensionless and model them as

𝑆dB = 10 log10(𝜂𝑆rx) + 𝑛dB , (5.13)𝑛dB ∼ N (0, 𝜎dB𝑛 ) , (5.14)

where 𝜎dB𝑛 is the RMS noise after the amplification stage expressed in dB.

To get a sense of what this variable may be in practice, we approximate it for a few values

of RSSI based on specifications of an off-the-shelf InGaAs PD and log amp (part numbers

from Chapter 6 are used). The results are shown in Table 5.3 for two possible settings of the

log amp’s dynamic range (DR), and conservatively assume the log amp detection bandwidth

is configured to 10× 𝑓dm, which according to Table 5.2 gives 𝑓det = 10 (2𝜋 35 μs)−1 ≈ 45 kHz.

We can see that even with an RSSI that is significantly below the sensitivity of common

optical transceivers (typically -30 to -40 dBm), the expected noise is very low. This primarily

stems from the fact that the bandwidths involved in wavefront control (kHz range) are

much smaller than typical communication bandwidths (GHz range).
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Table 5.3: Expected amplification noise with an off-the-shelf InGaAs PD and log amp.

RSSI Photocurrent Dark current RMS noise (𝟏𝟎 × 𝐟dm)
DR=100 dB DR=25 dB

-50 dBm 10 nA
<50 pA

0.003 dB 0.0008 dB
-60 dBm 1 nA 0.02 dB 0.005 dB
-70 dBm 100 pA 0.21 dB 0.05 dB

5.1.3 Atmospheric Data

As previously shown in Fig. 5-1, the primary dynamic input into the model is a set of

aberrated wavefronts which simulate a received beam distorted by atmospheric turbulence.

We rely on a validated 3rd-party tool from MZA called WaveTrain [84] to generate this

data. The tool is configured to propagate a beam at 1.55 µm through horizontal multi-layer

turbulence with a Kolmogorov spectrum and a uniform wind model. The turbulence layers

are configured to obtain a desired 𝐷/𝑟0 and Rytov number 𝜎2𝑅 at the receiver aperture,

while the wind speed is adjusted to control the temporal coherence time 𝜏atm.

To assess wavefront correction across a broader set of atmospheric conditions, we ex-

port datasets with various parameter combinations, which are summarized in Table 5.4. In

terms of spatial aberration, 𝐷/𝑟0 values between 2 and 5 are considered under approximate

weak, medium, and strong scintillation regimes. To simulate different temporal regimes,

we fix 𝜏atm and instead adjust 𝜏dm in the simulator to effectively control the actuator-to-

atmospheric bandwidth ratio 𝜏atm/𝜏dm. A dataset with the evolution of the complex electric

field at the receiver is exported for each parameter combination. To verify the parameters,

an offline post-processing script is also used to determine 𝐷/𝑟0 and 𝜏atm from the 𝑒−1 points

in the respective (ensemble-averaged) spatial and temporal autocorrelation functions. An

example of the generated field is shown in Fig. 5-2.
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Figure 5-2: Examples of field amplitude and phase in two randomly selected instants
exported from WaveTrain. The plots on the left depict a weaker turbulence scenario in
terms of 𝐷/𝑟0 and 𝜎2𝑅, while the plots on the right show an example of stronger turbulence.
Apart from larger intensity scintillation, the higher 𝜎2𝑅 ≈ 3 on the right also leads to more
pronounced branch cuts in the phase function, which can complicate wavefront sensing.
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Table 5.4: A summary of parameters that characterize the atmospheric datasets exported
from WaveTrain.

Wavelength, 𝜆 1.55 µm
Aperture vs. Fried parameter, 𝐷/𝑟0 2, 3, 4, 5

Coherence time, 𝜏atm 20 ms
Approximate Rytov number, 𝜎2𝑅 0.75 1.5 3

Irradiance scintillation regime weak medium strong
Temporal & spatial sampling 5 kHz, 128 × 128 pixels

Dataset length 1 sec (5k samples)

5.2 Algorithm Configurations

With the simulation environment prepared for wavefront correction experiments, we focus

on selecting and configuring the algorithms to be tested. To compare the non-stochastic

algorithm with the state-of-the-art and assess the dither and correction mechanisms

outlined in Chapter 4, we test three unique approaches. The first variant combines step

dither with TD, which is most easily implemented. At a high level, this approach is similar

to Wang’s algorithm but is generalized here to both segmented and membrane DMs. The

second variant uses quadrature dither with FD, which is the spectrally-efficient RF-inspired

method. Finally, as the third option, we test the optimized modal SPGD variant described

in Sec. 3.1.1, which we consider a state-of-the-art reference.

While there is some subtlety in the configuration of each of the three algorithms, at

a high level, a few similar parameters drive their behavior. With each variant, one must

select the number of corrected modes, the phase dither magnitude, and the feedback gain.

For algorithms based on parallel correction, such as FD and SPGD, additional weighting

may be considered to optimize the dither magnitudes and gains for each mode. Lastly,

with both step and sinusoidal dither, the implementation necessitates some configuration

related to the system dynamics. For TD and SPGD, the constant 𝛼 = 𝜏𝑚/𝜏dm (defined

in Sec. 4.3.1) needs to be chosen to ensure stable measurements with sufficient settling

time. With FD, on the other hand, the maximum dither frequency 𝜔𝑁 has to be chosen to

ensure an adequate response and help define the distribution of the frequency bins. This
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section briefly describes the effect of each parameter and concludes with a summary of a

joint optimization process developed to facilitate the configuration of each algorithm for

different conditions.

5.2.1 Number of Modes

Considering the limited bandwidth of DM actuators, the number of corrected modes 𝑁 is

one of the most important parameters that helps balance temporal and spatial wavefront

errors. The core issue stems from the fact that with each additional dithered mode, the

effective correction rate of all the modes is decreased. To achieve an improvement in the

wavefront error, the modes must be corrected within some fraction of the atmospheric

coherence time 𝜏atm. Given that the convergence time of each algorithm is constrained

by the DM time constant 𝜏dm, it follows, therefore, that 𝑁 should be some function of the

temporal bandwidth ratio 𝜏atm/𝜏dm in order to achieve optimal spatiotemporal correction.

5.2.2 Dither Magnitude

Configuration of the dither magnitudes 𝜙𝑖 is also key because they not only drive the

estimation error, but also inherently contribute to the wavefront error. Considering,

for instance, non-stochastic coefficient estimation via TD, we can expand Eq. 4.22 from

Chapter 4 with a noisy RSSI measurement to see that

𝑎𝑖 ∝ 𝑆dB + 𝑛dB2𝑐𝑖𝜙𝑖∝ 𝑆dB2𝑐𝑖𝜙𝑖 + 𝑛dB2𝑐𝑖𝜙𝑖 , (5.15)

where the second term is a noise-driven 𝑎𝑖 estimation error (in units of radians). It is

evident that if 𝜙𝑖 is below some detection threshold, the measurements will have insufficient

contrast to achieve stable correction, which will lead to an increase in residual wavefront

error. The same principle applies to SPGD, where the gradients are determined from a

change in RSSI as well. Optimization of 𝜙𝑖 is therefore important to minimize the sum of

the residual correction error and the error injected due to the dithers themselves. At a
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minimum, 𝜙𝑖 should be a function of the expected receiver noise magnitude 𝜎dB𝑛 (estimated

in Table 5.3) to ensure that the estimation error is below a certain acceptable threshold.

5.2.3 Feedback Gain

The integral feedback gain 𝑔 (𝜇 for SPGD) is the last knob in the correction chain, and it

helps balance the convergence rate and the stability of the closed-loop response. Even if,

hypothetically, the obtained estimates were noise-free, hardware effects (e.g., controller

latency) may lead to closed-loop stability issues if the gain is too large. In addition, the

gain may also be used as a way to reduce the effect of estimation noise (i.e., as a damping

factor) without increasing dither magnitude, albeit at the expense of reduced correction

bandwidth. This may be useful when 𝜏atm is particularly large and the system is not

bandwidth-constrained, or if the estimation noise is too high despite large-magnitude

dithers. The latter may occur during deep signal fades or link interruptions, in which

case the gain should tend to zero since no useful signal is measured. However, in nominal

tracking conditions, a fixed gain is commonly employed.

5.2.4 Dither and Gain Weighting

Given that the spatial power spectrum of turbulence is non-uniform, there is a benefit

in weighting the individual dithers and corrections according to the expected ensemble

variances ⟨𝑎𝑖2⟩ of the respective modes. This principle has already been used in research on

SPGD optimization, which is summarized in Sec. 3.1.1. This approach is particularly useful

for the non-stochastic algorithm with FD, where dither injection and coefficient correction

also occur in parallel. Through weighting, the combined dither magnitude can be more

optimally distributed and de-emphasized for modes that are expected to contribute less to

the wavefront error, which helps reduce the overall sum of residual and self-injected errors.

Likewise, slightly higher feedback gains may help with convergence on the lower-noise

(as a result of dither weighting), larger-variance ⟨𝑎𝑖2⟩, while smaller gains can be used for

the higher-noise, lower-variance modes. To facilitate the testing of different weighting
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distributions, we first define a normalized atmospheric weight as

𝛾𝑖 = √⟨𝑎𝑖2⟩⟨𝑎20⟩ , (5.16)

where the 𝑖-th weight is proportional to 𝑖-th’s mode expected RMS value normalized by the

dominant mode. The ⟨𝑎𝑖2⟩ values can be obtained either through mathematical models of the

turbulence power spectrum or calculated offline by decomposing the aberrated wavefronts

into the basis of interest, which is the approach we use here. Once 𝛾𝑖 are determined, we

can achieve different weighting distributions for dithers or gains by exponentiating the

weights as follows

𝜙𝑖 = 𝜙𝛾𝑖𝑒𝜙 , (5.17)𝑔 𝑖 = 𝑔𝛾𝑖𝑒𝑔 , (5.18)𝜇𝑖 = 𝜇𝛾𝑖𝑒𝜇 , (5.19)

where 𝜙, 𝑔 , and 𝜇 are the baseline dither magnitudes and feedback gains respectively, and𝑒𝜙,𝑔,𝜇 are configurable exponents that allow shifting between more weighted (𝑒 → 1) and

more uniform (𝑒 → 0) distributions.

5.2.5 System Dynamics

Apart from parameters inherent to the algorithms, some hardware-specific configuration

related to the system dynamics must also be considered. In our model, the frequency

response is dominated by the DM actuators, which are modeled with some variation

across their time constants 𝜏dm (summarized in Table 5.2), and small errors in their full

range and bias. With TD and SPGD, which rely on RSSI measurements after discrete step

dithers, an adequate measurement delay 𝜏𝑚 is needed to ensure the modes are sufficiently

realized, and the RSSI is stable. We use the parameter 𝛼 = 𝜏𝑚/𝜏dm to define this delay in

units of the baseline time constant. Like the feedback gain, this parameter trades stability

for bandwidth and should therefore be configured to minimize the total wavefront error

resulting from these effects. An analogous parameter with FD, which is based on sinusoidal
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dither, is the maximum dither frequency 𝜔𝑁 . On one hand, since the dither amplitude

rolls off with frequency, 𝜔𝑁 is fundamentally limited by the range of the DM driver. On

the other hand, the variance between each actuator’s amplitude and phase response also

increases with frequency, which will affect the stability of mode actuation, and further

constrain 𝜔𝑁 .

5.2.6 Joint Optimization

Noticing that every parameter can affect the correction performance in some way and

that adjusting one parameter may influence the optimal setting of another, we attempt to

find a few optimal sets of parameters for different conditions through an offline gradient-

based optimization procedure. Each optimization step involves running a full algorithm

simulation through one of the 1-second-long atmospheric snapshots (summarized in

Table 5.4) with a given configuration. After the run, we evaluate the median of the fiber

coupling efficiency 𝜂(𝑡), which is used as a performance optimization metric. Starting

with an initial guess of the parameter values, the parameters are randomly perturbed,

and their gradients with respect to the median of 𝜂(𝑡) are estimated. A correction is

then applied to the configuration in the direction of the estimated gradients, with the

purpose of maximizing 𝜂(𝑡). This process continues iteratively until we observe parameter

convergence and is then restarted ten extra times to get a sense of its uncertainty. The scale

of the perturbations and corrections is determined empirically such that stable convergence

occurs within a few thousand iterations.

An example of this joint optimization is visualized in Fig. 5-3 for the TD algorithm. In

this particular scenario, we utilize the 𝑀 = 8 (i.e., 8 × 8 actuators) segmented DM model

(with the default model parameters according to Table 5.2) for correction of dominant Walsh

modes in 𝐷/𝑟0 ≈ 3 conditions. The optimization process is started with an initial rough

guess of 𝑁 = 10, 𝜙 = π/10, 𝑔 = 0.75, 𝛼 = 1.75, and is repeated for three different receiver

noise assumptions with an increasing value of 𝜎dB𝑛 . We can see that with 𝜏atm/𝜏dm ≈ 120,

the value of 𝑁 converges to 11 in all cases. As is expected, the optimal value of 𝜙 increases

with higher noise, starting at about 0.12π in a nominal noise case (chosen conservatively

from Table 5.3), to about 0.16π in an extreme case. In addition, the results confirm that
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Table 5.5: A summary of the optimized algorithm parameters that are used in further
performance evaluations of the three algorithm variants.

Var. SPGD TD FD Notes𝑁 ⌊0.77 (𝜏atm/𝜏dm)0.55⌉ ⌊0.58 (𝜏atm/𝜏dm)0.45⌉ • Empirical fits on batch results𝜙 π/30 π/8 π/30 • Assuming nominal noise case
• Larger in TD (non-parallel alg.)

𝜇/𝑔 𝜇 = 1 dB-1 𝑔 = 0.95 • SPGD: Δ𝑎𝑖 = 𝜇𝑖𝜙𝑖𝛿𝐽 (𝛿𝐽 is in dB)
• Apart from 𝑓𝑠, controller is the

same in TD and FD (Sec. 4.3.3)𝑒𝜙 𝑒𝜙 = 0.5 𝑒𝜙 = 0 𝑒𝜙 = 0.5 • SPGD: Δ𝑎𝑖 ∝ 𝜇𝑖𝜙𝑖 ∝ 𝛾𝑖𝑒𝜇+𝑒𝜙 (= 𝛾𝑖0.75)𝑒𝜇,𝑔 𝑒𝜇 = 0.25 𝑒𝑔 = 0 𝑒𝑔 = 0.4 • Uniform in TD (non-parallel alg.)𝛼/𝜔N 𝛼 = 𝜏𝑚/𝜏dm = 2.5 𝜔𝑁 𝜏dm = 2 • FD: N/2 uniformly distributed𝜔𝑖𝑗 frequencies with IQ dithers

a smaller 𝑔 may be beneficial in very noisy environments by reducing the correction

uncertainty and avoiding excessively large dithers. The optimal value of 𝛼 converges to

about 2.5, corresponding to roughly 90% settled actuators (considering 1st-order dynamics).

After running this procedure for the other algorithm variants, we compile a baseline

set of optimized parameters for each algorithm. In addition, we also run special batches of

simulations that sweep 𝑁 in varying 𝜏atm/𝜏dm, since the optimal value of 𝑁 is expected to

heavily depend on the bandwidth ratio. These results are evaluated offline to find the 𝑁
that produces the highest median 𝜂(𝑡), which is then used to empirically fit the relationship

between the two variables. A summary with the results of this fit, as well as the other

optimized parameters, is shown in Table 5.5. Apart from 𝑁 , we do not further adapt

the parameters in different simulated conditions. While some of them may benefit from

adaptation in specific corner cases (e.g., 𝜙 and 𝑔 during a deep fade or link interruption),

we are mostly interested in performance during nominal tracking conditions.

81



0 2000 4000
Iteration

10.00

10.25

10.50

10.75

11.00

N
um

be
ro

fm
od

es
,#

0 2000 4000
Iteration

0.10

0.12

0.14

D
ith

er
m

ag
ni

tu
de

,q
(π

)

0 2000 4000
Iteration

0.6

0.8

1.0

Fe
ed

ba
ck

ga
in

,6

0 2000 4000
Iteration

1.75

2.00

2.25

2.50

2.75

Se
�l

in
g

po
in

t,
U
=
g <
/g

dm

0 2000 4000
Iteration

−10

−8

−6

M
ed

ia
n

of
[
(C)

(d
B)

Nominal noise, f= = 0.05 dB
Stronger noise, f= = 0.11 dB
Extreme noise, f= = 0.32 dB

Parameter optimization with TD on a segmented DM (Walsh modes)
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Figure 5-3: An example of results obtained through a joint parameter optimization with the
TD algorithm. The evolution of the parameters (top and center) and the performance metric
(bottom left) is shown. In this 𝜏atm/𝜏dm ≈ 120 scenario, a segmented DM is configured to
correct dominant modes from the Walsh basis for three different cases of the RMS noise𝜎dB𝑛 . The shaded regions represent the standard deviation between ten repetitions of the
optimization process, and the solid lines represent the mean values.
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5.3 Issues with Non-Binary Modes

After compiling a reasonable set of parameters, we focus on testing the correction of

non-binary (continuous) modes using the non-stochastic algorithm, which is enabled by

the new approach developed in Chapter 4. This section describes some learnings related to

(a) optimization of the basis itself, and (b) local maxima that may occur during correction

of an arbitrary non-binary basis.

5.3.1 Basis Modifications

Given the square aperture of the DM, we assess the use of two correction bases that are

orthonormal in a square geometry. First, we test the commonly used two-dimensional

Legendre modes (Fig. 5-4a), which are constructed from outer products of Legendre poly-

nomials and are orthonormal on a unit square by definition. Second, we also test a variant

of the Zernike polynomials (Fig. 5-4b) that is orthonormalized to a discrete square grid

using a matrix-based method [89, 90].

However, as seen in Figs. 5-4a and 5-4b, the RMS of a majority of these modes is

dominated by their edge amplitude, in contrast to the uniform binary modes. While this is

not an issue from an algorithmic standpoint, it can lead to a large peak-to-peak actuation

requirement near the DM edges, which is an ineffective use of its range given the limited

overlap with the fiber mode in this region. In an attempt to better weight the modes

according to the waveguide intensity distribution, we perform Gaussian apodization of the

modes followed by the same matrix orthonormalization procedure. This results in a new

set of modes we refer to as apodized Legendre (Fig. 5-4c) and apodized Zernike (Fig. 5-4d)

modes, which resemble higher-order waveguide propagation modes.

To quantitatively compare these bases, we focus on two metrics: (1) the gain Δ𝜂 after a

limited set of modes is corrected (i.e., the aberration fit efficiency), and (2) the maximum

actuator stroke needed to perform the full correction. To decouple these metrics from

the effects of dynamics, we run the algorithm on 500 frozen atmospheric aberrations

picked from the 𝐷/𝑟0 ≈ 3, 𝜎2𝑅 ≈ 0.75 dataset used in the previous section. In each of these

simulations, we (a) start with a flat DM state, (b) run two correction cycles with 𝑁 = 11
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(a) Legendre modes

(b) Zernike modes

(c) Apodized Legendre modes

(d) Apodized Zernike modes

Figure 5-4: A visual comparison of the first 12 modes from the explored non-binary bases.
The modes are ordered by increasing spatial frequency. We can see that the Gaussian
apodization helps distribute the peaks and valleys more uniformly within each mode,
which helps relax the DM actuation range requirement, as demonstrated in Fig. 5-5.
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Figure 5-5: Distributions of Δ𝜂 and maximum phase stroke when different bases are used
to correct 500 frozen atmospheric aberrations from the 𝐷/𝑟0 = 3, 𝜎2𝑅 ≈ 0.75 dataset.

dominant modes from the given basis, and (c) evaluate Δ𝜂 and the peak-to-peak actuator

phase after the correction. We collect these metrics for both the 8 × 8 segmented DM with

Walsh modes and the 12 × 12 membrane DM calibrated with the four continuous bases

pictured in Fig. 5-4.

The aggregated simulation results can be seen in Fig. 5-5, showing the distributions

of Δ𝜂 after the first and second correction cycles together with the maximum actuator

stroke at the end of the second correction cycle. In terms of Δ𝜂, we observe only subtle

differences, with the apodized modes providing marginally higher correction of about

0.5 dB on average. Unlike membrane DMs, segmented DMs can preserve their phase

response through 2π wraps of individual actuators, so no more than 2π stroke is needed

to represent an arbitrary combination of Walsh modes. On the other hand, using the

apodized modes helps reduce the needed stroke by almost a factor of two, which confirms

they significantly relax the requirement on the DM actuation range. Given that the most

favorable metrics are obtained with the apodized Legendre basis, we decide to use it as the

default for correction on the membrane DM.
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5.3.2 Local Maxima

Binary phase functions, such as the Walsh modes, have the unique property of

W𝑖𝑎𝑖 = W𝑖 (𝑎𝑖 + 𝑘𝜋) , 𝑘 ∈ Z . (5.20)

This 𝑎𝑖 + 𝑘𝜋 phase equivalence leads to the periodic 𝑆 (𝑎𝑖) relationship seen in Eq. 3.12,

which is favorable because it has no local maxima by definition. Given that non-binary

modes generally do not have such property, their 𝑆 (𝑎𝑖) functions are not periodic and

produce similar shapes only around the central lobe. As seen in an example in Fig 5-6a, the

functions typically decay exponentially, or have a sinc-squared-like response with small

local maxima (side lobes). If 𝑎𝑖 are sufficiently small (e.g., in tracking mode), this is not a

concern since the algorithms are calibrated for (and meant to operate near) 𝑎𝑖 ≈ 0.

However, this assumption may not be valid during acquisition or after a RSSI fade or link

interruption. Fig. 5-6b illustrates this on a specific frozen aberration from the dataset with𝐷/𝑟0 ≈ 3 in strong scintillation (assuming no correction). Apart from minor bias errors,

we observe that the response to Walsh corrections still qualitatively follows the cosine-

squared-like shape. On the other hand, with Zernike modes, some deviations from the

original curves and more pronounced local maxima are observed. Evidently, precautions

should be taken with modal corrections if membrane DMs are used. While simulations on

frozen atmospheric aberrations do not show any indication of performance degradation

due to this effect (Fig. 5-5, in contrast, demonstrates performance improvement), the issue

does manifest itself in some time-varying simulations. Unlike the former, where the DM is

initialized with zero-valued coefficients, the latter can incur larger residual errors due to

outdated DM states (e.g., from low correction rate, or after an RSSI fade), which increases

the likelihood of cases akin to Fig. 5-6b or worse.

This issue is further explored in a batch of dynamic simulations, where the correction

of Walsh modes is directly compared against apodized Legendre modes. For simplicity,

we use the same atmospheric and algorithm parameters as in Sec. 5.2.6, but test in both

weak and strong scintillation, and perform 100 repetitions of the simulation to understand

the uncertainty in the correction trajectory. The results of this batch are visualized in
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(a) Response to coe�cient adjustments on a corrected wavefront
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(b) Response to coe�cient adjustments on a highly aberrated wavefront with �/A0 ≈ 3

Figure 5-6: Change in coupling efficiency in response to Walsh mode adjustments (left) and
Zernike mode adjustments (right). Each color corresponds to an individual perturbation
of a specific mode, with the first eight low-order modes shown. The top plots depict a
scenario with no residual wavefront error, while the bottom plots show a case where the
beam is distorted by a stronger 𝐷/𝑟0 = 3, 𝜎2𝑅 ≈ 3 atmospheric aberration.
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Figure 5-7: An illustration of the issues caused by local maxima during correction of𝐷/𝑟0 = 3 aberrations: (a) in weak scintillation, (b) in strong scintillation, and (c) in strong
scintillation, but with the cumulative modal corrections limited to ±π/4 for the membrane
DM case. The shaded regions correspond to 2σ uncertainty over 100 simulation repetitions.
The box plots on the right visualize the aggregated 𝜂(𝑡) across all repetitions.
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Fig. 5-7. We continue to see no sign of issues in weak scintillation, with the 𝑁 = 11
apodized Legendre modes outperforming the Walsh modes with a margin of about 1.5 dB.

The correction trajectories are mostly deterministic, with only small regions of uncertainty.

However, we observe a large qualitative difference in the results when we run the algorithm

in strong scintillation (Fig. 5-7b). At around 0.4 seconds, a permanent algorithm divergence

occurs on the membrane DM, indicating that one or multiple Legendre modes may be

stuck in a local maximum. Interestingly, even weak noise can significantly influence the

correction trajectory, as suggested by the wide uncertainty region of more than 10 dB. On

multiple occasions, the diverged state of the membrane DM becomes worse than having

no phase correction at all, as illustrated by the red curve crossings. Overall, this leads to

significantly degraded performance compared to the segmented DM with Walsh modes,

which does not show this behavior, demonstrating the advantage of the binary modes’

immunity to local maxima.

In an attempt to mitigate this issue on membrane DMs, we enforce an artificial limit

on the individual modal correction coefficients actuated by the DM. While this may hinder

correction performance, it reduces the maximum possible instantaneous error, which

reduces the likelihood of coefficient divergence. Specifically in this example, we test a

limit of ±π/4 for every actuated Legendre mode. This is chosen as sufficient based on

the predicted spectrum of aberrations in all the considered datasets. The result with this

mitigation in place can be seen in Fig. 5-7c, showing better correction behavior with

only brief phases of smaller uncertainty but without long-term divergence. While the

performance is more comparable to that of the segmented DM, its uncertainty is still more

pronounced, which indicates that more sophisticated precautions against local maxima

may be needed to achieve a more reliable, practical implementation.
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5.4 Performance Evaluations

To assess the performance of each algorithm in a variety of conditions, we run multiple

batches of simulations across all the exported atmospheric datasets summarized in Table 5.4.

In terms of hardware configurations, we evaluate both the segmented DM with Walsh

modes and the membrane DM with the apodized Legendre modes. Since the actuator

bandwidth is commonly the primary bottleneck when correction of multiple modes is

needed, we also focus on evaluating the performance as a function of 𝜏atm/𝜏dm to determine

the most bandwidth-efficient variant. The higher the ratio, the more modes can be corrected

at a sufficient rate, which is a metric we automatically configure according to Table 5.5.

In addition, we maintain the nominal noise assumption established in Sec. 5.2.6, which is

conservatively taken to be the worst case during nominal tracking conditions.

We continue to record the coupling efficiency 𝜂(𝑡) to quantify the wavefront correction

performance. However, to isolate the efficiency of the algorithm itself, we additionally

normalize 𝜂(𝑡) by the ideal phase-conjugate coupling efficiency. Effectively, this removes the

contribution of intensity aberrations and gives the residual phase loss due to uncorrected

spatiotemporal phase errors. Apart from the median phase loss over time, we also calculate

the 10th percentile 𝑃 10 to quantify the extent of the distribution’s tail. The log-percentile𝑃 dB𝑟 can be a useful metric in link budgets, assuming some fraction 𝑟 (e.g. 10%) of packets

can be recovered via error control mechanisms. Finally, we repeat all the simulations 20

times to obtain more statistically significant results.

Fig. 5-8 depicts the aggregated values of the median of phase loss across 𝜏atm/𝜏dm and

different scintillation regimes in 𝐷/𝑟0 = 3. For better visualization of the results from all

the remaining atmospheric datasets, we find the threshold 𝜏atm/𝜏dm that gives a reasonable

performance across all tested 𝐷/𝑟0 values. In this analysis, we determine the threshold for

a median phase loss of -3 dB, which results in the set of graphs seen in Fig. 5-9. Lastly, an

example side-by-side comparison of the 𝑃 dB10 metric is shown in Fig. 5-10 for the two DM

models.
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Figure 5-8: A summary of performance results for each algorithm across different scintilla-
tion regimes and bandwidth ratios. The algorithms are configured according to Table 5.5,
and the nominal noise case of 𝜎dB𝑛 = 0.05 dB is assumed. The median of the phase loss
is evaluated as a function of 𝜏atm/𝜏dm, illustrating how higher bandwidth ratios enable
dithering and correction of more modes, which leads to better performance. The solid lines
and shaded regions correspond to the mean ±1σ obtained from 20 simulation repetitions.
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Figure 5-9: A summary of the bandwidth ratios required to achieve -3 dB median phase
loss with different algorithms. The thresholds are evaluated from batches of simulations
across 𝜏atm/𝜏dm in a variety of conditions and graphed against 𝐷/𝑟0. The algorithms are
configured according to Table 5.5, and the nominal noise case of 𝜎dB𝑛 = 0.05 dB is assumed.
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scintillation regimes. Even in weak scintillation, the binary modes achieve a slightly
narrower distribution of loss, which can be advantageous in terms of link margin.

5.5 Discussion

Given the trends in Figs. 5-8 and 5-9, we see that, in general, the non-stochastic algorithms

outperform SPGD at equivalent bandwidth ratios, demonstrating better convergence

properties in comparison to the stochastic correction. The most significant quantitative

differences (up to 2–3 dB) can be seen at ratios ranging from a few tens to a few hundreds,

which is a common region of operation with commercially available DMs. In addition,

taking into account the assumptions used in our analysis, we observe that the QAM

version of the FD algorithm consistently outperforms TD, which indicates a higher spectral

efficiency was achieved in its configuration.

As previously noted in Fig. 5-7, another trend we see in simulations with weaker

scintillation is that the continuous modes provide about 1 dB better median phase loss than

the segmented DM with Walsh modes. However, as seen in the bottom graphs in Figs. 5-8

and 5-9, this gain is no longer present in the strong scintillation regime. This suggests

either insufficiently mitigated issues with local maxima or possibly degraded fitting due to

the presence of more pronounced branch cuts in the phase function. We can see that for𝐷/𝑟0 larger than about 3.5, the membrane DM, as modeled here, is no longer able to meet
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the desired performance metric with a reasonable bandwidth ratio (assuming 𝜏−1atm on the

order of hundreds of Hz, 𝜏atm/𝜏dm > 1000 suggests actuators with >100 kHz bandwidth,

which are not commercially available).

This issue is even more evident when looking at the 𝑃 dB10 metric. Fig. 5-10 shows the

evolution of this metric specifically for the best-performing FD algorithm. Even in weak

scintillation, the metric falls behind by about 0.5–1 dB with membrane DMs, implying

that efficiency distributions generally have longer tails. As in Section 5.3, we attribute this

effect to poor local maxima mitigation. This suggests that better precautions, in addition

to coefficient limits, may be needed for applications where little link margin exists and

where binary modes cannot be utilized.

5.6 Practical Case Studies

While the compiled graphs (Figs. 5-8 and 5-9) are valuable for predicting performance

across generalized atmospheric parameters, it can be helpful to know what results can be

expected in a specific (practical) FSOC link. This section analyzes two interesting practical

case studies to demonstrate how the aggregated results can be utilized in such a way.

Example 1: Point-to-Point Link

The first case we analyze is a 5 km horizontal point-to-point link through the atmosphere,

which is a common FSOC deployment scenario for middle-mile connectivity [5]. Assuming

a transmitter with 𝜆 = 1.55 µm, a receiver with 𝐷 = 75 mm, and a moderately-strong

turbulence with a uniform refractive index structure constant 𝐶2𝑛 = 5 × 10−14 m-2/3, we

find that such link will experience strong scintillation and a 𝐷/𝑟0 ≈ 3 (following the

approach outlined in [46]). In terms of AO hardware at the receiver, we assume the use

of a commercial-off-the-shelf segmented DM from Boston Micromachines Corporation

(BMC) with 𝜏dm = 20 µs [83].

Given that this is an FSOC link, we are more interested in evaluating the log-percentile𝑃 dB10 of phase loss because it can be useful in link budget calculations (in this case assuming

that up to 10% of packets can be recovered via error control mechanisms). Considering
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these parameters, we can use Fig. 5-10 to approximate the performance of the FD algorithm

(from the solid blue curve on the right-hand side plot, which assumes strong scintillation).

We find that this configuration can achieve a -3 dB performance in terms of the 𝑃 dB10 metric

up to a 𝜏atm ≈ 20 ms, and a -6 dB performance up to 𝜏atm ≈ 2 ms.

Since 𝜏atm in a point-to-point link is primarily a function of the wind speed, it can

vary substantially with the weather but is commonly on the order of a few to tens of

milliseconds [14]. Thus, given that the -3 and -6 dB thresholds fall approximately in this

range, we can conjecture that this algorithm should achieve acceptable performance in

this application case if the link budget allocation for AO is at least on the order of 3–6 dB.

Example 2: LEO Downlink

Another interesting application case is that of a low-Earth orbit (LEO) downlink. In this

example, we assume a transmitter at an altitude of 400 km with 𝜆 = 1.55 µm and a larger

ground receiver with 𝐷 = 40 cm. There are two key factors that make a difference in

this scenario. First, the atmospheric properties significantly change with the elevation

angle as the satellite passes over the ground station. The strongest turbulence occurs at

the lowest elevation, when the beam travels through the longest swath of near-ground

atmospheric eddies, leading to a very low 𝑟0 (commonly less than 5 cm). In contrast, the

biggest 𝑟0 occurs at the highest elevation, when the link is the most vertical (up to 𝑟0 ≈ 20
cm, assuming a nominal 𝐶2𝑛 model [91]). Second, because the slew rate of LEO satellites

is very rapid (about 1 deg/s), 𝜏atm ends up mainly being a function of the satellite motion

instead of wind. In the worst case, it may be on the order of 1 millisecond [91], which puts

a lot more pressure on a sensorless AO algorithm.

Assuming the link can close at an elevation angle as low as 30 degrees, we find that the

link will experience weak scintillation and a 𝐷/𝑟0 ≈ 3. Given these factors, we assume a

membrane DM may be a good choice of hardware given its slightly improved performance

in weak scintillation (as discussed in Sec. 5.4). Considering this configuration, we can

use Fig. 5-10 again to predict the performance of the FD algorithm (from the dashed blue

curve on the left-hand side plot, which assumes weak scintillation). We find that with𝜏dm = 20 µs and 𝜏atm = 1 ms, we obtain approximately a 𝑃 dB10 metric of -6 dB. While this
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is a fairly large phase loss, it could be acceptable if the link has a sufficient margin. For

reference, the simulation of the SPGD algorithm leads to a performance of about -10 dB in

this scenario, which indicates that non-stochastic algorithms could enable a broader set of

practical application cases.
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Chapter 6

Experimental Validation

To help validate the results from the simulation studies, we build a testbed for hardware-

in-the-loop experiments under laboratory-simulated atmospheric turbulence. The main

objective of these experiments is to confirm the algorithm’s performance across a repre-

sentative sample of the atmospheric and hardware parameters considered in Chapter 5.

Since the performance is sensitive to both spatial and temporal turbulence characteristics,

the experiments necessitate both proper spatial reproduction of the aberrated wavefronts

(Sec. 5.1.3), and control of the bandwidth ratio 𝜏atm/𝜏dm. This chapter gives an overview of

the testbed design, its calibration to meet these requirements, and finally, validation of the

algorithm’s wavefront correction performance.

6.1 Laboratory Setup

The experimental setup is split into two major subsystems: an atmospheric turbulence

simulator and a SMF-coupled receiver with a DM for wavefront correction. The high-level

design of the testbed is depicted in Fig. 6-1, with a summary of its primary components

given in Table 6.1. In addition, an annotated photo of the setup is shown in Fig. 6-2.

The atmospheric turbulence simulator is based on a collimated 1.55 µm source relayed

onto two reflective SLMs. To reproduce arbitrary aberrations, the first SLM adjusts the

wavefront amplitude, and the second adjusts its phase. We utilize two Thorlabs liquid

crystal SLMs with 1920 × 1200 pixels, which are optimized for 8-bit, 2π phase control
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Figure 6-1: A high-level diagram of the experimental setup. Starting on the bottom right, a
fiber-amplified 1.55 µm source is spatially modulated in amplitude and phase by two SLMs
to simulate wavefronts corrupted by atmospheric turbulence. The left-hand side shows the
DM, which is used for wavefront correction, and the fiber optic receiver. An auxiliary WFS
is placed right before the SMF coupling interface to facilitate alignment and debugging.

Table 6.1: A summary of the core hardware components used in the setup.

Purpose Component / Part number
Turbulence simulation 2× Thorlabs EXULUS-HD4 SLM
Wavefront correction BMC Multi-3.5-DM with X-driver
Diagnostics and alignment Phasics SID4-SWIR WFS
Optics, opto-mechanics, fibers Common Thorlabs components
Fiber power measurement Thorlabs FGA01FC InGaAs PD
Amplification electronics Analog Devices ADL5304 log amp
Digital conversion Analog Devices AD7980 16-bit ADC
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at λ=1.55 µm. For amplitude modulation, the liquid crystal birefringence is exploited to

interfere the two reflected polarization components (the theory behind this approach is

documented in [92, 93]). To achieve this effect, we use a polarization-maintaining (PM)

fiber to launch the beam with an approximate 45° polarization offset relative to the working

direction of the first SLM, and a linear polarizer to calibrate the interference between the

reflected components. The polarization is then rotated using a λ/2 wave plate into the

working direction of the second SLM, where the beam is relayed for phase modulation.

The aberrated beam is then relayed onto the correction element, which is a 12 × 12
actuator, continuous-membrane MEMS DM from Boston Micromachines Corporation

(BMC). A 2:1 relay is used here to approximately match the SLM and DM aperture footprints.

The actuators have a maximum mechanical stroke of 3.5 µm, which, after reflection,

corresponds to an optical phase shift of about 9π at λ=1.55 µm. The Boston Micromachines

Corporation (BMC) X-driver is used to control the strokes with a 14-bit resolution. After

correction, the beam is finally relayed into the SMF coupling lens, which was chosen to

optimize the coupling efficiency according to the process described in Sec. 5.1.2. The fiber

receiver consists of a fast InGaAs PD from Thorlabs attached to a custom electronic board

with a log amp and an ADC.

Given the number of beamsplitters and optical surfaces between the source and the

receiver SMF, a significant fraction (around -40 dB) of the launched optical power is

lost, even without amplitude or phase modulation. To obtain an RSSI comparable to the

sensitivity of common fiber optic receivers, we use an erbium-doped fiber amplifier (EDFA)

at the source to mitigate the large system loss. Finally, to configure and control all the

devices in the testbed, one central Linux-based desktop computer is set up with all the

necessary hardware and software interfaces.

99



Source

Amplitude

Phase SLM
DM

Receiver
SMF

SLM

Figure 6-2: An annotated photo of the setup in the laboratory.
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6.2 Hardware Calibration

Apart from optimizing static alignment between the components, we also perform device-

level calibration of the SLMs and the DM to prepare the setup for wavefront correction

experiments. The purpose of the SLM calibration is to ensure that the atmospheric wave-

fronts are reproduced as closely to the simulated conditions as possible. On the other

hand, the DM is used to calibrate the algorithm for modal wavefront correction with the

apodized Legendre basis, which is used in simulations with the DM model in Chapter 5.

6.2.1 Turbulence Injection

Since the SLMs are particularly sensitive to polarization, we use a polarimeter for coarse

calibration and linear polarizers after each device to fine-tune the dynamic range (DR)

of both amplitude and phase modulation. The amplitude SLM is calibrated in its fully off

state (i.e., maximum interference) by rotating the polarizer until the minimum power in the

fiber is measured. Following this procedure, we obtain a DR of about 50 dB for intensity

modulation, which is sufficient to realize the fields with strong scintillation considered

in the simulation datasets. For phase modulation, a similar approach is used to align

the polarization with the working direction of the second SLM. The full 2π DR of phase

modulation is then verified by applying a test gradient and confirming that the change in

fiber-coupled power is as expected.

After optimization of the DR, the datasets with the aberrated electric fields (the gener-

ation of which is described in Sec. 5.1.3) are split into time series of phase and intensity at

each SLM pixel, and converted to 8-bit depth according to the measured SLM response.

This converted data is then streamed to each SLM via an HDMI interface at a frame rate

of 20 Hz. Since the original fields are sampled at 5 kHz, the 1-second-long atmospheric

snapshots take 250 seconds to execute on the testbed, which is later considered in the de-

termination of the temporal bandwidth ratio. To verify that the wavefronts are reproduced

correctly, we record the RSSI while the SLMs are active and compare it with the expected

trend from the software model.

This comparison is summarized in Fig. 6-3 for two datasets with different scintillation
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Figure 6-3: Comparison between the modeled and the measured impact of turbulence
on RSSI. The recorded power versus time is shown for 𝐷/𝑟0 ≈ 3 in weak scintillation
(top figures) and strong scintillation (bottom figures). Both amplitude-only and joint
amplitude-phase modulation (i.e., both SLMs are engaged) are compared.
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regimes. Given that the modeled 𝑆dB is dimensionless, the simulation results are offset

by a constant to match the average measured RSSI, which allows better visualization of

the data correlation. While some small local discrepancies between the predicted and the

measured RSSI can be seen, we generally observe good agreement in the trend and the

DR of the reproduced disturbances. The deviations are primarily attributed to residual

alignment errors, low-frequency environmental effects in the laboratory, and open-loop

control of the SLMs without hardware synchronization (which is partially mitigated by

the slower software frame rate). In particular, imperfect alignment may lead to both

active aperture offsets and diffraction of the wavefront (due to some residual propagation

occurring between the pupil relays), which is expected to lead to small errors in the

realization of the aberrated wavefront.

6.2.2 Estimation Weights

As discussed in Chapter 4, the algorithm calibration reduces to the experimental mea-

surement of the weights 𝑐𝑖 for each mode that is to be corrected. To run the algorithm,

these weights are augmented with the known dither magnitudes 𝜙𝑖 to obtain the necessary

log-estimation weights 𝑐1,𝑖 and 𝑐2,𝑖 defined in Sec 4.2. A straightforward way to find 𝑐𝑖 in

the laboratory1 is to disengage the SLMs and individually adjust the modal coefficients 𝑎𝑖
with the DM while recording 𝑆dB. The weights are then readily obtained via a quadratic

fit on these measurements (following Eq. 4.14). The benefit of this approach is that it not

only reduces the modal approximation errors (as predicted in Fig. 4-1), but also accounts

for some setup-specific effects that are challenging to model, such as alignment errors be-

tween the DM and the SMF coupling lens, or spatial phase errors resulting from imperfect

mapping of the phase function to the actuator strokes.

Given that the main purpose of the experimental validation is to confirm the perfor-

mance results obtained in Chapter 5, the algorithm is configured exactly according to the

simulations, and the apodized Legendre basis is thus used for all algorithm tests. To actuate

the modes, we use an application programming interface (API) provided by BMC, which
1This calibration procedure could also be performed outside of laboratory conditions but would necessitate

a flat reference wavefront.
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transforms the desired phase function to actuator voltages according to the open-loop

characterization of the device. A subset of the measurements which are used to determine𝑐𝑖 (and its linear variant, 𝑤𝑖) is summarized in Fig. 6-4. While most of the obtained 𝑤𝑖 are

close to unity (as predicted by the standard Maréchal’s approximation, given in Eq. 4.2), we

observe a few outliers, some with values as low as 0.84. However, in all cases, the weighted

quadratic fit produces very good agreement with the measurements, confirming the utility

of Eq. 4.14 and the simulation results in Fig. 4-1.

6.3 Algorithm Validation

The primary objective of the hardware-in-the-loop algorithm testing is to confirm the

performance statistics obtained in Chapter 5 across a representative sample of the consid-

ered atmospheric parameters and system configurations. Given the available laboratory

equipment, we primarily focus on the validation of results obtained with the membrane

DM model. In addition, since the FD algorithm necessitates custom DM drive electronics

and real-time DSP, we limit our testing to the TD and SPGD algorithms (based on step

dither), which are more easily prototyped.

Considering that the final results in Sec. 5.4 are compiled from hundreds of simulations

across a large spectrum of 𝐷/𝑟0, 𝜎2𝑅, and 𝜏atm/𝜏dm values, we decided to prioritize the

permutations for hardware testing such that the total number of experiments is manage-

able. We choose the datasets with 𝐷/𝑟0 ≈ 3 in weak and strong scintillation regimes,

which are considered medium-difficulty scenarios to exercise the algorithms based on the

simulation results. In terms of temporal regimes, we replicate a few different 𝜏atm/𝜏dm on

the testbed by injecting artificial delays between the DM updates. A complete summary of

the differences between the configurations used in the simulation studies (Chapter 5) and

in the experimental studies (Chapter 6) is given in Table 6.2.

The selected permutations are executed on the testbed with the algorithms configured

exactly according to the respective simulation cases. This involves the number of corrected

modes, the dither magnitudes, and the feedback gains, all of which are jointly optimized in

the prior simulation studies. To assess the wavefront correction performance, we calculate
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Figure 6-4: A summary of the measurements collected to help determine the algorithm cal-
ibration weights. Each mode is individually adjusted via the DM API while measurements
of RSSI are collected. A quadratic fit is then performed to obtain the respective log-weights𝑐𝑖. The plots depict the fits obtained up to 𝑖 = 9, with the respective modes in the insets.
For reference, the linear weights 𝑤𝑖 are calculated via Eq. 4.13 and shown above the plots.
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Table 6.2: A summary of system configurations and atmospheric parameters used in the
simulations studies, including a subset that was selected for experimental validation.

Category Simulation studies Experimental studies

DM 12 × 12 membrane 12 × 12 membrane16 × 16 piston —

Algorithm
Time-division (TD) Time-division (TD)

Frequency-division (FD) —
SPGD (reference) SPGD (reference)

𝜎2𝑅 0.75 (weak) 0.75 (weak)
1.5 (medium) —

3 (strong) 3 (strong)𝐷/𝑟0 2–5 3𝜏atm/𝜏dm 10–2000 40, 85, 250

the phase loss over time by normalizing the recorded RSSI with the ideal phase-conjugate

RSSI, which is recorded as part of the SLM tests outlined in Sec. 6.2.1 (i.e., amplitude-only

SLM modulation is considered equivalent to ideal phase correction). An example of the

measured phase loss while the algorithms are correcting turbulence on the testbed is

shown in Fig. 6-5 alongside the predicted performance from the software simulation. As

in the analysis done in Chapter 5, we compile both the median and the 10th percentile of

the phase loss over the duration of the turbulence snapshot for all the experiments. A

comprehensive summary of these statistics is visualized in Fig. 6-6, where we overlay all

the experimental results on top of the trends predicted in Chapter 5.
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Figure 6-5: Comparison of the simulated and the measured trend in correction performance
for the TD algorithm (top plots) and the SPGD algorithm (bottom plots). In each case, a𝐷/𝑟0 ≈ 3 scenario with both weak and strong scintillation is shown. For reference, we also
depict the phase loss assuming no correction, which is adapted from data in Fig. 6-3.
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Figure 6-6: A statistical overview of the measured performance (diamonds) overlaid on top
of the results from Chapter 5 (solid lines and shaded regions correspond to the average ±1𝜎
simulation results). In terms of the TD algorithm, we observe slightly better experimental
results in weak scintillation, and good agreement with simulations in strong scintillation.
The SPGD hardware results generally match the simulation results, apart from a single
outlier in strong scintillation, where the algorithm could not achieve stable convergence
at the lowest tested bandwidth ratio.
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6.4 Discussion

Based on the data shown in Figs. 6-5 and 6-6, we generally observe good agreement

between the simulated and the measured correction performance with both algorithms.

More specifically, the measured SPGD performance, which is tested as a state-of-the-art

reference, falls within the ±2𝜎 simulation range in all but one case, which indicates that

the simulation models have likely not omitted any significant effects. The singular SPGD

outlier is only observed in strong scintillation at the lowest temporal bandwidth ratio of𝜏atm/𝜏dm = 40, where stable convergence of the algorithm was not successfully achieved,

and several spikes in phase loss occurred. However, given that this is not a very likely

operation regime due to the large phase loss, it was not investigated further.

In terms of the TD algorithm, we observe slightly better hardware performance in

weak scintillation (by roughly 0.5 dB) and excellent agreement with simulations in strong

scintillation. In addition, looking at the weak scintillation example in Fig. 6-5a, we notice

more robust tracking performance on hardware, which is in contrast with the occasional

performance dips seen in the simulation results. This leads to an improvement of the 10th

percentile metric by approximately 1–2 dB, as seen on the left of Fig. 6-6b. However, since

this improvement is not observed in strong scintillation, it is inconclusive whether it is

inherent to the algorithm itself or is an artifact of imperfect reproduction of turbulence

(1–2 dB local errors can be observed in tests of turbulence injection in Fig. 6-3 as well).

In addition, with both algorithms, we notice a few instances where the phase loss

dips below what is expected without correction (i.e., running the algorithm produces a

worse result than not running it). This is visible in two instants for the TD algorithm in

strong scintillation (around 𝑡 = 0.25 s and 𝑡 = 0.9 s on the second plot in Fig. 6-5a) and two

instants with the SPGD algorithm (around 𝑡 = 0.9 s in Fig. 6-5b). While this may seem

unexpected, it is likely a combination of at least two effects that have also been observed in

simulations. On one hand, these instances occur only when the turbulence happens to be

momentarily very weak (i.e., during the peaks of the uncorrected phase loss), in which case

dither injection may make a corrected wavefront noticeably worse than an uncorrected

wavefront. On the other hand, as discussed in Sec. 5.3.2, correction of non-binary modes
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may still lead to brief algorithm divergence due to local RSSI maxima, even with the

mitigation we tested in simulation (the same mitigation is utilized in experiments).

Ultimately, minor deviations from the simulation results are expected for several rea-

sons. One one hand, several hardware effects, such as SLM/DM fill-factors, nonlinearities,

and surface edge effects, were not modeled for the sake of implementation simplicity. On

the other hand, static hardware errors, such as component misalignment, imperfect pupil

relays, and aperture mismatch, can also contribute to deviations from the modeled spatial

phase structures. Finally, the lack of a more precise hardware synchronization between the

SLMs, and between the DM updates (including due to the use of a non-real-time operating

system) may also affect the evolution of the executed modal corrections.
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Chapter 7

Conclusion

7.1 Summary of Work and Contributions

This work addressed the development and testing of a generalized, modal, non-stochastic,

sensorless wavefront correction algorithm, as well as a broader analysis of the circum-

stances under which sensorless algorithms attain sufficient performance for FSOC.

While generalized algorithms that are agnostic to the choice of hardware or modal

correction basis exist, they are normally based on stochastic estimation. This hinders

their convergence rate, which in turn may limit the practical circumstances under which

they are useful. Research indicates that non-stochastic algorithms can achieve more

promising convergence rates, however, they have only been demonstrated in a few special

configurations, and a generalized modal algorithm is missing. In addition, it is generally

difficult to predict how different algorithms perform as the atmospheric and hardware

parameters change due to a lack of higher-fidelity simulations and experiments.

We addressed the lack of a generalized modal algorithm in Chapter 4, which is the

first contribution from this work. Inspired by a modal approach based on time-division

(TD) with binary step dithers, and coherent beam combining (CBC) methods utilizing

frequency-division (FD) with zonal sinusoidal dithers, we developed a new algorithm that

can be calibrated for correction of arbitrary modes through TD or FD. We also presented

a simple approach to perform this calibration in practice. The calibration allows the use

of linear estimation equations to run the algorithm, which are less complex in terms of
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digital signal processing (DSP).

In Chapters 5 and 6, we addressed the second and the third thesis contributions,

which focus on evaluating performance across different conditions and proving that

the non-stochastic approach achieves better efficiency. We developed an end-to-end

simulation environment to help understand the performance of different algorithms under

varying atmospheric conditions and hardware configurations. To make sure each test

case is configured optimally, we developed tools for offline optimization of the algorithm

parameters, and solved issues related to running the algorithm on membrane deformable

mirrors (DMs). We also designed, built, and calibrated a testbed to experimentally reproduce

a subset of the simulations.

After compiling a large number of simulation results, we demonstrated that the non-

stochastic algorithm consistently outperforms the stochastic one in terms of convergence

rate. This was evident in situations where the AO actuator bandwidth was the performance

bottleneck, in which case the non-stochastic algorithm achieved on average 2–3 dB better

link margin with the same hardware configuration. In addition, we also analyzed the

bandwidth needed to meet a specific performance target and found that using the non-

stochastic algorithm can relax the AO actuator bandwidth requirement by a factor of 2–3

in comparison to the stochastic approach. We were able to successfully replicate these

results on the hardware testbed as well.

Most importantly, the compiled results helped us understand the performance of

sensorless wavefront correction algorithms under a wider range of circumstances than

previously considered in the literature. Using the aggregated results across different key

hardware and atmospheric turbulence parameters (such as 𝐷/𝑟0, 𝜏atm/𝜏dm, and 𝜎2𝑅), we can

more easily predict the necessary link margin in a variety of practical application cases.

We demonstrated this in two example case studies of interest in Sec. 5.6. Ultimately, the

compiled performance graphs turned out to be a valuable tool for predicting the conditions

in which sensorless approaches attain adequate performance in the context of FSOC, and

in which it is still preferable to use conventional approaches based on dedicated wavefront

sensing.
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7.2 Limitations and Future Work

There are several interesting directions in which this work could be further expanded.

While our analysis through simulations and experiments led to promising results, our

approach had a few limitations, and some of our observations deserve more in-depth

analysis and higher-fidelity modeling. In addition, there are multiple ways in which the

presented stochastic and non-stochastic methods could be further optimized, both for

performance and for robustness in terms of practical use. This section concludes this thesis

with a summary of these ideas.

Adaptive Algorithm Configuration

Our analysis assumed that some key properties are known and that they do not change

over time. This includes, for example, the atmospheric time constant 𝜏atm and the statistics

of the RSSI noise, which we used for offline optimization of the algorithm configuration.

However, since these properties may change over time in practice, it would be helpful to

estimate them online. This would allow for adaptive configuration of the algorithm as the

underlying conditions change, which could lead to an improvement in performance.

One specific example of how this could be helpful is related to the parameter 𝑁 , which

controls how many modes are corrected by the algorithm. As extensively discussed in this

work, if the actuator bandwidth is the main performance bottleneck, 𝑁 must be chosen

carefully to minimize the spatiotemporal wavefront error. If 𝜏atm was estimated online, it

could be used to re-configure 𝑁 in real time. This could be done, for instance, via some

function𝑁 ∝ 𝑓 (𝜏atm/𝜏dm), which is the same approach we followed in our offline algorithm

configuration process.

Local Maxima Analysis

One area that would undoubtedly benefit further investigation is that of local RSSI maxima,

which complicate the optimization of non-binary modes. While we partially mitigated the

algorithm divergences observed with membrane DMs due to this effect, we used a fairly

naive approach that constrained the corrections to decrease the likelihood of long-term
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divergence. A more in-depth analysis of why and when these divergences occur, as well

as how to most effectively prevent them, would be helpful to increase the robustness of

modal correction with membrane DMs. More specifically, a literature review on non-

convex and global optimization techniques would help assess more advanced approaches

for local maxima mitigation. Evaluating the algorithm behavior with and without such

mitigations in place (both on hardware and in simulations) would be beneficial to improve

the understanding of this problem. Finally, it would be valuable to experimentally test the

optimization of binary modes on segmented DMs, given that this configuration has been

shown to avoid local RSSI maxima altogether.

Algorithm Improvements

A few modifications could be explored to further optimize both the stochastic and the

non-stochastic algorithms. For example, our analysis assumed a fixed gain (learning rate)

for the stochastic algorithm, which is commonly the case in literature on SPGD. However,

recent advances in machine learning have produced many new promising gradient-based

optimization algorithms with adaptive learning rates. It would be interesting to test if such

methods improve stochastic wavefront correction performance, which is a more dynamic

(evolving) optimization problem in contrast to the offline optimization problems common

in machine learning.

With the non-stochastic algorithm, we implemented simple integral feedback con-

trollers to reject the measured modal errors. It would be useful to investigate how much can

the error rejection improve by using more modern feedback control methods. Specifically,

it might be interesting to evaluate techniques from adaptive and optimal control theory, as

well as more advanced predictive filters. Another modification that is easily applicable to

the frequency-division (FD) algorithm would be to adapt not only the dither magnitude

but also the bandwidth for each mode. This would allow, for example, estimating and

correcting tilt at a different rate than higher-order aberrations, which are expected to occur

faster according to turbulence models.

Finally, both the stochastic and the non-stochastic algorithms could benefit from loop-

shaping filters, which would allow faster dither injection by pre-emphasizing the dither
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signal amplitudes. While this would increase the implementation complexity and put more

pressure on the DACs and actuators, it would also reduce the required 𝜏atm/𝜏dm needed to

achieve a given performance goal.

Additional Simulations and Higher-Fidelity Modeling

Additional interesting insights might be obtained by running more simulations and by

improving the simulator’s fidelity. For instance, the small discrepancies observed between

experimental and simulated results could be better analyzed if the software models were

improved. This would help understand whether the discrepancies stem from hardware

imperfections that were not modeled or from other effects, such as uncertainty due to

local maxima. A higher-fidelity simulator could also provide insights on how other DM

imperfections, such as quilting, the restricted motion of the edge actuators, or atypical

influence functions, affect the algorithm’s performance. This may help inform the design

of future AO hardware so that it is more optimized for sensorless wavefront correction.

Running more simulations across different values of 𝜎2𝑅 would also help understand why

and how much does phase correction (and reconstruction) degrade in stronger scintillation.

While it is evident from our simulations that stronger scintillation leads to more pronounced

local maxima issues with non-binary modes, we also observe some increase in phase loss

with binary modes (even though this metric is normalized according to the best possible

phase correction). A more in-depth analysis of this issue may help increase the fundamental

understanding of how branch cuts in the phase function (due to the emergence of branch

points, or wavefront nulls) affect the behavior of sensorless wavefront correction.

Higher-Fidelity Hardware Validation

Several improvements could be made to the hardware testbed and the testing approach

to improve the validation of the simulation results. Improving the SLM alignment and

implementing hardware synchronization between the two SLMs would help reproduce

the simulated fields with a smaller spatiotemporal error, which might mitigate some

discrepancies we observed in the results. In addition, the testbed fidelity could be improved

by implementing real-time digital signal processing (DSP) to run the algorithm and by
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not simulating different 𝜏dm to control the 𝜏atm/𝜏dm ratio. Ideally, one would adjust 𝜏atm,

and the algorithm would be configured for the actual hardware 𝜏dm. This may, however,

require more capable SLMs or DMs with faster refresh rates for turbulence injection. It

would also be helpful to repeat the hardware experiments across more 𝐷/𝑟0 values, more

average RSSI levels, and perform a larger set of repetitions to obtain a more statistically

significant validation. Ultimately, running outdoor measurements in actual atmospheric

turbulence would be the best way to verify the algorithms experimentally.
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