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Abstract
Common-sense reasoning is a key challenge in robot navigation and 3D scene understand-
ing. Humans tend to reason about their environments in abstract terms, with a wealth of
common sense on object and spatial relations to back up such inferences. Thus, if robots
are to see widespread deployment, they must also be able to reason with such knowledge
to support tasks specified in such terms. As modern language models trained on large
text corpora encode much worldly knowledge, we thus investigate methods for extracting
common sense from such models for use in non-linguistic semantically grounded robotics
tasks. We start by examining how language models can be used for attaching abstract room
classes to locations based on visual percepts and lower-level object classes, commonly gen-
erated by spatial perception systems. We detail three language-only approaches (zero-shot,
embedding-based, and structured language) as well as two vision-and-language approaches
(zero-shot and fine-tuned), finding that language-leveraging systems outperform both stan-
dard pure-vision and scene graph neural classifiers while yielding impressive generaliza-
tion and transfer abilities. We then consider a simple robot semantic navigation task to see
how an agent can act upon prior knowledge encoded within language models in order to
find goal objects by reasoning about where such objects can be found. Our framework,
Language Models as Probabilistic Priors (LaMPP), uses the language model to fill in pa-
rameters of standard probabilistic graphical models. We also touch upon use cases outside
of robotics, namely semantic segmentation and video action segmentation. Lastly, we show
how common-sense knowledge can be extracted from language models and encoded in ab-
stract spatial ontology graphs. We measure how well language model scores align with
human common sense judgements regarding object and spatial relationships. Ultimately,
we hope this work paves the way for more advanced robot semantic scene understanding
and navigation algorithms that leverage language models.

Thesis Supervisor: Luca Carlone
Title: Associate Professor, Department of Aeronautics and Astronautics
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Chapter 1

Introduction

1.1 The Path Towards Everyday Robots

Recent advances in artificial intelligence and machine learning have allowed robots to see

a surge in deployment in both the domestic and industrial domains. Robots are now being

used to monitor factories, fulfill shipping orders, and vacuum homes, among a myriad of

other applications. However, there are still many obstacles to overcome. If robots are to

see widespread adoption, then they must be able to not only map and localize in many

environments, but also have a semantic understanding of said environments and the entities

within them. Subsequently, they should also have the ability to act upon this understanding.

For example, if a robot is told to “fetch a spoon,” it should know that spoons are typically

found within kitchens, which contain things like refrigerators and stoves. Then, based on

this knowledge, it should be able to find its way to locations that are likely to be kitchens

(for instance, based on an internal map representation).

These aspects are typically inferred using metric-semantic simultaneous localization

and mapping (SLAM) algorithms, wherein a robotic agent maps its environment, deter-

mines its location within it, and annotates the map with semantic and spatial information

[12]. Modern spatial perception systems, like Kimera [76] and Hydra [36], arrange this

data in 3D scene graphs – data structures wherein nodes represent locations and entities

(e.g., buildings, rooms, and objects), while edges represent spatial relationships.

Nodes can hold geometric information (like position and bounding box) for entities
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and places in the scene. However, attaching semantic labels to these nodes still remains

a major open obstacle, especially for nodes corresponding to high-level spatial concepts,

like rooms and buildings. To label a room node, the system must consider what objects are

in the room (e.g., if it contains a stove, the room is likely a kitchen). This necessitates a

“common-sense” mechanism to provide such knowledge.

1.2 Language Models and Robotics

One largely unexplored candidate method for imparting this common sense is by using

language models. As they are trained on large text corpora, they capture some of the se-

mantic information within said datasets – e.g., a language model may learn that the sentence

“Bathrooms contain .” is better finished with “toilets” rather than “stoves,” thereby con-

taining some of the common sense needed for scene understanding. Furthermore, being

what [94, 19] famously called an “infinite use of finite means,” language allows arbitrary

common-sense queries to be compactly made and evaluated, including ones with novel

concepts and entities. This is important for spatial perception, as deployed robots will nat-

urally come across many objects that engineers did not expect during development. Being

able to do inference over novel object types would thus be highly beneficial.

We thus explore a variety of ways for doing object- and visual-percept-driven room

and building classification using pre-trained large language models. We consider each

approach’s strengths, failure-cases, and data requisites in order to see what language model-

leveraging approaches are most appropriate to robot perception.

Once a semantically rich representation of the environment is made available to a robot,

it now must have a way to act on this knowledge, integrating its semantic understanding

into its decision-making process. We showcase a simple method for extracting common-

sense probabilistic priors on object-room co-occurrences from language models and how

such information can be made actionable in embodied household object-finding tasks.

Lastly, we demonstrate the scalability of such language model methods in scene under-

standing by constructing an abstract representation of plausible spatial relations between

different objects and locations. We discuss how this data structure can be automatically
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generated and its possible uses in supplementing downstream learning tasks.

We now motivate each of the above directions in more detail.

1.3 Scene Understanding

While significant advances have been made in spatial perception, robots are still far from

having the common-sense knowledge about household objects and locations of an average

human. We would like them to have such understanding, as many tasks one might want

a robot to do are either best specified in terms of an abstract location label (“Go clean

the bedroom.”) or would be aided by knowledge of such labels and what said locations

typically contain.

We thus investigate the use of large language models to impart common sense for scene

understanding in Chapter 2. Specifically, we introduce three paradigms for leveraging lan-

guage for classifying rooms in indoor environments based on their contained objects: (i)

a zero-shot approach, (ii) a feed-forward classifier approach, and (iii) a contrastive clas-

sifier approach. These methods operate on 3D scene graphs produced by modern spa-

tial perception systems. We then analyze each approach, demonstrating notable zero-shot

generalization and transfer capabilities stemming from their use of language. Finally, we

show these approaches also apply to inferring building labels from contained rooms and

demonstrate our zero-shot approach on a real environment. All code can be found at

https://github.com/MIT-SPARK/llm_scene_understanding.

1.4 Robot Navigation

As with scene understanding, robot navigation is likewise made more efficient with the

aid of common-sense prior knowledge, especially in structured household environments.

Rather than using this common sense for constructing internal representations of the envi-

ronment that are conducive to relevant inference tasks, in Chapter 3, we investigate how

common sense from language models can be used for decision-making. That is, we look

at how this knowledge can be integrated with lower-level robot control policies to improve

17
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their performance on semantic navigation tasks.

The specific task we consider is the ObjectNav challenge, held in the Habitat AI sim-

ulator – a yearly competition wherein teams build and train agents to find goal objects in

virtual home environments (constructed from 3D scans of actual homes) [98, 59, 90]. We

alter the task to provide the robot with the high-level labels of rooms. With this abstract

map information, we show how the agent can leverage language model judgements regard-

ing which objects are often found in each location to more accurately and efficiently locate

specified target objects.

This work was done as part of a wider project to investigate methods for extracting and

using probabilistic priors on common-sense facts and relations distilled within large lan-

guage models. This broad paradigm, which we call Language Model Probabilistic Priors

(or LaMPP), allows for the principled insertion of prior knowledge from language mod-

els into domain-specific generative probabilistic models. We show how such methods can

similarly be applied to image semantic segmentation and video-action segmentation – all

grounded tasks that language models do not receive direct exposure to. While we briefly

cover these topics in Chapter 3, we primarily focus on LaMPP’s applications to embod-

ied/robotic navigation.

1.5 Large-scale Spatial Ontology

The first two works attempt to extract and distill scene common sense present within lan-

guage models on the problem of room and building classification while the latter showcases

how these models can provide actionable priors that improve robot navigation tasks. How-

ever, these are both still relatively small-scale instantiations of language models’ possible

uses in providing worldly common sense. Humans can reason about a much larger set of

objects and locations, including outdoor ones that are of much grander scale.

We therefore investigate methods of creating large data structures that represent common-

sense object-location relationships with the help of language models. In particular, we de-

velop a spatial ontology – a graph structure wherein nodes represent abstract object and

location concepts and edges represent common spatial relations between these concepts.
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All such components are ungrounded in any particular scene; they describe how locations

and things are usually related, as understood by human common sense.

We investigate how such information can be extracted from language models in a man-

ner akin to how LaMPP’s probabilistic priors are extracted. We then consider how this data

can be parsed into our desired data structure, developing numerical tests to both measure

and ensure that the ontology’s representations are aligned with human judgements. We

also consider the use of some recent advances in instruction-following language models,

tuned with reinforcement learning with human feedback (RLHF) for the same ontology-

construction task. Finally, we discuss some future works in this area: namely, (i) how

to actually leverage this ontology for learning to perform abstract scene understanding on

grounded scenes and (ii) how to further automate the ontology construction process.

1.6 Thesis Structure

In this thesis, we present each of the aforementioned works. Specifically, in Chapter 2,

we discuss the use of language for abstract scene understanding. In Chapter 3, we look at

its use case in robot navigation. Lastly, in Chapter 4, we consider how common sense in

language models can be used to construct spatial ontologies.

As they are all heavily intertwined, we start each chapter off by discussing how the work

ties into both the ones before it and the overall theme of using language models to guide

robotics tasks that require abstract common sense. Then, we discuss related works in each

areas. Last, we discuss the methods, experimental specifics, and results, as well as any im-

plications or findings in the three works. Said projects have a lot of additional information

or details, which we document in the appendices (which are referenced throughout).

After the projects, we conclude with a few remarks on future works, providing some

thoughts on upcoming directions for language and robotics research in Chapter 5.
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Chapter 2

Scene Understanding

In this work, we consider ways to leverage pre-trained language models for abstract robot

scene understanding tasks – specifically, room classification. We show how such models

provide useful priors that allow for efficient zero-shot or fine-tuned performance. We find

that a structured-language approach wherein a language model is fine-tuned for room clas-

sification based on strings detailing spatial and low-level semantic object information out-

performs similar language-based approaches that only consider object labels (and discards

quantitative spatial information, due to it being difficult to express in natural language).

These experiments only reason about language descriptions, discarding visual informa-

tion. However, such features still provide a useful semantic signal, so we also consider

methods for using modern visual language models for robot scene understanding. We

find that visual-linguistic approaches achieve better performance when combining vision

with object labels in comparison to vision-only methods (while maintaining minimal hand-

engineering effort). We therefore argue that combining modern semantic spatial perception

systems with the common-sense priors found in pre-trained (visual) language models en-

ables effective abstract scene understanding.

2.1 Related Works

Metric-Semantic SLAM: As high-level semantic understanding is vital for human-robot

interaction and planning, there has been significant interest in combining classical methods
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Figure 2-1: 3D scene graph example. We use (V)LMs to attach high-level labels to nodes
using lower-level information.

with deep learning for metric-semantic SLAM. Such works generally focus on low-level

representations, such as object-centric approaches [12, 23, 66, 67], dense approaches [7,

29, 77], or a hybrid of the two [50, 61]. However, these methods generally disregard

higher-level semantic labeling which are needed for many planning and reasoning tasks.

Hierarchical Mapping: An alternative approach is to consider hierarchical maps,

which represent the robot’s environment at different levels of abstraction. Works like

[78, 26] divide robot knowledge into spatial and semantic information, then anchoring the

former to the latter. Our work focuses on scene graphs as a hierarchical map representation.

Such data structures were first commonly used for visual relation tasks [56, 39], but have

since been generalized to 3D, where they have found success in robotics [5, 75, 76, 36].

Nevertheless, anchoring semantics to spatial information in 3D scene graphs remains diffi-

cult, motivating us to look towards language models.

Language and Robotics: Using language models for robotics has been a rapidly-

expanding area of research. Papers like [92, 82, 58, 83, 44, 34, 60, 1] have mainly leveraged

language for communicating goals or instructions to a robot to plan around or execute,

often using language models as intuitive priors over appropriate actions, rewards, or dy-

namics. For scene understanding, [35] use occupancy maps with language embeddings

attached, while [42, 79] connect such information to neural radiance fields. These works

focus on lower-level semantics, compared to the more abstract semantics considered here.

Past approaches for room classification use an explicit Bayesian probabilistic framework
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for determining room labels based on detected objects [16]. However, such methods remain

hard to generalize to new rooms and objects. To address these shortcomings, we explore

the ability for large language models to be used as common-sense mechanisms for robot

scene understanding.

2.2 Language-only Methods

Modern language models (LMs) are generally transformers [93] that learn distributions

over strings. We write

Λ(W )≈ log p(W ) (2.1)

to be a LM’s estimated log probability score for string W . Recently, decoder-only causal

language models have seen particular success. Said LMs decompose the above probability

via the chain rule such that each subsequent token is conditioned on the ones before it:

Λ(W ) = Λ(w1)+
|W |

∑
i=2

Λ(wi | w1:i−1)≈ log p(w1)+
|W |

∑
i=2

log p(wi | w1:i−1) (2.2)

where wi is the i-th token of W .

LMs are also typically able to embed texts into semantically-meaningful vectors, which

can be useful for fine-tuning in down-stream tasks. When pre-trained on large data corpora,

all these models’ outputs can reflect common world knowledge [49]. We thus make use of

these capabilites for scene understanding.

2.2.1 Query Strings and Informativeness

If we want to use LMs to reason about a room’s class, we first need to project its semantic

features (e.g., contained objects) into language. We thus start by building query strings

describing a given room whose label we wish to infer. For this, we assume access to a list

of objects within. This list can be inferred by existing mapping techniques [76, 36]. For

our experiments, we use ground truth object labels from our considered dataset.

Putting all objects in a room into the query may result in poor performance, as the
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queries may be dominated by uninformative, ubiquitous objects (e.g., lights). We thus draw

from Grice’s conversational maxims and rational speech acts [28, 27]. In this framework,

a pragmatic speaker chooses an utterance based on how a listener would interpret a literal

speaker. E.g., a literal speaker might describe a bedroom as “containing chairs,” which is

true, but ambiguous to a listener who is trying to discern the room’s label. A pragmatic

speaker would thus instead say the room contains a bed, which is much more informative

and disambiguating.

To implement this in our queries, we only include the k objects most informative for

room classification, noting that objects which appear in fewer room types are more infor-

mative, as their presence heavily implies certain rooms. Quantitatively, these objects have

more non-uniform distributions p(r | o), where o ∈ LO is the object label, r ∈ LR is the

room label, and LO,R are the sets of all possible objects/rooms respectively. We compute

these conditional probabilities in two ways:

• Using ground-truth co-occurrences. When using these empirical conditionals, we

apply Laplace smoothing. We note this requires task-specific data.

• Using proxy co-occurrence probabilities by querying language models. Specifi-

cally:

p(r | o)≈
expΛ(Wo,r)

∑r′∈LR expΛ(Wo,r)
(2.3)

where Wo,r is the query string “A room containing o is called a(n) r.”

With p(r | o) available, a natural measure of its non-uniformity (and thus informativeness)

is entropy:

Ho =− ∑
r∈LR

p(r | o) log p(r | o) (2.4)

Entropy is maximized when p(r | o) is uniform and minimized when one-hot, so more

informative objects have lower Ho. Thus, to pick objects for the queries, we take the k

different lowest-entropy present objects:

Obest = argmin_k
o∈O

[Ho] (2.5)

where O is the set of all object labels contained within the considered room. We thus now
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have a set of k objects Obest which can be used to infer the room label.

2.2.2 Zero-shot Approach

For the zero-shot approach, we construct |LR| query strings, one per room label:

Wr = “A room containing o1, o2, ... and ok

is called a(n) r.” ∀r ∈ LR

(2.6)

where o1...k ∈ Obest are ordered by ascending entropy. All these queries are scored via lan-

guage model, with the final estimated room label r̂ being whichever one yields the highest

query sentence probability:

r̂ = argmax
r

Λ(Wr) (2.7)

We note that this can similarly be done by prompting the LM to generate its inferred room

type. However, for evaluative purposes, we follow works like [1] and opt for this scoring

approach to constrain the LM to our considered labels.

2.2.3 Embedding-based Approach

For our embedding-based fine-tuning approach, we create a query of the form:

W = “This room contains o1, o2, ... and ok.” (2.8)

This string is then fed into a LM to produce a summary embedding vector. Finally, the em-

bedding is fed into a trained classifier, which produces |LR| prediction logits corresponding

to the room labels, with the inferred room label corresponding to the maximum logit. We

choose this network to be a shallow multi-layer perceptron.

2.2.4 Structured-data Approach

The above approaches limit LM inputs to natural language queries. This is restrictive, as

robot perception systems tend to detect spatial features, like room size, object poses, and
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bounding boxes, that are not commonly expressed in natural language. Humans tend to de-

scribe spatial relations qualitatively (e.g., “to the left of” or “on top of”), so numeric spatial

features may not be processed well via pre-trained LMs. These features are nonetheless

useful for room classification: e.g., hallways are often characterized by being long.

We thus consider a structured-data approach wherein an entire LM is fine-tuned to ac-

cept description strings that can easily express spatial features, but are not in the realm of

common natural language. This way, the inputs are more expressive, but we still capital-

ize on the LM’s common-sense semantic understanding when linking objects to associated

rooms. We use an encoder-decoder LM to encode structured data strings containing the

room axis-aligned dimensions and each contained object’s label, count, and position (rela-

tive to the center of the room):

Room Size:

x [x room bounding box length]

y [y room bounding box length]

z [z room bounding box length]

Object Locations:

[object 1 label]

x [x position relative to room center]

y [y position relative to room center]

z [z position relative to room center]

[object 2 label]

x [x position relative to room center]

y [y position relative to room center]

z [z position relative to room center]

(repeat for all other objects in the room)

The LM’s decoder then computes probabilities for each possible room label string condi-

tioned on the structured description, with the highest-scoring one being the inferred label.
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2.3 Vision-and-Language Methods

When dealing with grounded tasks, LMs require observations be projected into string

space. Some features are invariably lost in this process. In our case, we only use ob-

ject labels and spatial features, while visual features like color or texture go unused. Such

data is still useful: e.g., bathrooms often have white tiles that other rooms do not have, so

detecting such features aids in room classification.

We thus look to visual language models (VLMs): pretrained models that connect text

and language. For instance, [72] uses a contrastive objective to learn a shared embedding

space for vision and language, allowing one to match images with text. Other approaches

generate text conditioned on input images and text prompts, usually for visual question

answering (VQA) or captioning [51, 52]. We try to use such models to classify locations

based on previously-available object information and egocentric room images.

2.3.1 Zero-shot Approach

We consider a VLM equivalent to the language-only zero-shot approach. For contrastive

VLMs, we follow the standard zero-shot classification technique [72] and embed both room

label strings and images from the considered room. The inferred label is whichever room

string best matches the images in embedding space (as determined by cosine distance).

For generative VLMs, we input the images and a prompt (“What type of room is this?”

for VQA models and “This room is a(n) r.” for captioners). Such prompts can be prepended

with object descriptions – an advantage they have over the contrastive VLMs. The model

then follows up the prompt with each possible room label, with the highest-probability

label being the inferred one.

2.3.2 Fine-tuning Approach

This approach is the same as the zero-shot VLM approach, but with the model fine-tuned

to output room labels. We train a captioning VLM to correctly generate the room r in the

prompt sentence “This room is a(n) r.” when given images of said room. Again, at inference
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time, the inferred room label is whichever one yields the highest probability when plugged

into the end of the prompt.

Note that, for both these approaches, we use VLMs that perform captioning/VQA on

a single image at a time. We detail how to get an overall room classification from many

images in Section 2.4.4. Our approach can be easily generalized to VLMs that accept

multiple input images, like [2]. Due to computation limits, we leave such experiments to

future work.

2.4 Experimental Setup

2.4.1 Datasets

We evaluate our algorithms on scene graphs produced from the Matterport3D dataset [15],

which is commonly used in robot navigation tasks [59, 98, 90]. This dataset can rapidly

render rooms and contained objects, each with labels, pose, and bounding boxes that we

use to create scene graphs. Objects are assigned labels from two label spaces: mpcat40

(35 labels) and nyuClass (201 labels) [84]. In total, there are ∼ 1870 rooms, each with

one of 23 room labels. See Appendix A.1 for scene graph construction details. We now

consider how datasets are constructed for pure-language and vision-language approaches

respectively.

Language-only: We divide the buildings into a 50/20/30 train/validation/test split for

each label space. To produce queries for our embedding-based approach, we bootstrap

subsets of the most informative objects per room to put into the query. We generate four

such datasets by varying object label space (nyuClass/mpcat40) and co-occurrences used

for object selection (ground truth/proxy). We use RoBERTa-large as our LM embedder

[54]. See Appendix A.2 for more details. For the structured-language dataset, for each

room, we create structured language strings summarizing the room dimensions and object

positions and labels (for a given label space). Unlike the zero-shot/embedding approaches,

said strings contain all objects in a given room. See Appendix A.3 for some additional

minor details.
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Each dataset for a certain label space is produced from the same splits. All approaches

and baselines are tested on the same test split. For completeness, approaches that do not

require training are also evaluated on the entire dataset.

Vision-and-Language Datasets: For each room, we sample and save images from 100

random freespace camera poses (see Appendix A.4). For methods that require training, we

divide the rooms into a 40/20/40 train/validation/test split. Note that (i) all images for a

given room belong to the same group and (ii) this is a different divide than for language-

only, as it includes rooms with no objects (as visual features can still be extracted from

them).

2.4.2 Baselines

We consider three baselines. First, we use ground-truth co-occurrence data for a statistical

baseline. We approximate the probability of a room label as the product of the conditional

probabilities of the room given each object individually:

p(r | O)≈ ∏
oi∈O

p(r | oi) (2.9)

where the conditionals p(r | oi) are empirically estimated from the dataset. The inferred la-

bel is thus argmaxr p(r | O). Second, we train a GraphSage graph neural network baseline

[31] to predict rooms given objects using the language-only dataset splits.

Finally, as a baseline for vision-based methods, we use the vision-and-language dataset

splits to train a ResNet-50 [33] model to predict room label logits given images from the

room. We do this from scratch and starting from the pre-trained weights. See Appendix

A.5 for details.

2.4.3 Language-only Trial Specifications

Zero-shot: We vary the ground truth/proxy object-room co-occurrences (when computing

object entropy) and the object label spaces for four total conditions. We choose k = 3

objects per room to create the corresponding queries (or all if the room contains fewer than
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three objects). For all trials, we use the GPT-J language model [95] for both inference and

generating proxy co-occurences. Due to hardware limitations, we use the half-precision

release of the model.

Embedding-based: We train head networks on each of the four embedding datasets.

See Appendix A.5 for more details. We also run two generalization experiments. First,

we train the network while holding out all nyuClass rooms whose query strings contain

chairs, sinks, toilets, beds, and washing machines, then we test on these held out datapoints.

This is done with ground-truth co-occurrences. Second, we train models on mpcat40 data

while testing on nyuClass data in order to see if they can accommodate and generalize

to a different, larger input label space. In this case, we divide the mpcat40 dataset using

a 40/60 training/validation split, use the entire nyuClass dataset for testing, and vary the

co-occurrence type (ground truth and proxy).

Structured-language: We fine-tune a pre-trained T5 LM to encode structured-language

strings and decode (score) room labels [73]. We train for 5 epochs and test on the weights

with highest validation accuracy. See Appendix A.5 for more details. We also run some

ablation trials, removing the room bounding box dimensions, object positions, or both.

2.4.4 Vision-and-Language Trial Specifications

Zero-shot: We test CLIP, BLIP, and BLIP-2’s zero-shot visual room classification abilities

[72, 51, 52]. Of these models, CLIP is contrastive while the BLIP models are generative,

so we adopt the VQA and captioning approaches detailed in Sec. 2.3.1 respectively.

As each room has many images, we measure both the portion of individual images and

overall rooms classified correctly as image-wise and room-wise accuracies, respectively. A

room is classified correctly if, when the scores for each label are summed over all images

from said room, the correct label has the highest total score. This is different than a plu-

rality vote system wherein the most-predicted room label (out of all image predictions) is

the room label, as our method incorporates model uncertainties by using the output logit-

s/scores.

Fine-tuning: We fine-tune the BLIP VQA VLM to decode room labels based on im-
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ages and descriptions [51]. The setup is the same as the zero-shot case, but with the

introduction of fine-tuning. The model itself is an encoder-decoder VLM that performs

bi-directional self-attention on the question prompt in conjunction with cross-attention on

input image features before decoding an answer with causal self-attention while cross at-

tending to image and question embeddings. See Appendix A.5 for more training details.

Again, we measure image- and room-wise accuracies with the same maximum score metric

as above.

2.4.5 Additional Trials

Building Trial Specifications: We extend the above language-only formulations to also

perform inference of a building’s label ∈ LB = {house, office complex, spa resort} based

on the rooms within. We consider three approaches: (i) the GraphSage baseline, but trained

to predict buildings based on known objects and rooms; (ii) the zero-shot approach with

k = 4 and using ground-truth co-occurrences; and (iii) the embedding-based approach with

output size |LB|= 3 and stochastically bootstrapped training data. We present (ii) and (iii)’s

accuracies on the same test split our GNN is tested on for comparison. For completeness,

we also present (ii)’s accuracy on the entire Matterport3D dataset. For more details, see

Appendix A.6.

Real Scene Graph Trial Specifications: We run the zero-shot approach to label rooms

on dynamic scene graphs generated using the Hydra spatial perception system [36]. We

consider three environments: a dormitory, an apartment, and an office. The object labels

are noisily inferred using a fine-tuned HRNet [96] that classifies household objects into 23

labels. We consider six room labels (kitchen, bathroom, hallway, lounge, stairwell, and

bedroom) while using proxy co-occurrencies to pick query objects. All rooms with at least

one object are evaluated.

2.5 Results

We present all results for language-only and vision-and-language (as well as associated

baselines) trials in Tables 2.1 and 2.2 respectively, with parenthesized values indicating
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Baselines Zero-shot

Statistical GraphSage GT Proxy

nyuClass 57.7%
(50.6%) 64.2%

52.2%
(53.6%)

27.2%
(28.2%)

mpcat40 44.7%
(46.9%) 59.1%

48.9%
(50.1%)

27.5%
(27.3%)

Embedding-based Structured-language

RoBERTa With Position No Position

GT Proxy With Bbox No Bbox With Bbox No Bbox

nyuClass 65.5% 57.6% 69.1% 68.7% 67.3% 67.7%
mpcat40 63.9% 58.5% 68.3% 67.7% 63.9% 63.7%

Table 2.1: Test-split accuracies for all language-only approaches. Methods that do not
require training have full dataset accuracy reported in parentheses. Structured-language
yields the highest test split accuracies (bolded).

evaluation accuracy on the entire dataset (for approaches that do not require training).

2.5.1 Language-only Results

Zero-shot: As shown in the top half of Table 2.1, the zero-shot trials yield room classi-

fication accuracies of 27.3− 52.6% when run on the entire dataset. The ground-truth co-

occurrence trials perform better than the statistical baseline evaluated on the whole dataset,

which also uses ground truth frequencies. No trial outperforms the GraphSage baseline,

but said baseline requires training and cannot be easily extended to additional labels, un-

like our approach; by virtue of being zero-shot, the only step needed to adopt the large

label space was to compute the informativeness metric for the new objects. This approach

also achieves high accuracies for several common household rooms (bathroom, bedroom,

kitchen, and living room). For the best performing trial, accuracies for these key rooms

range from 79.2−97.1% (see Figure 2-2). There also are two trends for when a room will

not be classified correctly:

• Room lacks disambiguating objects: Bathrooms and bedrooms have objects almost

exclusive to them (e.g., toilets and beds), but rooms like lobbies and family rooms

only contain more ubiquitous ones (e.g., tables and chairs), and so are harder to

identify.
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Zero-shot

CLIP BLIP VQA BLIP-2 Captioner

None None nyuClass mpcat40 None nyuClass mpcat40

Room-
wise

36.5%
(32.7%)

37.8%
(36.2%)

37.0%
(36.6%)

37.1%
(37.5%)

47.5%
(45.7%)

47.9%
(45.7%)

48.0%
(46.2%)

Image-
wise

26.5%
(25.9%)

30.1%
(28.8%)

35.6%
(34.9%)

34.4%
(34.3%)

40.1%
(39/3%)

45.0%
(43.1%)

44.5%
(43.0%)

Baseline Fine-tuning

ResNet-50 BLIP VQA

From Pretrained From Scratch None nyuClass mpcat40

Room-
wise 51.1% 26.2% 53.2% 68.6% 65.3%

Image-
wise 36.8% 22.6% 47.0% 67.9% 64.1%

Table 2.2: Test-split room- and image-wise accuracies for all language and vision ap-
proaches. Methods that do not require training have full dataset accuracy reported in paren-
theses.

• Room is not “standard”: Bars, libraries, and spas all more commonly refer to build-

ings, not rooms. We note this could likely be fixed with further prompt tuning and

few-shot examples.

For the other rooms, the language model shows the desired common sense when classify-

ing them. Our approach also demonstrates generalization, handling the smaller, 35-object

label space (mpcat40) and the much larger, 201-object label space (nyuClass). In fact, the

nyuClass trials result in higher accuracies than their mpcat40 counterparts, as nyuClass’s

labels are more specific and informative. This benefit is best shown in the following cases:

• Kitchens & laundry rooms: Both rooms are characterized by appliances. While

nyuClass provides fine-grained labels (e.g., washing machine vs. stoves), mpcat40

groups all those objects under the broad and ambiguous category of “appliances,”

making differentiation of the two room labels difficult.

• Game rooms & garages: Game rooms are characterized by recreational objects,

like ping-pong/foosball tables. Both appear in nyuClass, but are just “tables” in

mpcat40, making these rooms easier to identify with the former. Likewise, garage

doors (nyuClass) are just called “doors” in mpcat40.
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Figure 2-2: Zero-shot accuracies on all data for all conditions, by room label.

Finally, all trials take∼ 1.2 seconds to infer a room’s label, with most of the overhead being

language model evaluations.

Embedding-based: The embedding-based approach achieves 57.6−65.4% test accu-

racy, beating the statistical baseline (46.9− 52.7%) and the zero-shot approach (27.2−

52.2%) in all conditions (see bottom left of Table 2.1). Notably, unlike for the zero-shot

case, this is even true for the conditions using proxy co-occurrences, so the model does not

explicitly need ground-truth co-occurrences for picking out objects to achieve high perfor-

mance (though some is learned in training). Trials using ground-truth co-occurrences yield

slightly higher accuracies than corresponding GraphSage baselines, while the proxy trials

are still competitive. Finally, RoBERTa has 20× fewer parameters than GPT-J (used for

zero-shot), meaning this approach requires less compute, memory, and time to run infer-

ence.

Holdout Trial Room Accuracies
Washing
Machine Chair Sink Toilet Bed

14.6% 40.0% 64.2% 77.6% 83.5%

Table 2.3: Test accuracies for rooms containing each holdout object.

Embedding-based Transfer: Using language models to embed the query room de-

scriptions enables some generalization to novel object classes. The approach does well for

some objects in the holdout object trials (see Table 2.3). Even when held out in training,

it correctly classifies rooms whose queries contain sinks, toilets, and beds 64.2−83.5% of
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the time. The networks likely learns to extract essential information on room labels from

query embeddings containing only non-held out objects that generalizes to the held out

ones. E.g., while toilets are held out, related objects like bathtubs are not. Due to their

relatedness, the embeddings for observed queries (“This room contains bathtubs.”) may be

similar to that of unobserved ones (“This room contains toilets.”), so the network classifies

the latter correctly too. As there are no objects related to washing machines in nyuClass,

rooms containing them have comparatively low accuracy. Still, as most rooms have several

characteristic objects, holding out a subset of them (or, equivalently, introducing more of

them) is generally not an issue.

Regardless, our approach shows promising generalization and transferability. When

trained on mpcat40 and tested on nyuClass, it yields 47.1% and 56.6% accuracy for proxy

and ground-truth co-occurrences respectively, comparable to the best accuracy for the zero-

shot approach (52.57%) and some non-transfer fine-tuning conditions.

Structured Language: We intuitively expect the structured-language approach to do

as well or better than the embedding approach, as the information contained within the

structured language string should be a superset of that of the embedding-based inputs.

Sure enough, all structured-language approaches have test accuracies from 63.69−69.12%,

being comparable to or better than all other approaches (see bottom right of Table 2.1). We

note that ablating room bounding box information does not degrade performance much, but

removing object positions is more impactful (especially for mpcat40 trials). Nevertheless,

all changes from ablations are relatively small; generally, structured language of any type

seems to be the best overall language-only approach for room classification.

2.5.2 Vision-and-Language Results

Zero-shot: The BLIP-2 trials have the highest zero-shot room- and image-wise accuracies,

comparable to that of the fine-tuned ResNet-50 baseline, despite having no task-specific

training (see top of Table 2.2). Adding object labels (from either label space) to the prompt

improves image-wise accuracy, likely because it aids in the classification of uninforma-

tive images (e.g., ones that face walls) by providing non-visible room-wise information on
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contained objects. However, it surprisingly does not improve room-wise accuracy, perhaps

because the improved image classifications are already for rooms that are visually distinct

and thus can be classified from just the good images.

We find that the BLIP-2 approach has slightly lower accuracy than the best language-

only zero-shot trial (45.66%− 46.16% vs. 52.57%), though very slightly higher than the

second-best trial. However, the former requires (i) less prompt engineering and (ii) no

ground-truth co-occurrence data (which is needed to pick objects for the query template in

the language-only case), so is overall easier to implement and use.

Fine-tuning: All vision approaches that involve training/fine-tuning are presented at

the bottom of Table 2.2. The fine-tuning approach yields similar accuracies to the structured-

language approach. Notably, in contrast to the zero-shot equivalents, the fine-tuned models’

image- and room-wise accuracies benefit from object labels in the prompt. This suggests

that, unlike with zero-shot, the fine-tuned models both use the object labels to correctly

classify aforementioned uninformative images specifically for rooms that would otherwise

not be correctly predicted – it is not just correcting uninformative images in rooms whose

other images are easily correctly classifiable.

Moreover, we see that the fine-tuned trial that does not have object labels achieves a

room-wise accuracy of 53.16%, compared to the pre-trained ResNet-50 vision-only base-

line accuracy of 51.05%. These values are similar and both higher than the from-scratch

ResNet-50 baseline trial, suggesting that pre-training (be it visual or visual-linguistic) aids

in transfer to the room classification domain.

However, both pre-trained ResNet-50 and the fine-tuned no-label trials fail to beat any

of the approaches that use fine-tuning in conjunction with object labels (including the

language-only approaches). This suggests that, even when trained on domain-specific data,

it is difficult for vision alone to classify rooms from arbitrary images within.

It is thus appropriate to supplement such inferences with room-wise object information,

especially if such data is already available via a robot metric-semantic spatial perception

system. In such a case, we find that (visual) language models can easily incorporate said ob-

ject labels into their subsequent abstract room label inferences, leveraging their pre-trained

common-sense understanding of such object-room relations to improve room classification
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accuracy.

2.5.3 Building Trial Results

Building
Labels

Statistical
Baseline

GraphSage
Baseline

Zero-shot
Approach

Embedding-based
Approach

Total in
Dataset

House 27 26.6 25 25 27

Office
Complex 0 0.4 2 2 2

Spa Resort 0 0 1 0 4

Total 27 (81.8%) 27 (81.8%) 28 (84.8%) 27 (81.8%) 33

Table 2.4: Test accuracies of building inference approaches.

All building-labeling approaches yield similar test accuracies (Table 2.5.3). The statis-

tical baseline only identifies houses correctly, as the dataset (and thus co-occurrencies) is

dominated by houses. The zero-shot and embedding-based approaches successfully clas-

sify both office complexes, while GraphSage identifies only 0.4 on average over five trials.

All approaches do not identify spa resorts well. For our approaches, we suspect this is due

to spa resorts being a non-standard building (the term often refers to entire campuses) and

information on resorts’ contained rooms (other than spas) not being commonly found in

text corpora datasets. This shows a flaw with language models: while humans can reason

that resorts contain rooms like offices and lobbies, texts will not usually describe these

second-order facts explicitly.

When evaluated on the entire dataset, the zero-shot approach labels 70/81 (86.41%)

buildings correctly, again mainly failing with resorts. While future work should consider

more robust building-labeling benchmarks, our results show that our language-leveraging

approaches can generalize to scene understanding tasks beyond room labeling.

2.5.4 Real 3D Scene Graph Results

The zero-shot approach succeeds at labeling rooms on real 3D scene graphs. However, like

on the Matterport3D data, it tends to work best on rooms that had disambiguating objects

(bedrooms, stairwells, and kitchens), though the presence of those objects in rooms they
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Figure 2-3: Inferred and actual room labels on a real 3D scene graph created by Hydra
[36]. Purple regions show the bottoms of room bounding boxes.

are typically not found in also throws off predictions. This is shown in Figure 2-3, where

bedrooms are identified correctly but the kitchen and office are not (due to the lack of appli-

ances and the presence of counters respectively). Interactive visualizations and inferred la-

bels for all environments can be found at https://github.com/MIT-SPARK/llm_

scene_understanding#real-scene-graph-labeling-visualization.

2.6 Conclusion

We show the applicability of large pre-trained LMs and VLMs to the problem of abstract

robot scene understanding, particularly in the domain of room classification. We explore an

array of different approaches to this problem: zero-shot, embedding-based, and structured-

language for language-only and zero-shot and fine-tuning for vision and language. We

compare such methods with standard statistical and learned baseline approaches, showing

that using LMs yields higher overall performance while also having good generalization

to held-out objects and transferability to new label spaces. Our results show that these

paradigms are promising avenues of development for scalable, sample-efficient, and gen-

eralizable robot spatial perception systems.
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Limitations

Our primary limitation is compute. We ran all language model inference experiments on

a single RTX 3080 GPU, which vastly constrains the size of model (and thus the resulting

experiments) we could use. In particular, while not quantitatively reported, we find that the

zero-shot approach empirically benefits greatly from using larger models trained on more

data; smaller equivalent models like GPT-Neo [9] or GPT-2 [71] yield very poor zero-shot

results. We found that the six billion parameter GPT-J was the largest such model we could

reliably load, but still had to use the half-precision release due to memory constraints.

Likewise, our structured language approach only includes room dimensions, object labels,

and object positions; some spatial/geometric information, like object pose, is still lost, as

they do not fit in our smaller models’ token counts (or, even if they do, would take up too

much memory).

We thus detail some additional research directions that would be possible with larger

compute budgets. We suspect that newer, larger models (on the scale of 10− 100 billion

parameters) would improve performance even more, especially when combined with recent

advances in instruction and human preference-based tuning. For the VLM experiments,

newer models explictly trained for embodied visual-linguistic reasoning [24] would also

likely perform very well for our scene understanding tasks. Finally, many common-sense

visual understanding problems have shown to work well with Socratic model [101] setups,

wherein multiple models (typically covering multiple modalities) interface with each other

in natural language.

However, these constraints do also reflect a real challenge if such systems are deployed

on real mobile robots – such autonomous systems generally do not have the hardware re-

quired to load the latest and largest language models on them locally. It is therefore promis-

ing that, even with somewhat older, smaller models (which could feasibly be deployed on

a robotic platform), we still achieve relatively good performance in our considered tasks.

It thus would be exciting to see both how one could get the most out of the limited

compute of a mobile robot and how our scene understanding approaches could be made

more effective when the limitation is relaxed.
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Ethics Statement

When applying large pre-trained models to robotics, it is very important to recognize how

the risks associated with such models can be amplified when given embodiment [11]. We

focus on the relatively innocuous use case of scene understanding/abstract location classi-

fication, but even still, the biases captured within our considered models may be reflected

in their performance on such tasks. For instance, we evaluate on the Matterport3D dataset,

which contains scans of domestic environments. It is safe to say this data represents the

homes of a narrow intersection of wealth, class, and culture. It is possible that homes of

certain demographics may not conform to the prototypical conceptualization of such loca-

tions present within our (visual) language models, and that our evaluative metrics do not

detect such biases (again, as our testing data is not diverse enough).

Thus, we believe it is important for such data to be diverse and transparently/ethically

sourced (while maintaining proper privacy), especially when used to train general-purpose

household robots. In addition, we encourage research into more advanced scene under-

standing techniques that allow for interpretability of inferences and adaptability to a wider

range of environments.
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Chapter 3

Robot Navigation

As shown in Chapter 2, common-sense priors are a vital part of performing inference in

the real world. Abstract contextual information can help with tasks like visual recognition.

For instance, a large white box in a household environment might be an oven or a washing

machine. However, if one sees this object accompanied by a refrigerator and sink, then

one can easily infer that the room is a kitchen and that the object is an oven. Such prior

expectations and top-down understanding are omnipresent in human reasoning for tasks

like object recognition (such as in the example) and written text interpretation [45, 63].

Contrastingly, modern machine learning tends to learn from vast amounts of bottom-

up raw sensory input without the supervision of common sense. Thus, they (i) require

specialized simulation environments or large amounts of (often annotated) data and (ii)

reflect the biases, correlations, or distibutional quirks of their training datasets, even when

undesirable or illogical [10, 46]. When training a model, it remains difficult to expose it to

data corresponding to all the scenarios it is likely to encounter in real-world deployment.

As correcting these faults is difficult (if not intractable), we turn to language. There

is evidence that humans benefit from linguistic supervision when learning common-sense

knowledge that is difficult to glean from experience [70]. This is computationally reflected

in the recent successes of large language models in various language processing tasks.

Language models have been used as sources of common sense and domain knowledge for

question-answering [91], scripting text games/stories [3, 4], and probabilistic programming

[48].
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With the development of more advanced multi-modal models that use text, these mod-

els have also seen success in grounded and embodied tasks. We call one popular approach

model chaining (MC) [1, 101], as it involves interfacing models with text by projecting ob-

servations, task specifications, and decisions into natural language. However, this approach

is naturally limited by the difficulty of expressing and using certain features (e.g., numeric

quantifications of uncertainty) in the natural language “thoughts” of the model ensemble.

This motivates our current work. We present a method for extracting common-sense

knowledge from language models in the form of probabilistic priors, which can then be

integrated with probabilistic formulations of inference tasks. As many standard machine

learning tasks can be framed as probabilistic graphical inference, this approach offers flexi-

ble opportunities for language model knowledge to be inserted – the model can provide pri-

ors over labels, decisions, or even parameters. We call this approach LaMPP, for Language

Models as Probabilistic Priors.

While the full paper [49] shows LaMPP’s applicability to a range of tasks, for this

chapter, we focus on how such a method is useful for robot navigation specifically. In par-

ticular, we apply it to a modified version of the Habitat Challenge ObjectNav task [98],

which has the task objective of developing an agent to find, identify, and move to a spec-

ified target object based on visual sensor readings as quickly as possible in an unfamiliar

simulated household environment (drawn from the Habitat dataset [74, 59, 90], just as the

experiments in Chapter 2).

In Section 3.2, we present LaMPP as a general framework for querying language mod-

els for relevant probabilistic priors and inserting those outputs into domain models. Then,

in Section 3.3, we see how LaMPP can be used for robot navigation in the previously-

mentioned task. Lastly, Section 3.4 briefly touches upon the insights gained from applying

LaMPP in non-robotics contexts – specifically, image semantic segmentation and video

action recognition.

Overall, we hope to highlight how language can be a valuable source of common sense

for robot control and decision-making, as opposed to just inference (as shown in both our

discussions on scene understanding and in the other domains where we apply LaMPP).

Moreover, we show the importance of composing linguistic information with existing prob-
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abilistic inference techniques in a principled manner, as opposed to techniques that purely

work in string space (which may lack inductive biases critical to considered tasks).

3.1 Related Works

Model Chaining: There has been much recent work in combining and composing the func-

tionality of various models entirely in string space. For instance, the Socratic model frame-

work proposes chaining together models operating over different modalities by converting

outputs from each into text [101]. Zero-shot inter-model interactions are then entirely fa-

cilitated by natural language. For example, for image captioning, a visual language model

might detect high-level features (locations, objects, etc) which are inserted in a template

prompt that a generative language model completes with possible captions. These can then

be fed back into visual language models to see which text is best grounded in the image.

While these methods have yielded good results in a variety of tasks, like egocentric

perception and robot manipulation [1, 85], they are fundamentally limited by the expres-

sivity of their string-space interfaces. Models often output useful features that cannot be

easily expressed in language, such as probabilistic uncertainty (like in a traditional image

classifier). Even if such information is written in string form, there is no guarantee that

language models will correctly use it for formal symbolic reasoning – e.g., if a language

model is told p(A) = 0.1 and p(B | A) = 0.5 in an input string, when prompted for p(A,B),

it often will not output the correct value of 0.1×0.5 = 0.05 [99]. This motivates our use of

language models not as an oracle decision-maker, as [1, 85] do, but as explicit probabilis-

tic priors that can be combined with domain models that operate over or output relevant

probabilities.

Concurrent to the present work is [18]. While they similarly uses language model scores

as a source of common-sense prior information for other decision-making tasks (feature

selection, reward shaping, and causal inference), they likewise do not make use of explicit

priors for probabilistic models.

Language Models and Probabilistic Graphical Models: There is a long history of

language modeling itself being interpreted as probabilistic graphical inference [81]. How-
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ever, recently, more abstract tasks that leverage language models have also been viewed

in this way. Methods like chain-of-thought question-answering [97], thought verification

[20], and bootstrapped rationale-generation [100] may all be interpreted as probabilistic

programs encoded as repeated language model queries, dubbed “language model cascades”

[22]. However, this analysis exclusively considers language tasks; to the best of our knowl-

edge, this is the first work to specifically connect language model evaluations to probabilis-

tic graphical models in non-language domains, including for robotics.

3.2 Methods

We consider two broad classes of problem formulation, which many machine learning tasks

can be interpreted as. A basic formulation is presented as follows.

First, in prediction tasks, we try to model p(y | x), where y is some set of labels and x

is an observation. This can be factorized as:

p(y | x) ∝ p(y) · p(x | y) (3.1)

where p(y) is a prior over labels (which can be learned or extracted from an external source

– in this case, language models) and p(x | y) is a generative observation model. This equa-

tion provides a simple way of combining priors with domain-specific pretrained models’

outputs.

Note that, oftentimes, tasks cannot be framed so easily. It often helps to also introduce

auxiliary latent variables y′, which can then be related to labels y and observations x. This

is done in our navigation task, as discussed in the next section.

Second, in learning tasks, we have some generative probabilistic graphical model

whose parameters θ are (i) interpretable and (ii) learned from data D . For example, in our

video action recognition task, we consider a hidden Markov model (HMM) as one such

case. The task this time is to find the parameters that best fit the data, argmaxθ p(θ | D),
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Figure 3-1: A general illustration of how to apply LaMPP to the probabilistic generative
framing of a task. The language model provides probabilistic priors connecting auxiliary
and target variables.

which factorizes in the following way:

p(θ | D) ∝ p(D | θ) · p(θ)

⇒ argmax
θ

p(θ | D) = argmax
θ

p(D | θ) · p(θ)

= argmax
θ

∏
{x,y}∼D

[p(x,y | θ)] · p(θ)

= argmax
θ

∏
{x,y}∼D

[p(y | x,θ) · p(x | θ)] · p(θ)

= argmax
θ

∏
{x,y}∼D

[p(y | x,θ)] · p(θ)

(3.2)

where p(θ) is a prior over parameters (e.g., contributed via regularization). For the last

line in this derivation, we assume the model parameters have no effect on the distribution

of input data (i.e., p(x | θ) = p(x)) and that we have a uniform prior over dataset inputs (i.e.,

p(x) is constant). As with the prediction tasks, it is often helpful to introduce non-learned

hyperparameters α which can be related to θ (which may otherwise be learned).

With these two broad problem structures in place, we thus provide a general step-by-

step guide to applying LaMPP. Refer to Figure 3-1 for an illustration.

1. Choose a domain model of p(x | y) or p(y | x;θ). For instance, the former could be

a pre-trained image classification or semantic segmentation neural network.

2. Design a label space, which could just be the labels/parameters of interest or any

auxiliary latent variables that can be related to observations/values of interest, as

discussed above.
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3. Query the language model for probabilistic scores on relations between variables

by expressing said relations in natural language. We use GPT-3 as our scorer for all

experiments [13].

4. Perform inference by using the scores in conjunction with the base model with any

appropriate probabilistic compositions.

In Sections 3.3 and 3.4, we show how this framework behaves in three tasks, focusing in

particular on the navigation task. These tasks also have different generalization conditions:

1. Zero-shot: p(x | y) is known and encoded in the domain-specific observation model,

but there is no explicit information on p(y) without LaMPP.

2. Out-of-distribution: The dataset is biased/distributionally shifted compared to the

domain model, with some cases being over-/under-represented. This can be manually

induced with adverserial data splits.

3. In-distribution: The test and training distributions are the same, but the model is

still deficient for some predictive purposes (e.g., on labeling rare classes).

The types of generalization condition considered for each task depends largely on the task

specifics (e.g., what data is available, ease of manipulating data splits, what types of exist-

ing pretrained models are available). Navigation focuses primarily on zero-shot general-

ization, as discussed next.

3.3 LaMPP for Navigation

3.3.1 Problem Statement

As mentioned prior, we consider the ObjectNav task in the Habitat simulation environ-

ment [98]. In this task, the agent must find the nearest instance of a specified object in an

unfamiliar household environment in as few steps as possible. The agent receives virtual

egocentric RGBD camera images and 2D position1/compass readings (i.e., relative hori-

zontal displacement and yaw to the starting pose). With these observations, the agent must
1Referred to in ObjectNav literature as GPS readings.
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Figure 3-2: The generative structure used in the navigation task. We wish to find locations
that maximize the probability of y being true (i.e., the goal object g being nearby) based on
observations x and latent room variables r.

operate around a policy with an action space consisting of four commands: move forward,

turn left, turn right, and stop. The last command should be executed only when the agent

thinks it has found the object.

We modify this challenge slightly by providing a high-level map of the environment

with room labels. As this information is not available in the version of the Habitat dataset

that ObjectNav uses, we manually annotate rooms with labels from a small set of common

household locations. This map does not include object locations; the agent must rely on

its observation model and top-down knowledge of sensible object-room co-occurrences to

efficiently and accurately find its goal. Such a modification simplifies the task, but also

helps highlight the usefulness of language models at providing top-down priors in the zero-

shot regime.

3.3.2 Methods

We now describe how we apply LaMPP to this modified ObjectNav challenge. Note the

connections between the following section and the four general steps to our method de-

scribed in Section 3.2, as well as how the navigation probabilistic structure in Figure 3-2 is

a specific instantiation of Figure 3-1.

Base Model. We assume access to a low-level controller that, given a specified (x,y)

position, can output actions that move the robot to that location based on the Habitat simu-

lator’s provided sensor signals. We specifically choose to use the STUBBORN agent [57].
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Normally, this agent would have to construct a map of its environment via exploration, but

due to our task modification, it does not do this. In each state, the agent also outputs a

scalar score of whether or not the goal object is nearby. Thus, this controller also acts as

our noisy observation model.

High-level Policy and Label Space. Our agent has two types of general high-level

behavior.

1. Navigation: The agent picks a room r to go to, based on how likely the language

model judges that room to contain the goal object. Upon reaching that room, the

agent explores around for a fixed number of steps.

2. Selection: Each time the agent gets an observation, it can also decide to stop if it

believes the goal object to be nearby.

We define a latent variable y to be an indicator of whether or not the agent is near the

desired object g in a given state/location. The task of the navigation step is thus to go to

the location that maximizes p(y = 1 | r,g) – that is, figure out and go to the room that most

likely contains the goal object. In this case, the room is a latent auxiliary variable that

relates to the variable of interest g. A full discussion of the probabilistic story for this task

is present in [49].

Language Model Queries. This distribution is the prior knowledge that LaMPP fills

in for this task, relating latent auxiliary variable r with considered task variable y, all con-

ditioned upon the goal object g. We thus query the language model with the following

string:

W plaus/implaus
r,g = “A(n) [r] has a [g]: [plausible/implausible].” (3.3)

Softmaxing over the scores for the prompts finished by plausible and implausible yields a

proxy for the desired distribution encoding prior knowledge, p(y | r,g):

p(y = 1 | r,g)≈
expΛ

(
W plaus

r,g

)
expΛ

(
W plaus

r,g

)
+ expΛ

(
W implaus

r,g

) (3.4)

Where Λ is the log probability estimator function of a language model, as defined in Chap-
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ter 2. This can be done for all room and goal object combinations.

Inference. With these priors available, we now define the exact policy used in both

high-level behaviors.

1. Navigation: The agent chooses the room maximizing p(y | r,g), out of the rooms it

has not yet visited. As these rooms have not been observed yet, the optimal policy

should move to the room most likely to contain the goal a priori. The low-level

control for this step is done by STUBBORN.

2. Selection: The agent chooses to stop if p(y | x,r,g)> τ , where τ ∈ [0,1] is a thresh-

olding parameter. Note that we can choose the distributional structure of p(y | x,r,g).

We choose to make a simple independence assumption and decompose it as

p(y | x,r,g)≈ p(y | x) · p(y | r,g) (3.5)

i.e., the product of the observation model from STUBBORN and the language model

priors.

3.3.3 Experiments

We run the above policy on the ObjectNav test set as the LaMPP agent. Additionally, we

run three baselines. First, the STUBBORN agent base model, which does not use high-

level map information at all (and thus we expect to do worse than our agent). Next, we also

run a uniform prior baseline, which assumes that the object is equally likely to appear in

any single room type:

p(y = 1 | r,g) = 1
number of room types in environment

(3.6)

Finally, we create a model chaining (MC) baseline, taking inspiration from [1, 101]. At

a high level, it works by querying the language model for the order it should explore the

rooms in, rather than treating object-room relations probabilistically. A full discussion can

be found in [49]. For details of the MC baseline, see Appendix B.
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Model Success Rate Per Class Change in Success Rate

Class-
Averaged

Frequency-
Averaged Best Worst

Base Model 52.7% 53.8% -
Uniform Prior 52.1% 51.7% -

Model Chaining 61.2% 65.3% Toilet (+20.9%) TV Monitor (-4.2%)
LaMPP (ours) 66.5% 65.9% TV Monitor (+33.0%) Plant (-0.0%)

Table 3.1: Zero-shot navigation results. We report class-averaged (over goals) and
frequency-averaged (over episodes) success rates for all baselines and our LaMPP agent.
We also report the classes with the best and worst change in success rate for the MC and
LaMPP agents, relative to the base model.

3.3.4 Evaluation & Results

Results for all agents are shown in Table 3.1. LaMPP outperforms both the base model and

uniform prior baselines, while yielding comparable (but slightly better) results compared

to the model chaining case. Notably, LaMPP requires significantly fewer language model

queries than MC, as the former generates reusable and precomputable room-object co-

occurence probabilities in p(y | r,g), whereas the latter needs new queries during each

episode.

As a further comparison of the LaMPP and model chaining baseline, we note the im-

portance of the room-object co-occurrence probability in the decomposed selection model.

That is, in the navigation step, both LaMPP and MC visit rooms in a similar order – either

directly prompting the language model to rate the order in which rooms should be visited

or generating and sorting probabilistic priors both yield similar results. However, there

is a big difference in the selection step. The MC baseline effectively exclusively uses the

bottom-up observation model’s stop selection criteria to determine when it has found goal

g, whereas LaMPP needs both the observation model and the prior to agree to stop in order

to satisfy

p(y | x,r,g)≈ p(y | x) · p(y | r,g)> τ (3.7)

Indeed, in additional ablation studies where we remove this part of the LaMPP agent’s se-

lection policy, we observe significantly degraded performance compared to the MC base-

line. It is thus the integration of top-down language model common-sense priors with the
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Condition Model mIoU Per Class Change in IoU

Best Worst

In-
distribution

Base Model 47.8% -
LaMPP 48.3% Shower Curtain (+18.9%) Desk (-2.16%)

Out-of-
distribution

Base Model 33.8% -
LaMPP 34.0% Nightstand (+8.92%) Sofa (-2.50%)

Table 3.2: In- and out-of-distribution semantic segmentation results. We report mean
intersection-over-union for all conditions and models. We also report the classes with the
best and worst change in intersection-over-union relative to the base model for LaMPP.

domain-specific observation model that both yields the best overall performance and the

best language model query efficiency.

3.4 Other Applications of LaMPP

We will now cover applications of LaMPP in non-robotics domains. As these tasks are

less aligned with this thesis’s domain of interest, these discussions shall be comparatively

brief. Nevertheless, the insights provided by these case studies are still applicable to robot

navigation and scene understanding. Again, full details for both these tasks can be found

in [49].

LaMPP for Semantic Segmentation. We examine how LaMPP can improve object

segmentation in images of household environments by providing priors on (i) the room type

being depicted and (ii) what objects look like other objects (and thus are commonly con-

fused by a standard feed-forward semantic segmentation neural network). We use RedNet

[38] as a base model, investigating how LaMPP changes performance on the SUN RGB-D

dataset [86]. We evaluate on two experimental conditions: in-distribution, where the base

model is trained on a standard SUN RGB-D train split, and out-of-distribution, where the

base model is trained on a train split that intentionally holds out a certain common ob-

ject pair co-occurrence (specifically, images that contain both beds and nightstands). We

consider the mean and class-specific intersection-over-union (IoU) of both the base model

alone as well as the base model supplemented with LaMPP. Values are reported in Table

3.2.
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Condition Model Step Recall
Class-average Frequency-averaged

Zero-shot Base Model 44.4% 46.0%
LaMPP 45.7% 47.9%

Out-of-distribution Base Model 37.6% 40.9%
LaMPP 38.1% 41.2%

Table 3.3: Zero-shot and out-of-distribution video action segmentation results. We report
class- and frequency-averaged recall for all conditions and models.

For the in-distribution condition, we see that LaMPP performs slightly better than the

baseline. However, we note the best change in IoU (+18.9%) is dramatically larger than

the worst degradation (−2.16%). We see this is because the most-improved object label,

shower curtains, are often confused with regular window curtains by the base model, de-

spite having seen shower curtains in the training set. On the other hand, with LaMPP, the

system infers that, due to the presence of things like toilets and sinks, the room is likely

a bathroom. Moreover, it now has priors stating that (window) curtains look like shower

curtains. Thus, by giving priors on both room label context and objects’ visual similari-

ties, LaMPP is able to handily fix this deficiency, resolving the uncertainty present even in

models that are trained on data reflecting the test distribution.

This shower curtain fix occurs in the out-of-distribution condition too, albeit not as

dramatically. Instead, the biggest improvement occurs with nightstands, one of the two

items in the holdout set. We see that the base model often misclassifies nightstands as

tables or cabinets. However, by inferring that the image is of a bedroom and noting that

tables and cabinets look like nightstands, LaMPP is again able to somewhat mitigate this

distributional shift’s adverse effects.

LaMPP for Video Action Recognition. Lastly, we look at a case wherein LaMPP

provides priors over model parameters. We consider the CrossTask dataset [102], which

contains instructional videos on various tasks (e.g., make pancakes) that are annotated into

actions (e.g., add egg). The objective is to order actions according to a given instructional

video for a specified task. For a base model, we consider [25], which trains a hidden

Markov model (HMM) to both identify how latent variables (actions) (i) give rise to certain

video observations and (ii) are locally ordered. We consider two conditions: zero-shot,
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where we assume no action transition information in the training set (each action is equally

likely to lead to any other, so the base model must rely on bottom-up information from

the observation model with no temporal transition probabilities), and out-of-distribution,

where we hold out all training examples containing a certain action transition.

In this case, the HMM learns transition probabilities for each pair of actions (y,y′).

Normally, the best such estimate of the probability would be the proportion of the time that

said action transition occurs (plus some smoothing term):

p(Next action is y′ | Current action is y) = θy→y′ =
#(y→ y′)+αy→y′−1
#(y)+∑y′′ αy→y′−|Y |

(3.8)

This imposes a Dirichlet prior on the parameters:

p(θ) = ∏
i

θ
αi−1
i (3.9)

Intutively, larger αy→y′ means a particular transition should be more likely. For the base

model, all such α values are set equal – no transition is weighted more a priori. LaMPP

provides an estimate of these parameter values by querying the language model for a score

of how likely it thinks a given transition is.

Following [25], we evaluate step recall of both the base model and LaMPP in both

conditions. Sure enough, as seen in Table 3.3, LaMPP does slightly better than the base

model in both cases, demonstrating that the language model has a good sense of the local

order of actions to complete a given task, fixing both curated deficiencies in the training

data (for out-of-distribution) and nonexistent transition information altogether (for zero-

shot).
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Chapter 4

Large-scale Spatial Ontology

LaMPP shows that the language modeling objective yields good approximate priors over

common-sense facts when applied to strings describing those facts. This allows for the

automated extraction of probabilistic priors over large sets of common relations, provided

they can be programmatically expressed in natural language.

This is very useful for robot spatial perception tasks that require richer, more abstract

semantic information, such as supplementing 3D scene graphs considered in Chapter 2.

For instance, as described prior, existing spatial perception systems like [36] attach object-

level labels, while generating representations of rooms by dilating occupancy grids to find

enclosed areas of free space. However, many robotic applications necessitate spatial map-

ping and perception in indoor and outdoor environments. Such scenes, while less spatially

structured than rooms, still have useful abstract structure, generally arranged hierarchically:

e.g., a grouping of residential buildings and small stores is likely a neighborhood, which

is similarly part of a city or town. More natural environments similarly have this kind of

structure: low-level perceivable objects, like water, sand, and trees imply the higher-level

label of beach or bay.

We thus consider methods for extending scene-graph-based spatial perception to these

kinds of richer outdoor environments. Specifically, we wish to use language models to con-

struct a spatial ontology: a hierarchical organization of objects and locations (collectively

referred to as concepts) and their spatial relations with each other. Such an organization is

ungrounded – a concept node in the representation does not refer to a specific instance of
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the concept found in the real world. Rather, it describes common-sense relations between

these abstract concepts, e.g., where a given concept might be/is often found. This can then

be used for subsequent learning or inference purposes that are applied to actual grounded

scenes. For the purposes of this thesis, we will primarily consider the construction and

evaluation of these data structures. While we will briefly discuss how they can be used for

downstream tasks, we leave extensive analysis of such methods to future works.

4.1 Related Works

Language and Robot Scene Representations: A majority of works applying language

models to robot spatial perception have focused on object-level understanding, albeit with

different internal mapping representations. For instance, [35] uses a voxel-based occupancy

map wherein cells also have language embeddings attached, while [42, 79] connect such

information to neural radiance fields. As in Chapter 2, we consider the use of scene graph

representations [5]. [80] connects similar graph representations (albeit lacking hierarchy)

to visual-language features for navigation tasks, converting spatially-grounded traversal

instructions in language into path search over said graphs.

All these works focus on connecting language to visual observations of the scene. As

such, they work with visually-perceivable spatial concepts, as opposed to more abstract

ones that require “common sense” to identify. We decide to encode said knowledge (which

we extract from pre-trained language models) into an ontology – a type of graph that relates

concepts together.

Common-sense Ontologies and Taxonomies: Such tasks are common benchmarks in

natural language processing. In particular, several works attempt to construct such rela-

tional graphs to both measure how well language models capture such common sense and

how coherent the understanding is. [17] tries to construct WordNet [62] taxonomic sub-

trees, using a fine-tuned language model to score possible hypernym relations, then uses a

maximum spanning tree algorithm to choose which relations to keep while enforcing a tree

structure.

Likewise, [30] measures if language models can create relational graphs of components
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of everyday objects. They also consider how (i) how consistent the relations are (e.g., if A

is inside B, B should not be inside A) and (ii) how to enforce relational consistency via a

satisfaction solver. We take inspiration from these works in terms of how we attach weights

to/prune our ontology graph and how construction of our ontology graph can be automated

while maintaining consistency (see Section 4.5.1).

4.2 Methods

4.2.1 The Spatial Ontology

We consider how to construct a spatial ontology of common places and objects. We choose

to represent this knowledge as a graph, wherein nodes represent concepts (objects or loca-

tions at varying levels of abstraction) and edges represent spatial relations that pairs of

concepts often have. To simplify the problem, we only consider the containment relation,

wherein a directed edge from A to B means that the former is found in the latter. We also

distinguish between two types of spatial ontologies: probabilistic (or “fuzzy”) and binary

(or “true”). In the former, graph edges have associated weights, wherein higher weights

represent that a given containment relation is more common or intuitive – e.g., one would

expect that the weight of the edge from “toilet” to “bathroom” would be high, while “toi-

let” to “forest” would be much lower. In the latter, edges are accordingly unweighted and

indicate that a lower-level concept can be found in a higher one (said relation is either

present or not, hence binary). We discuss methods for creating both these ontology types,

including a method for converting the former into the latter.

4.2.2 Constructing the Ontology Graph

For both probabilistic and binary ontologies, we first need to construct the spatial ontology

graph. The method for doing so is a design choice that is up to the discretion of the user.

For this work, we choose to use an off-the-shelf knowledge base to provide preliminary

objects, locations, and spatial relations. After curating a list of objects that a pre-trained

semantic segmentation network can detect, we query ConceptNet [87] to provide a list of
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locations said objects can be found in by querying for the atLocation relation. We then

query ConceptNet for the locations of the initial list of locations as well, thereby yielding

more locations at higher levels of abstraction. From here, we now have a list of concepts

that will act as the nodes in our ontology graph.

We manually divide these concepts into six groups, listed in ascending level of abstrac-

tion: (0) objects; (1) rooms; (2) buildings, transportation infrastructure (e.g., roads and bus

stops), and small man-made/natural structures; (3) institutions or groups of buildings; (4)

large-scale nature or settlements; and (5) world (consisting of a single world node). We

assume that a node in a given level could be connected to/found in a node in any higher-

abstraction group.1 We thus procedurally generate directed edges from each node to all

nodes in all higher-level groups. This naturally means some non-sensical containment

relations will be generated, but said relations will ideally be assigned low weights (as de-

scribed in the next section). These can either be kept (in the probabilistic case) or filtered

out (in the binary case).

Note that this approach for constructing the ontology graph still requires significant

hand-design. This is largely due to deficiencies with ConceptNet – when querying for

locations, we note many typos, disjoint or one-off synonyms (e.g., “garden” and “flower

garden” are disjoint concepts), and non-sensical/incorrect location concepts. Additionally,

the relation edges in ConceptNet are sparse, with the attached weights simply being concept

“relatedness.” There is no clear canonical interpretation of these values in the context of

scene understanding. Altogether, of the ∼ 600 concepts yielded from calling atLocation in

ConceptNet, we pruned ∼ 400 for being nonsensical or irrelevant to spatial ontology con-

struction. Then, of the 221 remaining concepts, we manually merged synonyms, yielding

128 unique concepts.

1It does not make sense to limit nodes to only connect to the next highest level of abstraction. For example,
an umbrella (0: object) could be in a house (2: building) or on a beach (4: large-scale nature). We cannot
have beach and house on the same level of abstraction, since a house can likewise be found on a beach. This
necessitates our “skip connections.”
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4.2.3 Generating Ontology Weights

With the considered concepts and edges chosen, we now move on to an automated way

of assigning weights to the containment relations. We decide to compute these scores

via autoregressive language models, which learn to assign probabilities over text strings.

Formally, let Λ : W → R be the language model function mapping from arbitrary-length

strings of tokens W = {W1,W2, ...WN} to the (log) probability of the string, as decomposed

by the chain rule:

Λ(W )≈ log p(W ) = log p(W1)+
N

∑
i=2

log p(Wi |W1...i−1) (4.1)

This should assign higher scores to more semantically- and grammatically-likely sentences.

We use the probability of a string WA→B expressing “A is found in B.” to be a proxy for the

probability of being located in B given the presence of A. For each directed edge (A→ B),

we set the weight wA→B as:

wA→B =
exp{Λ(WA→B)/k}

∑B′ exp{Λ(WA→B′)/k}
(4.2)

where the softmax is over all nodes B′ in a higher level than A (i.e., all nodes that A has

an outgoing edge to) and k ∈ (0,∞] is the Boltzmann temperature parameter. This score

can be informally interpreted as p(in B | A present) (shorthanded to p(B | A)), meaning the

weights for all outgoing edges for any A sum to 1. Note that this is similar to the approach

taken with LaMPP, as discussed in Chapter 3.

Such scores are computed for each edge in the ontology graph. This produces the full

probabilistic ontology: a graph wherein each node represents a concept label in one of the

six hierarchical layers (described in Section 4.2.2) and has outgoing edges to all higher-

level nodes, each with an edge weight computed from language model evaluations (and are

normalized per source node).
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Figure 4-1: Example of how a subgraph of a probabilistic ontology can be binarized via
sorted cumulative mass function thresholding. The weights (thickness) of outgoing edges
of “sink” define a conditional distribution which can be turned into a sCMF function. After
thresholding, only admitted relations’ edges are kept in the binarized ontology.

4.2.4 Binarizing Ontology Edges via Thresholding

Once the probabilistic ontology has been created, it can be converted into a binary ontology.

A naive method for doing this is by probability thresholding: include all edges with weight

(probability) above some threshold. This method has two main problems. First, nodes in

lower layers have more outgoing edges than ones in higher layers, meaning it is possible

that the lower node’s edges tend to have lower probabilities (on account of the distribution

supporting a larger set). Thus, a probability considered high for edges from the lower layer

can be considered low for edges originating in a higher one – a single threshold cannot

accommodate this. This can easily be solved by assigning different thresholds for different

layers, with lower layers having lower thresholds.

Second, this technique does not consider the relative magnitude of edge weights for a

single node. For example, consider two nodes on the same level, each with 10 outgoing

edges. If one node’s outgoing edge weights are [0.85,0.12,0.01,0.01, ...] while the other’s

are all around 0.1, it intuitively seems like the first node should only have the highest-

weight edge post-binarization (on account of it having much higher weight than all others)

while the second should have many of its edges included.

This cannot be done with pure probability thresholding, so we consider another bina-

rization technique that we call sorted cumulative mass function (sCMF) thresholding. For

each node A, we sort its outgoing edges by descending weight p(B | A). Then, we com-

pute the cumulative mass function for these edges in said order. We binarize by iterating

through the sorted edges and keeping all of the ones up to and including the edge whose
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CMF exceeds some threshold.2 This method still requires we choose different thresholds

for different layers. However, by considering the sorted CMF, if a single edge weight dom-

inates the rest, only it will be included (while flatter distributions over possible target nodes

will include more of the corresponding edges). See Figure 4-1 for an example.

4.2.5 Direct Generation of Binary Ontology Edges

Alternatively, one can directly generate binary edges via a generative language model. For

instance, one can ask a large generative language model trained for instruction-following

via reinforcement learning for human feedback (RLHF) [69] to output locations where a

given concept can be found.

4.3 Experiments and Evaluation

4.3.1 Querying for Language Model Scores

We experiment with different query prompts and strategies for generating ontology weights

using GPT-J [95]. Once local evaluations resulted in sufficiently good results, we query for

a final set of weights from the 175 billion parameter iteration of GPT-3 [13] to investigate

if increased training and model size impact results. We find that the resulting probabilities

p(B | A) tend to have much lower entropy than other models (perhaps due to the signifi-

cantly higher parameter counts enabling the model to learn much “spikier” distributions),

so we set the Boltzmann temperature parameter to k = 10 in order to smooth them out.

We test five query structures, most of which use few-shot prompting [13]:

1. Default: Just the considered relation string, “[concept 1] is found in [concept 2].”

2. Prompt 1: Three fixed positive examples of containment relations followed by the

considered relation.

2We include the one that exceeds the threshold so that all nodes have at least one outgoing edge. Other-
wise, if the first edge’s probability is very high, the only way to include it would be if the threshold were set
even higher than that, which might mean that other nodes have too many edges included.
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3. Prompt 2: Same as Prompt 1, but with a prefix describing the task: “Please tell me

where common objects and locations can be found.”

4. Prompt 3: Same as Prompt 2, but with 8 few-shot examples instead of 3.

5. Prompt CN: Same as Prompt 2, but few-shot examples are drawn from where Con-

ceptNet says [concept 1] can be found.

4.3.2 Querying for Direct Generation of Binary Ontology Edges

We construct a binary ontology via direct-generation by querying ChatGPT [68] with

prompts of the following form: “Consider the following locations: [List of higher-level

concepts]. Of these locations, where can I find a [consider concept]? Please answer with

a list of locations.” This is done for each concept in the ontology, with each one yielding a

structured list of locations a given concept can be found.

Note that this method requires some post-processing. While ChatGPT empirically al-

most always returns a list of concepts as requested, said lists often contain (i) extraneous

prefixes, suffixes, and element-wise explanations and (ii) hallucinated location concepts

(ones that are not in the specified list of considered higher-level concepts). These prob-

lems can generally be fixed programmatically (e.g., removing all text before and after the

list, removing all text following list elements that follow colons or are in parentheses, and

removing list elements that are not in the list of higher-level concepts). However, the hal-

lucinations can often yield incorrect list elements as well. This is a known limitation of

contemporary language models [37] – there is little way of dealing with this other than by

treating such relations as noise.

4.3.3 Evaluating Human Judgement Alignment

Probabilistic Ontologies

We provide two metrics for measuring how well human judgements on concept relations

are reflected by language model scores in probabilistic ontologies (relative to one another).
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ConceptNet Precision at k: First, we consider the containment relations acquired from

ConceptNet. While said relations are both too sparse for our purposes and only contain

positive samples, if the language model scores are reasonable, they should rate the Con-

ceptNet relations highly. We measure this by computing the average precision at k (p@k)

of all ConceptNet containment relations between concepts in our ontology. For each such

relation “A is located in B,” we check if wA→B is within the top k highest scores of A’s

outgoing edges, {wA→B′,∀B′ of higher level than A}, reporting what portion of all such re-

lations from ConceptNet fit this criteria.

However, we note that certain concepts have many atLocation relations according to

ConceptNet – sometimes more than k, meaning it would be impossible for all such rela-

tions to the be in the top-k language model scores for said concept (so average p@k could

never be 1). Moreover, many atLocation relations in ConceptNet are non-sensical or irrel-

evant, even when between concepts in our ontology. To fix these problems, we note that

a concept’s atLocation relations are ordered. The ones earlier in the list tend to be more

intuitive or correct. Thus, we also measure average p@k for the top N ≤ k atLocation rela-

tions per object, thus only considering more sensible ConceptNet relations while making a

perfect average p@k (or 1) achievable again.

We report the values in Figure 4-2. We note that all three fixed-prompt few-shot queries

(Prompt 1, 2, and 3) all yield very similar results, with Prompt 2 being slightly higher

than the rest. The adaptive ConceptNet prompts do worse than these three query types

in all metrics. All query types yield universally better scores than the zero-shot default,

indicating the importance of few-shot examples.

Coarse Human Judgement Evaluation: As ConceptNet relations are sparse, strictly

positive, and often low-quality, we hand-annotate containment relations as being likely,

plausible/sometimes-occurring, or unlikely, in accordance with human intuition on infer-

ring high-level location information given the presence of low-level concepts. That is, the

annotations reflect human estimations of the distribution p(in B | A present) discussed in

Section 4.2.3.3

3For example, we judge the statement “A toilet is found in a university” as “plausible/sometimes-
occurring” instead of “likely” because the presence of a toilet only weakly implies one might be in a university
(while strongly implying one is in a bathroom), not because only some universities have toilets (which we
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Figure 4-2: ConceptNet p@k ontology weights generated from GPT-J (with various
queries) or GPT-3. Each subplot represents a different query type. x-axis represents N
and the color of bar indicates k = 5,10 for blue and orange respectively.

Due to annotator constraints, we annotate 15 containment relations per concept (or

as many as possible, if the concept has < 15 possible locations). In particular, for each

concept A, we look at the 5 top-, middle-, and bottom-scored relations wA→B from GPT-

J. This way, we get a diverse sampling of positive (or plausible) and negative relations

based on language model judgements. Note that, while annotating, it is unknown which

of these three groups a given relation is from; the annotator thus labels based off their

own intuition, unbiased by what the language model might say. After removing relations

with unclear label, the dataset contains 2444 containment relations and associated human

judgements.

With this data, we divide the relations by label (likely/plausible/unlikely). For each

group, we compute the average percentile of the score for each relation A→ B relative to

all possible A→B′ (i.e., a relation A→B is in the 100th percentile if it is scored more highly

than all other A→ B′ for given A). For a language model to match human judgements, we

expect the “likely” group’s relations to have a high average percentile, “plausible” to have

semi-high/mid-range average percentile, and “unlikely” to have low average percentile.

very much so hope is not the case).
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Figure 4-3: Average percentile of ontology scores of human relation judgements by rating
for GPT-J (with various queries) and GPT-3. Error bars are one standard deviation.

We present these evaluations in Figure 4-3. As with the ConceptNet p@k metric, fixed

few-shot prompts yield the best results, with all variations of said strategy being similar in

performance. As expected, likely and plausible relations tend to have significantly higher

average percentile than unlikely ones. Nevertheless, the unlikely percentile is still consis-

tently above 30%, likely because there are more unlikely relations than not (so they must

occupy a larger range of percentiles). This is the case for all three ratings, as indicated by

the significant percentile variances.

GPT-3 Querying and Evaluation: Ultimately, while all Prompt 1, 2, and 3 yielded

similar results and beat Prompt CN and Default, Prompt 2 consistently yielded slightly

better values than the others (while not using as many tokens as Prompt 3). We thus query

GPT-3 for ontology weights using this query type. The resulting probabilistic ontology has

very similar (or even slightly worse) performance to its GPT-J equivalent’s, as shown in the

final subplot in Figures 4-2 and 4-3.

Binary Ontologies

Our coarse human evaluations also enable us to both tune and evaluate our binary ontolo-

gies. A highly-aligned binary ontology should have edges representing relations deemed
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Model Level Best
Threshold Accuracy True Positive True Negative False Positive False Negative

GPT-J

0 0.3646 86.80% 79.37% 92.23% 7.77% 20.63%
1 0.1325 85.56% 76.67% 89.76% 10.24% 23.33%
2 0.4096 86.79% 80.06% 91.56% 8.44% 19.94%
3 0.4375 78.51% 62.00% 90.14% 9.86% 38.00%

GPT-3

0 0.3905 86.27% 74.58% 94.82% 5.18% 25.42%
1 0.3072 85.83% 76.67% 90.16% 9.74% 23.33%
2 0.5705 86.54% 83.04% 89.03% 10.97% 16.96%
3 0.5742 81.82% 68.00% 91.55% 8.45% 32.00%

Table 4.1: Best GPT-J and GPT-3 sCMF thresholds per-hierarchy level when optimizing for
classification accuracy on the human judgements dataset. Layers contain: (0) objects; (1)
rooms; (2) buildings, transportation infrastructure, and small structures; and (3) institutions
or groups of buildings.

by humans as feasible (likely or plausible) while not containing edges for relations judged

infeasible (unlikely). As such, the evaluative metric of interest is classification accuracy of

these relation groupings by the presence of edges in the binary ontology.

Tuning Binarization Parameters: The human data aids in tuning binarization param-

eters. We do this for the sCMF method by finding what sCMF threshold value ∈ [0,1] (for

each concept abstraction level) yields the best feasible/infeasible classification accuracy on

the relations in the human judgement dataset. Note that this is simply one natural choice

of optimization objective. Other objectives can also be used (for example, a weighted sum

of true positive and true negative, wherein weights reflect whether accuracy on feasible or

infeasible relations is more important to the user). For more details on this tuning method,

see Appendix C.1.

We present the tuning results for GPT-J and GPT-3 in Table 4.1. We note two points

of interest regarding the values. First, a general trend is that edges originating in higher

levels of abstraction require higher sCMF threshold values. This agrees with the reasoning

discussed in Section 4.2.4, wherein low-level concepts have more outgoing edges (and thus

on average have lower weight edges), meaning a lower sCMF threshold can be used to

admit a comprehensive valid binarized edge set.

The only exception to this trend is for edges originating from the object layer. This

leads to the second point: the object-level optimal computed threshold does not admit

empirically good relations – in practice, it admits too many relations. We suspect this is
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Binary Relations Accuracy True Positive True Negative False Positive False Negative

ConceptNet 69.89% 25.96% 99.66% 0.34% 74.04%

GPT-J w/ sCMF 83.04% 68.76% 92.71% 7.29% 31.24%
GPT-3 w/ sCMF 82.63% 70.18% 91.07% 8.93% 29.82%

ChatGPT w/
direct-generation 78.86% 71.70% 83.71% 16.29% 28.30%

Table 4.2: Classification accuracy and confusion matrix metrics of various binary ontology
production methods when evaluated on human relation judgement data. Bolded values are
best score per metric (higher is better for accuracy and true classifications, lower for false
classifications).

because all concepts only have ∼ 15 ground truth evaluations associated with them. Thus,

it does not adequately reflect all possible relations represented by object nodes’ outgoing

edges (of which there are over 100 per node). We therefore expect significant error between

the true optimal threshold and the one computed here. The only way to lower this error is

to acquire more human judgements for said relations. As higher-level concepts have fewer

outgoing edges, this is less of a problem.

Thus, we binarize the probabilistic ontologies generated via GPT-J/3 by using the

optimal-accuracy thresholds shown in Table 4.1 for all levels except the edges originating

from object nodes. For that, we set the sCMF threshold to 0.1,0.2 for GPT-J/3 respectively

instead, which empirically seems to admit most feasible relations while rejecting infeasible

ones. Further, note that edges starting in level 4 are always admitted, as level 4 nodes are

always only connected to the single level 5 world node.

Evaluating Binary Ontologies: Once binary ontologies have been created (via any

method), they can be evaluated on the human judgement dataset too. In this case, we

measure both overall classification accuracy (wherein ground truth feasible relations are

correctly classified if a corresponding edge is in the binary ontology whereas infeasible

ones are not) and standard confusion matrix metrics. We do this for our GPT-J and GPT-3

sCMF thresholding and ChatGPT direct-generation binary ontologies. We also evaluate

ConceptNet’s atLocation relations against the human dataset.

These results are shown in Table 4.2. They indicate that ConceptNet yields worse ac-

curacy than all other methods. This is because of its sparsity – after pruning and merges,
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it has 678 feasible containment relations, compared to GPT-3’s 1878 or ChatGPT’s 4634.

Thus, it classifies a vast majority of ground truth relations as infeasible/negative. This is

shown in the significant false negative rate (74.04%).4 Of the relations it does classify as

feasible, very few of them are incorrect (0.34% false positive rate), so ConceptNet’s posi-

tive classifications tend to be valid and aligned with human judgement, but due to sparsity,

it only achieves 25.96% true positive rate. Overall, this sparsity (in conjunction with the

significant amount of manual refinement needed to make ConceptNet usable) affirms the

fact that ConceptNet is impractical for use as a spatial ontology out of the box.

As for the language model approaches, it seems like the sCMF ontologies from GPT-J

and GPT-3 are extremely similar, with the former yielding slightly better results. Further

parameter tuning may change this, but with just the human data tuning described prior,

GPT-3’s magnitudes-larger model size does not seem to make a significant performance

impact. Likewise, when comparing between sCMF and direct-generation, both ChatGPT

and GPT-3/J yield similar performances. The primary difference seems to be that, unlike

ConceptNet, ChatGPT’s ontology has many edges (i.e., many positive/feasible classifica-

tions). This tendency to overpredict positive relations leads to the best true positive and

false negative performance, but likewise causes degraded true negative and false positive

rates. In turn, because the dataset is mostly negative relations, GPT-3/J’s higher true nega-

tive rate yields overall higher accuracy.

4.4 Discussion

4.4.1 Key Takeaways

We cover some key qualitative takeaways, both from our evaluation data and from experi-

mental experience.

First, ConceptNet is far too sparse to cover the broad spectrum of human spatial ontol-

ogy judgements, so other tools should be used to provide denser judgements. Based on the

4While worse than other methods’, the ConceptNet overall accuracy is still relatively high (70%) because
most ground truth datapoints are negative relations, so the negative over-prediction caused by sparsity actually
is often correct (as shown by the 99.66% true negative rate). As the dataset consists of ∼ 60% infeasible
relations, a classifer that exclusively outputs “infeasible” would get 60% accuracy.
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above results, all our language model ontology-construction methods seem fairly aligned

with human judgements, and are thus a suitable candidate for supplementing knowledge

base data. In terms of binary ontologies, direct-generation via ChatGPT and sorted CMF

thresholding of relationship probabilities with GPT-3 yield similar performance on human

judgement evaluation metrics.

The decision of which method to use therefore must consider the following practical

trade-offs. Direct-generation just involves passing queries to a language model and us-

ing its generated text to construct the ontology. Thus, it is much easier to use than sCMF

thresholding, which requires much more parameter tuning. However, direct-generation

also requires some data post-processing to turn semi-unstructured strings into symbolic

ontology representations. Said post-processing should account for general problems with

modern generative autoregressive models, such as hallucinations, occasional misinterpre-

tation of/sensitivity toward prompts,5 and incorrect/useless outputs.

On the other hand, sCMF thresholding’s parameters can also be a strength: one can

use supplementary data for tuning, thereby leading to more-alignment and better perfor-

mance. Additionally, its paradigm of evaluating small “relation fact” strings allows for

reusable and expandable ontology data; when new concepts are added, one can simply

evaluate new possible relations via the language model while keeping existing evaluations.

Direct-generation instead requires re-querying the language model to regenerate the whole

ontology with the updated prompt, which is much more (financial and compute) resource-

intensive.

4.4.2 Possible Evaluation Concerns

One concern with the binary ontology evaluation is that our methods are both tuned and

tested on the same human judgements dataset. We claim this is actually not a problem.

The main use of held-out training splits for learned models is to show that said model

5E.g., it seems like ChatGPT tended to predict concepts at the start or end of the list of possible concepts
more often than ones in the middle. This tendency aligns with human psychology as well [64]. For instance,
most of the rooms were close to the front of the list except for bathroom, which was in the middle. Said other
rooms are often reliably and correctly predicted, but bathroom was more inconsistent, even for objects that
nearly exclusively appear there, like showers or bathtubs.
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generalizes to new (usually in-distribution) data, rather than over-fitting to and memorizing

the training set. The key difference of our problem is that human judgement datapoints are

not sampled from a distribution – they instead reflect a subset of (assumed-ground truth)

relations present in some underlying “true” spatial ontology.

For example, if the ground truth says chairs can feasibly be found in classrooms, that

relation is present in the “true” ontology; one would not be able to sample another true

ontology relation that says that chairs aren’t feasibly found in classrooms. Critically, this

is different from saying that grounded scenes must always obey these ontology relations –

just because some particular sampled classroom does not have chairs does not change the

ontological fact that, in general, chairs are feasibly found in classrooms.

Memorization of the ground truth relations is thus not only harmless, but actively ben-

eficial. If any data is held out to show that the created ontology can generalize to it, said

ontology can always be improved by incorporating that split into the tuning set and having

the ontology fit to it.

4.5 Future Works

We now discuss further ways of extending the automatic spatial ontology construction pro-

cess and actual applications of the data structure.

4.5.1 Further Automation of Ontology Construction

There are several points in the above methods that require significant human hand-design.

Namely, at the start, we (i) pick out concepts to include in the ontology and (ii) arrange

them into a hierarchy. We now outline a process for automating the second point. Note that

the following method can be seen as an extension of the approach in [17].

Two simple starting points are (i) using a language model to evaluate all possible con-

cept pairs’ containment relations p(B | A) and keeping some subset of relations that form

the node hierarchy and (ii) asking a generative language model to list possible locations for

a given concept out of the list of all other concepts. We call these two methods LaMPP
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evaluations (as we treat language probabilities as proxies for relation priors, as we do in

Chapter 3) and direct-generation respectively.

Of course, neither of these resulting graphs are necessarily hierarchical, which we for-

mally define as a multipartite directed graph wherein (i) the node partitions have some order

and (ii) edges from nodes in one partition can only point to nodes in later partitions. This

definition of hierarchy is equivalent to the ontology being a directed acyclic graph (DAG).

For a simple proof, see Appendix C.2. Thus, we require a way to make an automatically-

generated ontology graph into a DAG (which then gets turned into a hierarchy), as there

is no guarantee that either aforementioned method’s graph is a DAG (with the LaMPP

evaluation approach yielding a fully-connected graph).

To assist with the conversion, assume all edges in the initially-generated graph have

associated probability weights. Direct-generation does not produce these weights, so sim-

ply apply LaMPP evaluation to all the relations the generative model produced. Now, we

note that, since non-sensical relations tend to have lower language probabilities, the result-

ing DAG should get rid of low-scoring edges; conversely, it should keep the high-scoring

edges.

This is therefore a suitable example of the maximum acyclic subgraph problem: given

a directed graph with edge weights, produce a subgraph that is acyclic and of maximum

possible total weight. This problem is NP-hard [41], but approximations exist [8, 32]. One

simple 1
2 -approximation [32] with runtime O(|E|) is presented with proofs of correctness

and complexity in Appendix C.3.

This algorithm can further be improved by running it multiple times with different ran-

dom permutations of the vertices ∈V , then taking the produced subgraph with the highest

total weight. If run k times, the runtime is O(k|E|). Better approximations can be found by

choosing the permutation carefully [32], but we consider this simple case for now. More-

over, any sorts of sparsification of the initial graph aids in the approximation – a simple

source would be to remove all edges u→ v with lower weight than v→ u, but if any other

edges are known to not be possible or reasonable, they can be removed too.

We thus have a method for constructing a hierarchy out of (possibly cyclic) weighted

ontologies. Given such a graph (e.g., produced via LaMPP evaluation or direct-generation),
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run the above randomized algorithm to produce some 1
2 -approximate DAG (V,E ′) in O(k|E|)

time. Then, produce a corresponding topological ordering with an efficient topological sort,

e.g., with time complexity O(|V |+|E|) [21]. Lastly, use the topological ordering to com-

pute the longest directed path (in terms of edge counts, not weights) from some node with

no incoming edges to each node in O(|V |+|E|) time. This assigns an integer longest path

distance to each concept node, which can then be used as its hierarchy partition number. We

note that, in practice, this should be done after some additional sparsification – otherwise,

the longest paths from source nodes may be too long.

See Appendix C.4 for the full algorithm and associated proofs. With this hierarchy

created, one can either treat it as a probabilistic ontology or binarize it (e.g., via sCMF

thresholding or, if initially created via direct-generation, by simply removing all weights).

4.5.2 Use of Ontology in Spatial Perception

Once the spatial ontology has been created, it can be used for downstream learning tasks.

In particular, we consider the use of the Logic Tensor Network (LTN) [6] framework for

training graph neural networks to make predictions in accordance to ontology relations.

The LTN encodes logic rules that the classifier should obey. Of particular relevance is the

inclusion predicate, which enforces that a low-level node contained in a higher-level one

should both have labels that represent a feasible relation (i.e., the spatial ontology says the

low-level label can feasibly be found in the high-level location).

At training time, the neural network tries to output predictions that satisfy the collection

of predicates as well as possible. In effect, this is a loosening of standard neural maximum

likelihood class prediction: instead of just learning to output the exact labels seen at train

time (which might be noisy anyway), the class predictions should simply be feasible/con-

sistent with the spatial ontology’s common sense.
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Chapter 5

Future Works and Conclusions

5.1 Current Work Extensions

In this thesis, we considered how language models can provide abstract common sense for

robot navigation and scene understanding tasks. In particular, we introduced (i) a variety of

language-leveraging methods for room classification, including ones that leverage vision,

(ii) a framework for using language model evaluations as priors in probabilistic graphical

models, with particular applications to robot navigation, and (iii) a method for automat-

ically extracting and codifying language models’ common sense on object and location

relations in a spatial ontology.

Each of these works still have many avenues to explore:

1. Scene understanding: Due to compute limitations, we were heavily restricted in

terms of both the types of language models we could load and the types of ap-

proaches we could evaluate. Given a higher compute budget, we can try some of the

experiments detailed in the Chapter 2 Limitations section: namely, more advanced

language model techniques, like chain-of-thought prompting (asking the language

model to describe a room before making a final classification) or Socratic models

(having a VLM describe a room, then using a separate language model take in those

descriptions and reason about them to classify the room). Even just experimenting

with larger models could yield improved results. We thus would like to see how
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improved compute could change our findings, even if our current results are quite

promising.

2. Navigation: LaMPP adopts a simplified version of the ObjectNav challenge. It

would be interesting to see how we could apply it to the original problem, wherein

the map and room labels are unknown. In this case, it would have to perform internal

mapping in conjunction with using the language model priors, possibly extending the

probabilistic graphical model we currently adopted to account for unknown rooms.

Additionally, as one of our LaMPP experiments evaluated how it could be used for

semantic segmentation, another possible extension is to combine the navigation and

segmentation LaMPP frameworks, e.g., to correct for mis-identifications of objects

of interest.

3. Ontology: We are currently in the process of extending the ontology work to see

how the data structure can be used for actual downstream learning, as mentioned

in Section 4.5. The further automation methods listed there are also possible future

research paths.

5.2 What Comes Next?

There are many other use cases for language models’ common sense in robotics, beyond

just navigation and scene understanding. As an example, we consider the problem of giving

robots natural language feedback or corrections.

Currently, the primary approaches are to either train an end-to-end generative trans-

former to correct robot trajectories conditioned on language [14] or to learn mappings from

language to shaped rewards [82], which can then yield policies via model-predictive control

[65] or reinforcement learning.

The former approach seems much less scalable and reliable – one has to just trust

the outputted trajectory is sensible and in-distribution. The latter seems more promising,

though a standard supervised language-to-reward mapping may still be inefficient. Rather,

by using language models’ common sense, there may be a clever way of inferring the prag-
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matics behind a piece of feedback or correction – that is, the underlying reason (or featural

dependence) for why said feedback is received.

Indeed, linguistic feedback is generally viewed as providing partial policies or reward

functions to a decision-maker; a teacher can tell the agent what to do in certain situations or

the underlying value behind a state, with the latter being generally more useful in longer-

horizon/lower-supervision tasks [88].

However, this distinction is not solid; even partial policies can yield underlying reward

information [53]. In doing so, we would intuitively expect to improve sample efficiency

of robot feedback: if a robot is told to avoid carrying a glass of water over a laptop, it

might understand that this is because the laptop is an expensive electronic device, and thus

generalize its avoidant trajectory behavior to other objects that should be treated in the same

way (e.g., phones or tablet computers).

Such inferences could rely on language models’ common sense. They likely capture

information on the fact that laptops and phones are expensive and susceptible to water

damage, so the language models can be a source of rich, non-obvious features for scene

elements. Naturally, numerical judgement alignment tests (akin to the ones in Chapter 4)

should be employed to determine how well such features and understanding match that of

humans.

Going even beyond that, there has been recent success in bootstrapping desirable lan-

guage model assistant behaviors from a small sample of examples and guiding principles

[89]. This strategy could also be applied to pragmatic robot corrections, e.g., pick a few

sample corrections (and maybe associated underlying reasons behind the feedback) and

have the LM generate more, based on either the same pragmatic reasons or other intu-

itively viable ones. Such corrections can then either be applied for reward shaping (as with

[82, 65]) or even to train a policy network with the guiding principles engrained within, as

is done with the language model in [89].
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5.3 Conclusion

In this work, we present an overview of methods for leveraging language models in robot

navigation tasks and for scene understanding on both small and large scales. In doing so, we

thoroughly examined the strengths and deficiencies of modern language models – they are

a useful and versatile source of common-sense prior knowledge which is both actionable

and aligned with human judgements, but also suffer from standard language model failure

cases, like hallucinations, uncalibratedness, and prompt sensitivity. Moreover, as this work

shows, using language models for robotics introduces its own host of challenges: how does

one project observation or state information into string space while only keeping relevant

information, if one should do so at all? How do we ground language in real scene elements,

or, perhaps even harder, actions of robots and humans?

We do not have answers to these questions, and, quite frankly, it would be boring if

we did. However, overall, a theme of both the above discussion and the research presented

in this thesis is that current language models seem to work well as intuition instead of

pure, logical/formal reasoners. As such, we argue they should be used in conjunction with

symbolic or formal systems as a sort of common-sense guidance. We do this in all three

projects to some extent:

1. Scene understanding: The LM takes in symbolic object labels and spatial geometry

data from a spatial perception system (possibly in conjunction with images) to exceed

the performance of pure-vision or GNNs operating on just the symbols alone.

2. Navigation: LaMPP fills in probabilistic graphical model parameters or relations

with LM scores.

3. Ontology: The LM fills in relations between symbols in the ontology graph, whose

relations are then engrained in LTN training.

Such an admittedly broad framework is attractive due to how language models and

formal symbolic systems complement each other: symbolic systems operate on rigid rules,

enabling so-called “system 2” cognition, but lack scalability and generalization. Language

models (and many other neural methods) encode and operate on “fuzzy” knowledge, which
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can operate on a wide array of concepts, but does not have built-in formal guarantees as

to how these concepts are connected; they are akin to “system 1” thinking [40]. Likewise,

there are situations wherein one wants a robot to act rigidly and precisely. On the other

hand, there are domains wherein it is difficult to write down formal/logical rules for robot

behavior. Through this lens, successful integration of language models into robotics can be

summed up as finding the right balance of these qualities.

Regardless, we have demonstrated some early successes in language in robot scene

understanding and navigation. It is a good and exciting time to see what comes next in this

disciplinary intersection.
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Appendix A

Robot Scene Understanding

Implementation Details

A.1 Converting Matterport3D to Scene Graphs

To convert semantic meshes from Matterport3D into scene graphs, we create a node for

each region and object [15]. Then, we connect all object nodes assigned to a region to that

region’s room node. We also filter out some regions. While Matterport3D contains outdoor

regions as well (“yard,” “balcony,” and “porch”), we do not perform inference over them,

since they are not true rooms and thus would require an alternate query string structure. In

addition to outdoor regions, we also remove all rooms with no objects within or with the

label “none.”

Each object is assigned labels from several label spaces. We consider the original labels

used by Matterport3D (mpcat40) and the labels used by NYU (nyuClass) [84]. For both,

we filter out nodes belonging to the mpcat40 categories “ceiling,” “wall,” “floor,” “miscel-

laneous,” “object,” and any other unlabeled nodes. We remove these categories because

they are either not objects within the room or they are ambiguous to the point of being

semantically uninformative. However, for nyuClass, we do not reject objects classified by

mpcat40 as “object,” since nyuClass has many more fine-grained and semantically-rich cat-

egories which all are mapped to this category. After pre-processing the label spaces in this

way, mpcat40 has 35 object labels and nyuClass has 201. Both datasets share a room label
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space with 23 labels. See Table A.1 for a breakdown of room label frequencies.

Room Label Bar Bathroom Bedroom Classroom Closet
Conference
Auditorium

Occurrences 3 365 251 2 99 16
Percentage 0.16% 19.43% 13.37% 0.11% 5.27% 0.85%

Room Label Dining
Room

Family
Room Game Room Garage Gym Hallway

Occurrences 74 61 17 14 16 326
Percentage 3.94% 3.25% 0.91% 0.75% 0.85% 17.36%

Room Label Kitchen
Laundry

Room Library
Living
Room Lobby Lounge

Occurrences 78 35 1 71 62 64
Percentage 4.15% 1.86% 0.05% 3.78% 3.30% 3.41%

Room Label Office Spa Staircase
Television

Room
Utility
Room Total

Occurrences 98 44 152 13 16 1878
Percentage 5.22% 2.34% 8.09% 0.69% 0.85% 100%

Table A.1: Room label frequencies in pre-processed Matterport3D dataset.

We perform a few additional dataset pre-processing steps to produce the final scene

graph dataset with 1878 rooms. First, since some objects are assigned an incorrect region

(e.g., toilets are assigned to living rooms, despite (i) that being non-sensible and (ii) the

toilet not being within the bounding box of the living room), we check to see if each object

is within the bounding box of its assigned region. If not, then it is re-assigned to whichever

region’s bounding box contains it, and the corresponding scene-graph connection is also

made. Second, nyuClass has some misspelled labels (e.g., “refridgerator” instead of “re-

frigerator”), so we correct all of those too. Lastly, sometimes, a single nyuClass label may

be erroneously assigned to multiple mpcat40 labels. This is most problematic when one of

the mpcat40 labels is rejected and the other is not. To address this, we use the first mpcat40

label for each nyuClass label that is not rejected (e.g., nyuClass label “stairs” is mapped

to mpcat40 “miscellaneous,” which is rejected, and “stairs,” which is not, so we keep the

latter). However, this means some labels which should be rejected are not rejected, so we

also manually filter out all nyuClass object labels that are the same as those of rejected
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mpcat40 labels: “ceiling,” “floor,” and “wall”.

A.2 Embedding-based Bootstrapping Method

To generate training data for the embedding-based method, we take the n most informative

objects in each room and find all k-object permutations, producing Pn
k query datapoints per

room of the form in Eq. 2.8, all of which correspond to the room’s label. We do this for

(k,n) ∈ {(1,2),(2,3),(3,4)}. Models trained on this data will thus be invariant to object

order and number in the query, and can also handle less informative object labels.

A.3 Structured-language Query Details

To fit hardware memory constraints, we omit rooms with over 100 objects and round all

values to three decimal places. Note that a given room might have different objects de-

pending on which object label space is considered, as nyuClass includes labels that would

be just classified as “object” by mpcat40 (which we reject).

A.4 Vision and Language Dataset Generation

To construct a dataset of room images for our vision and language methods, we use Matter-

port3D’s Pathfinder functionality to generate a top-down occupancy grid map of freespace

for a considered height (which we set to the height of a considered room). A single map

pixel’s length is set to 0.1 meters. We find all pixels that fall within a given room’s bound-

ing box, masking out the rest. To avoid sampling points that are too close to walls and

objects, we dilate occupied cells with a 3× 3 convolutional filter. Then, we uniformly

sample (without replacement) 100 unoccupied cell positions (or as many as possible, if

the room has fewer than 100 open cells). Each one is assigned a yaw uniformly at ran-

dom. Finally, we set the camera to each of those poses, saving the viewed images and

corresponding room label.
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A.5 Training Details

For the GraphSage baseline, we train for 500 epochs with a learning rate of 5e−3, weight

decay of 1e−4, hidden state dimension of 16, dropout of 0.2, and 2 iterations of message-

passing.

For the embedding-based approach, we train each network for 200 epochs with a batch

size of 512 using cross entropy loss via the Adam optimizer with a learning rate of 1e−4,

β1,β2 = 0.9,0.999, weight decay of 1e− 3, and a StepLR scheduler with step size of 10

and γ = 0.5 [43].

For the structured-language approach, we train the T5 LM for 5 epochs with a batch

size of 2 (due to memory constraints) and the AdamW optimizer with learning rate of

1e−4, smoothing term ε = 1e−8, and no weight decay [55].

For the ResNet baseline, we train for 10 epochs using the SGD optimizer with a learning

rate of 1e−3, a batch size of 128, and momentum of 0.9. We load the checkpoint weights

with the highest validation image-wise accuracy.

For the fine-tuned VLM approach, we train a BLIP-2 model for 5 epochs with the

AdamW optimizer with a learning rate of 5e− 6, batch size of 8 images (due to memory

constraints), weight decay of 0.01, and smoothing term of 1e−8.

In trials training with the vision and language dataset, we pick 16 random images per

room (as many as possible if there are fewer than 16). Additionally, for both validation

and testing, we take every fourth image. Both these choices are to reduce the training and

evaluation time – more images can be used for a more complete evaluation.

A.6 Building Embedding-based Data Generation Details

To generate data for inferring building labels via the feed-forward approach, for each build-

ing in the train set, we sample (without replacement) and shuffle k = 4 rooms out of the

present ones, subsequently putting them into query strings, which we then embed via lan-

guage model. The probability of choosing each room is proportional to the number of

times that room appears in the building. We do this 1000 times total for each room, mean-
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ing the training dataset label distribution has the same ratios as the training dataset used by

GraphSage.
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Appendix B

LaMPP Baseline Details

B.1 Model Chaining Navigation Baseline

We develop a model chaining baseline to compare against LaMPP, akin to [1]. Given a list

of room labels and counts for the current environment, we query the language model to

autoregressively fill in the string:

W =“The house has [list of rooms with counts].

You want to find [g]. First, go to each [r0].

If not found, go to each [r1].

If not found, ...”

(B.1)

where r0,1,... are room labels in the list of all present rooms (with no repetitions). The agent

visits all r0 in order of proximity. If goal object g was not found, then it visits all r1 in the

same way. This repeats until all rooms have been visited or the agent thinks it detected the

desired object..
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Appendix C

Ontology Construction Proofs

C.1 Sorted CMF Parameter Tuning with Human Data

We discuss specifics of how we tuned GPT-3’s sCMF binary ontology parameters. For

each layer of our hierarchy, we compute sCMF values for all outgoing edges of nodes in

that level. We then sort all such edge relations (i.e., of all nodes in the layer) by ascending

sCMF. Edges with smaller sCMF are ones that have relatively higher probability (of the

outgoing edges for a particular node). Thus, they (i) should be kept post-binarization and

(ii) can be kept with lower sCMF thresholds.

We then iterate through this sorted list of sCMF values for candidate thresholds. We

compute what percent of the relations originating at the current level in the ground truth

dataset would be correctly classified by a given threshold, i.e., feasible relations should

have sCMF lower than the candidate threshold while infeasible ones should be higher. This

allows us to find the candidate threshold that maximizes accuracy for each level. We then

use this information to inform our layer-wise threshold choices.

C.2 Proof of Equivalence of Hierarchical Graphs and Di-

rected Acyclic Graphs

We prove that a hierarchy is equivalent to a DAG with the following argument.
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A hierarchy can trivially be converted into a topological ordering by iterating through

the partitions in order and numbering the nodes in each partition in any desired order. When

considering the subsequent partition, begin the numbering where it ended for the previous

partition (e.g., if some partition’s last node was numbered with n, the next partition’s first

node should be numbered n+1). Doing this for all nodes in all partitions yields a topolog-

ical ordering: by definition of hierarchy, nodes can only have edges pointing to nodes in

later partitions. Since nodes in earlier partitions were numbered before ones in later parti-

tions, this means that all edges are from nodes with lower number to higher number, thus

showing the ordering is topological.

Now to show the reverse. A topological ordering can easily be converted into a hierar-

chy by setting the number of partitions equal to the number of nodes and putting each node

in the partition of number equal to its place in the topological ordering. This trivially sat-

isfies the definition of a hierarchy – each partition only consists of one node (so the graph

is multipartite) and only connects to nodes in later partitions (as their partition number is

their topological ordering number, i.e., larger than the considered nodes).

This shows equivalence of hierarchical graphs and ones with topological orderings. We

then know that graphs with topological orderings are equivalent to DAGs – topological

orderings trivially disallow cycles (as it would involve an edge going “backwards” in the

ordering) and topological orderings for a DAG can be produced via any topological sorting

algorithm [21].

Thus, by the transitive property, since hierarchical graphs are equivalent to topologi-

cally ordered graphs and topologically ordered graphs are equivalent to DAGs, hierarchical

graphs are equivalent to DAGs.

C.3 Analysis of the Approximate Maximum Acyclic Sub-

graph Algorithm

The simple 1
2 -approximation for maximum acyclic subgraph is:

Given G = {V = {v1,...,N},E}
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E ′←{}

for i = 1,2, ...,N−1 do

V ′←{vi+1,...,N}

if w({vi→V ′})> w({vi←V ′}) then

E ′← E ′∪{vi→V ′}

else

E ′← E ′∪{vi←V ′}

return (V, E’)

where E contains weighted directed edges, {a→ B} is the set of edges from a to nodes in

set B (vice-versa for {a← B}) and w(·) is the total weight of a set of edges.

This algorithm always returns an acyclic subgraph. This can be shown by contradiction.

Suppose the returned graph was cyclic. Now consider the nodes in the cycle. This particular

subgraph was produced from some fixed ordering/permutation of the nodes. Thus, there

must be some node in the cycle such that all other nodes in the cycle come after it in the

ordering. As the node is part of a cycle, it must therefore have both an incoming and

outgoing edge, both connected to nodes that are later in the permutation. However, this

cannot be the case for any subgraph returned by our algorithm, as in any given step, all

edges added to E ′ are exclusively incoming or outgoing for the considered node and the

ones after it in the ordering. The included edges from any node and the ones after it in

the ordering must all must be incoming or outgoing – no mix of the two. This results in a

contradiction, so (V,E ′) returned by the algorithm must be acyclic.

This algorithm is also a 1
2 -approximation, as all graphs (V,E ′) it yields must satisfy

w(E ′) ≥ 1
2w(E) ≥ 1

2w(E∗), where E∗ are the edges of the optimal subgraph. This is be-

cause E ′ is comprised of the union of {vi→{vi+1,...,N}} and {vi←{vi+1,...,N}} (whichever

has higher weight for each value of i ∈ 1, ...,N − 1). The union of these 2(N − 1) non-

overlapping sets is E, and since E ′ contains sets who each have higher weight than unique

members of the set of rejected edge sets, w(E ′) must at least half w(E), as desired.

Finally, this algorithm considers each edge’s weight once (i.e., all the calls of w(·) are,

again, for non-overlapping sets whose unions are E), so assuming O(1) time complexity

of accessing each incoming/outgoing edge for a particular vertex, it has overall runtime
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O(|E|).

We do not attempt to show any connectedness guarantees, but note that if the resulting

subgraph is not weakly-connected, it can be made so by introducing an auxiliary node

(equivalent to the “world” node) and adding edges from all nodes with no outgoing edges

to it1.

C.4 Longest Path Hierarchy Partition Algorithm

The longest path problem is known to be NP-hard for general graphs [41], but has a well-

known linear-time dynamic programming solution for DAGs [47]. For such graphs, the

longest path must always start at a source node (one with no incoming edges), as if it does

not, then the path start node has at least one incoming edge, so the path can be extended.

Thus, this problem is equivalent to finding the longest distance of all nodes in a DAG to

(any) source node. Note that we consider longest path by edge count, which is a special

case of the longest path by edge weight, but with all weights are set to 1. The algorithm is

as follows: First, topologically sort the DAG G, if it has not been already. Call this order

top_order(G). Then, execute the following:

for v ∈ top_sort(G) do

if v.incoming = /0 then

v.dist← 0

else

v.dist← 1+maxu{u.dist | ∀(u,v) ∈ v.incoming}

Thus, if v has no incoming edges (i.e., it is a source node), then it has 0 assigned as its

distance. However, if it has incoming edges, then its maximum distance to a source node

must be the maximum over all its incoming edges’ origin nodes’ distances plus an addi-

tional edge. This maximum can be efficiently computed because all of the nodes with edges

pointing to the considered v must have already had their distances computed, on account

1Although less easy to implement, one can also add rejected edges from the original graph to connect
disconnected subgraphs until they are all weakly connected. This improves the total weight of the resulting
graph while not introducing any cycles (e.g., if only a single edge is introduced to connect each disconnected
subgraph to the “main” subgraph).
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of going through the graph in topological ordering. The distance of subsequent nodes like-

wise cannot affect the current v’s maximum distance, as they cannot have edges pointing

to v (or any path to nodes that do have such edges), once again due to topological sorting.

Thus, the assigned distance to each node is its true longest path to a source node, prov-

ing the algorithm’s correctness. In terms of runtime, the algorithm iterates through each

node once. For each one, it takes a maximum over parent nodes’ distance scores, of which

there are |v.incoming|. Thus, the maximums look at each edge once, yielding a runtime of

O(|V |+|E|). The topological sort has the same complexity, so the overall runtime does not

change from it.

These distances are easily proved to be a valid hierarchy partitioning: nodes of the

same distance cannot have edges between them (as the distance scores of a pair of nodes

connected via an edge must differ by at least 1). Nodes’ outgoing edges also definitely point

to nodes in higher partitions, as an edge (u,v) necessarily means v’s distance is greater than

u’s.

Finally, this strategy minimizes the number of partitions. To prove this, consider that

this strategy produces k partitions, where k is the number of nodes in the longest directed

path in G. If there were fewer than k partitions, by the pigeonhole principle, at least two of

the nodes in that directed path must be in the same partition. As there is a path starting from

one of those nodes to the other, this violates the fact that this is a hierarchical partition, as

the nodes in later partitions would connect back to nodes in an earlier one.
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