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Abstract

Vascular diseases such as atherosclerosis are a leading cause of mortality and mor-
bidity worldwide. Intravascular Ultrasound (IVUS) is an imaging technology that
has the distinctive ability to offer real-time endovascular information of the coro-
nary vasculature. However, its low signal-to-noise ratio, low data availability, and
numerous artifacts make it challenging to use both for humans and automated meth-
ods. This work explores the use of representation learning and de-noising techniques
to address these challenges and aid in the diagnosis of vascular diseases. We test
our methods on the task of stent malapposition detection, where naive approaches
fail discouragingly. We improve the naive baseline accuracy by 16%. In addition,
we develop a deep learning approach for real-time stabilization of the IVUS videos,
which performs registration 20-fold faster than the classical ANTs approach. Our re-
sults demonstrate the importance of incorporating domain knowledge in performance
improvement while still indicating the limitations of current systems for achieving
clinically ready performance.
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Title: Professor
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Chapter 1

Introduction

Vascular diseases, such as atherosclerosis, are a leading cause of mortality and mor-

bidity globally [14]. Intravascular Ultrasound (IVUS) is an imaging technology that

has the distinctive ability to offer real-time endovascular information of the coronary

vasculature [35, 1] and has been shown to have a positive impact on clinical outcomes

for percutaneous coronary interventions [51, 58]. Despite this, it is not yet widely

adopted owing to its low signal-to-noise ratio as well as numerous imaging artifacts

that make diagnosis time consuming, error prone and hard, both for machines and

the trained human eye. The resulting high cost of manual annotations limits the

availability of labelled data for training machine learning methods, making the task

of automated analysis even more challenging.

One such challenging task is that of malapposition detection. Malapposition refers

to the lack of contact between a stent and the underlying intimal surface of the arterial

wall [49]. Identifying malapposition from IVUS images is not a straightforward task

(figure 1-1) and requires a significant amount of time and effort, even for experienced

practitioners. Indeed, straightforward classification approaches only achieve almost

random accuracy on this task.

To address these challenges, this work explores the use of representation learning

and de-noising techniques to aid in the diagnosis of vascular diseases. We evaluate
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our learned representations by focusing on the downstream task of malapposition

detection. This thesis consists of two major parts. In the first part, we explore

various methods such as self-supervised pre-training, data augmentations, and tem-

poral methods, and improve performance on malapposition detection. In the second

part, we propose a stabilization method for the IVUS videos in order to mitigate

motion-related noise, which can be a major barrier to diagnosis.

Contributions: With these methods, we are able improve the balanced accu-

racy for malapposition classification from 58% to 74%. We also quantify and correct

for motion and heartbeat artifacts in the acquired intravascular ultrasound videos

(figure 1-2). Furthermore, our registration network is is capable of achieving video

stabilization comparable to traditional methods, but with a 20-fold speedup in run-

ning time, paving the way for real-time noise reduction during acquisition. Our results

address the importance of incorporating domain knowledge in performance improve-

ment while still indicating the limitations of current systems for achieving clinically

ready performance.

(a) Normal Lumen (b) Malapposed stent (c) Stent gap

Figure 1-1: Malapposition in intravascular ultrasound images. Figure 1-1a shows a
healthy lumen, with blood showing as speckles in the middle. The bright spots in
1-1b are stent struts. On the bottom right, one can see blood speckles outside of the
stent boundary. This is the stent gap, highlighted in figure 1-1c. Thus, the figure
1-1b has malapposition. Chapter 2 provides more background on IVUS, stents and
malapposition.

Thesis Organization: The rest of this thesis is organized as follows. Chapter

2 provides a brief background of blood vessel diseases and intravascular ultrasound

22



(a) Input Video (b) Output Video

Figure 1-2: A preview of our motion correction results for IVUS videos. The figure
shows lateral cross-section of the input and output videos. The black region in the
centre is the ultrasound catheter. In the input video, the catheter doesn’t move but
the vessel around it moves, exhibiting random jitter (due to the motion of catheter)
superimposed with periodic motion (caused by heartbeat) that can be seen as saw-
teeth in the bright lumen boundary. The output transfers the motion and jitter back
to the catheter, making the lumen boundary more stationary across frames.

imaging (section 2.1), and discusses related work (section 2.2). Chapter 3 provides an

overview of the IVUS dataset and some preliminary profiling. Chapter 4 establishes

methods to create strong baselines (section 4.1), and discusses methods for learning

representations using various pre-training (section 4.2) and registration (section 4.3)

approaches. We then provide the results of experiments using these methods in

chapter 5. We discuss these results in chapter 6 and conclude in section 6.2.
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Chapter 2

Background and Related Work

2.1 Background

2.1.1 Blood vessel diseases

All blood vessels have a lumen, which is a hollow passageway through which blood

flows. Sometimes, cholesterol plaque builds up in the walls of the arteries, obstructing

blood flow. This condition is known as atherosclerosis. In later stages, atherosclerosis

can cause deposition of calcium in the arteries, making the walls hard and unable to

expand. This condition is referred to as calcification. Atherosclerosis and calcification

in the arteries can lead to serious blockages in blood flow, and can lead to strokes and

heart attacks.

Figure 2-1: Longitudinal section of an artery showing stent placement to prevent
narrowing down of the vessel due to calcification. The areas marked by ⋆ show stent
gap (malapposition). Adapted from [41].
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In order to prevent further narrowing of the vessel and to expand the walls to

maintain normal blood flow, a wire-mesh tubular support called a stent is inserted

into the vessel. A stent is said to be malapposed if it fails to adhere to the walls of

the vessel (figure 2-1). Most operators strictly advocate complete apposition of the

stent struts to the wall, because of the risk of thrombosis caused by protrusion of

stents into the blood field [44]. Thrombosis refers to the formation of a blood clot in

a blood vessel, and can lead to serious illnesses and disabilities.

2.1.2 Intravascular ultrasound imaging

Intravascular ultrasound (IVUS) is used to image the interior of blood vessels. It pro-

vides real-time images of the vessel’s interior and helps identify blood-vessel diseases

and stent malapposition. IVUS imaging supplements angiography (based on x-rays),

which shows 2D silhouettes of vessels. During the IVUS image acquisition, an ultra-

sound catheter is taken to a particular location inside a blood vessel and frames are

acquired as it is pulled back either manually or using a motor. The acquired temporal

sequence of frames is called a pullback.

Despite its many advantages, IVUS imaging has some limitations. The quality of

the images can be affected by several factors, including the size and shape of the blood

vessel, the presence of blood or tissue, and the patient’s anatomy. Furthermore, the

IVUS images are prone to various artifacts such as elliptic distortions (caused due

to angulated position of catheter), phantom walls or plaques (caused by multiple

echoes), impulse responses, near field (Fresnel zone) impacts, ring down artifacts,

and air bubble and guidewire artifacts [16]. This makes diagnosis of blood vessel

diseases hard and time-consuming.
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2.2 Related Work

2.2.1 Supervised Learning from IVUS

Only a little works exists on supervised learning of IVUS images and detection of

malapposition. Most of the existing work on IVUS analysis focuses on dense predic-

tion tasks such as segmentation of lumen and media–adventitia border [66, 12, 5, 43],

plaque [67, 10, 33, 45, 4], and stent [11, 43] and uses classical approaches [2]. To

the best of our knowledge, only one study [40] has focused on malapposition detec-

tion. However, their approach requires access to paired pre-stenting and post-stenting

IVUS pullbacks and is therefore inapplicable in a vast number of clinical use cases.

Furthermore, no existing work considers the very real problem of limited annotations

in the context of IVUS images.

2.2.2 Unsupervised representation learning from videos

While there has been a flurry of advances in learning image representations [30, 27,

38, 62, 21, 7], video has often simply been treated as a simple extension of image

into another, time dimension. However, this approach is limiting since it fails to

account for temporal-correspondence – “what went where” [15]. Recent approaches

to self-supervised learning from videos have started taking into account the notion

of temporal correspondence and high auto-correlation in the time dimension. For

instance, [26, 34, 60, 63] use the idea of temporal correspondence by learning corre-

spondences via cycle-consistency of time. Another line of work [46, 53] predicts video

clips with autoencoders in pixel-space for representation learning by using CNN or

LSTM backbones. Pre-training on videos done by using masked modelling [23, 61, 56]

has also demonstrated success with various architectures, most recently by using a

vision transformer backbone [57].

Unsupervised representation learning has been used for medical data of various

modalities [8, 28, 25] including ultrasound[29, 9, 19]. To the best of our knowledge,
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no works have looked at the application of pre-training methods to intravascular

ultrasound pullbacks and malapposition detection.

2.2.3 Jitter removal from IVUS

Numerous methods have been developed to register image pairs [59, 6] and to re-

construct 3D volumes from slices [31, 20]. For IVUS images, most of the methods

take traditional, non deep-learning, approaches. In [54], same cardiac phase frames

are selected through clustering, leading to discarding of a majority of the frames and

a consequent loss of useful information. In [18], the IVUS images are heavily blurred

and the vessel wall is modelled as a circle, which is then used to estimate the rigid

parameters. However, the method is sensitive to the blurring threshold and fails to

generalize on pullbacks with cross sections of high eccentricity. Recently, [55] pro-

posed the first deep learning method for motion correction in IVUS, which is based

on a generative adversarial network. However, their method is trained on a simu-

lated dataset which fails to characterize the motion of coronary vascular structures

in different scenarios such as after stent deployment or under atherosclerosis.
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Chapter 3

Dataset

In this chapter, we describe and characterize the intravascular ultrasound dataset on

which our methods are evaluated.

The overall dataset consists of 72 arterial pullbacks. Each pullback consists of

between 1000 and 3000 frames, each of size 256 × 256. Figure 3-1 shows frames

from some of the pullbacks in the data. The black circle in the center represents the

catheter. Note that the images are converted from original polar images taken by the

catheter. Figure 3-2 compares the polar and Cartesian representations. Note that

the catheter center is simply radial padding in the polar picture.

3.1 Labels and Dataset Split

Out of the 72 arterial pullbacks, only 28 are labelled for malapposition. Figure 3-1

compares normal and malapposed lumen. In total, there are 3695 malapposed frames.

Out of these, 83 have pixel level stent gap annotations. Figure 3-3 shows some of

these annotated frames with the stent gap overlaid in red on top of the corresponding

image.
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(a) Healthy lumen and stent, label (−)

(b) Malapposed stent, label (+)

Figure 3-1: Some arterial intravascular ultrasound images from the dataset. The bot-
tom sub-figure 3-1b shows images where the stent is not placed incorrectly (malap-
posed), whereas the top figure (3-1a) shows pictures of healthy lumen and stent.
Without explicit training, it is almost impossible for the human eye to distinguish
between the two classes.
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(a) (b) (c) (d) (e) (f)

Figure 3-2: Cartesian images (top) and their corresponding polar representations
(bottom). Here, figures (a)-(c) show healthy lumen and stent (label (−)) and (d)-(f)
show malapposed stent placement (label (+)).

Figure 3-3: Some stent gap annotations. Recall that the stent gap is the gap between
a malapposed stent and the vessel wall (section 2.1). Unfortunately, only few malap-
posed frames are annotated with the stent gap.

In this work, we use the downstream classification task of malapposition detection

in order to evaluate our learned representations. Frames labelled as (+) are malap-

posed, whereas the remaining frames may or may not be non-malapposed. Figure 3-4

shows the number of malapposed labels present across the 28 pullbacks.
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Figure 3-4: The number of malapposed and unlabelled frames present across the
28 labelled pullbacks. Notice that only around 10% of the frames are malapposed,
resulting in significant class imbalance.

In our experiments, we assume that any frame not within a distance of 100 frames

from any malapposed frame is non-malapposed, and label it as (−). Figure 3-5

pictorially portrays this labeling strategy. The resulting dataset has 3695 malapposed

and 37259 well-apposed frames, resulting in a class imbalance (−)/(+) of ≈ 10.

As figure 3-5 depicts, the malapposed frames are clustered into temporal segments.

Informally speaking, the high auto-correlation between adjacent frames means that

the effective sample size is much lower.

(a) (b) (c)

Figure 3-5: Assigning labels to the frames. Each subfigure shows one pull-back, with
frames arranged in order of acquisition. The frames colored in teal are marked as
malapposed and assigned the label (+). The frames colored in purple are within
a distance of 100 from some malapposed frame, and are therefore discarded due to
ambiguity. The rest of the frames, colored yellow are assigned the label (−). Notice
that malapposition occurs in contiguous segments.
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3.2 Motion in IVUS pullbacks

A major challenge in the applications of IVUS imaging is the presence of motion

artifacts. Contraction and relaxation of the heart and the pulsatile blood flow in the

lumen cause the catheter tip to move laterally relative to the lumen in a periodic

fashion [54]. In addition to the cardiac motion, the videos also exhibit artifacts

arising from arterial vasomotion, and catheter motion such as bending, longitudinal

oscillations, and non-uniform rotational distortion [55, 48].

Figure 3-6: 200× 200 correlation matrix of the first 200 frames of an input intravas-
cular video. Notice the periodic stripes.

The videos in our dataset also exhibit a noticeable periodic motion caused by the

cardiac cycle. Here we profile this motion by looking at normalized cross correlation

(NCC) between frames. The NCC between two images 𝐴,𝐵 ∈ [0, 1]𝐻×𝑊 is defined as:

NCC(𝐴,𝐵) :=
1

𝐻 ×𝑊
·
𝐻−1∑︁
𝑖=0

𝑊−1∑︁
𝑗=0

(𝐴𝑖𝑗 − 𝜇(𝐴))(𝐵𝑖𝑗 − 𝜇(𝐵))

𝜎(𝐴) · 𝜎(𝐵)
(3.1)

where 𝜇(·), 𝜎(·) denote, respectively, the intensity mean and standard deviation.

For a video 𝑋 ∈ [0, 1]𝑇×𝐻×𝑊 of 𝑇 frames, each of dimension 𝐻 ×𝑊 , the cross-

correlation matrix is the 𝑇 × 𝑇 matrix of frame-wise normalized cross correlations:

Corr(𝑋)𝑖𝑗 = NCC(𝑋[𝑖], 𝑋[𝑗]) (3.2)
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Figure 3-6 shows the correlation matrix of an IVUS pullback clip. We notice

that the correlations exhibit a periodic pattern. Figure 3-7a explicitly illustrates this

pattern by plotting the first row of the correlation matrix. We observe a periodic

trend superimposed on a decaying correlation. The periodic trend is caused by the

cardiac cycle. A simple way to find the time period of the cardiac cycle is to extract

the peaks and look at distance between them. In the pullback depicted in figure 3-7a,

the time-period is 𝑇𝑝𝑒𝑎𝑘 = 24 frames per cycle. The ultrasound videos are taken at

30 frames per second. Thus, the time period is 60 × 30/24 = 75 beats per minute,

which matches with the average human resting heart rate.

(a) (b)

Figure 3-7: (a) A plot of the correlation of the first frame with the rest of the video.
Note the distinctive peaks caused by frames in the same phase of the cardiac cycle.
In this figure, the peaks occur at frames 24, 48, and 72. (b) Cross-sectional view of
the video. The red lines mark the frames in phase.

Figure 3-7b shows the lateral view of the IVUS video. The red lines represent peaks

extracted by this method. As expected, the peaks coincide with the periodic sawteeth

caused by periodic motion. In section 4.3, we will discuss methods to remove these

jitters and use correlation as a registration metric for quantifying motion correction.
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Chapter 4

Methods

We start by investigating fully supervised methods. To tackle challenges such as class

imbalance and the small sized annotated dataset, we augment the simple supervised

learning with different techniques aimed at learning from small amounts of data or

exploiting various symmetries, which are discussed in detail in section 4.1.

However, as discussed in chapter 3, a majority of our data is unannotated. In or-

der to leverage this unlabelled data, we explore various unsupervised representation

learning methods. We aim to use the unlabelled IVUS videos in order to learn repre-

sentations which can be efficiently fine-tuned for downstream tasks using a relatively

small annotated dataset. A common way to learn such representations is to carry out

pre-training on unlabelled videos, by defining suitable self-supervised tasks. These

tasks are designed so as to capture a-priori known properties of the data at hand,

such as temporal consistency in videos. We explore some pre-training approaches in

section 4.2.

As we noted in section 3.2, the IVUS videos have substantial jitter. We believe

that removing this noise from the videos may be beneficial for subsequent learning.

Therefore, we develop methods to reduce motion from the input video. The jitter

free video thus generated may be thought of as a domain specific representation of

the raw data that is invariant to the irrelevant motion present in the input. Section
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4.3 discusses some stabilization methods.

In the following subsections, we first describe procedures to mitigate class imbal-

ance (sections 4.1.1), and set up strong baselines using augmentations, equivariant

networks, and other transformations (sections 4.1.2, 4.1.3, 4.1.4). We then discuss two

pre-training approaches – one using the cycle consistency of time (section 4.2.1) and

another using temporal redundancy (section 4.2.2). Then, we dive deeper into regis-

tration (section 4.3) and discuss two approaches to create stabilized representations

of the input videos (section 4.3.1, 4.3.2).

Notation: Throughout this chapter we will adopt the following notation. We use

upper-case𝑋 for the raw input IVUS video or frame. If the input consists of 𝑇 frames,

each of size 𝐻 × 𝑊 , then 𝑋 ∈ [0, 1]𝑇×𝐻×𝑊 is a three-dimensional input tensor of

intensity values. If the input has only one frame, 𝑇 = 1. For 0 ≤ 𝑡 < 𝑇 , we denote by

𝑋𝑡 ≡ 𝑋[𝑡] ∈ [0, 1]𝐻×𝑊 the 𝑡−th frame of 𝑋. We denote the labels by 𝑦 ∈ {(+), (−)},

where (+) indicates malapposed input and (−) indicates healthy input. We use 𝑓𝜃

to denote a classification network, parameterized by 𝜃. The classification network

outputs logits, 𝑥̂, 𝑓𝜃(𝑋) = {𝑥̂(−), 𝑥̂(+)}. The predicted label is 𝑦 = (+) if 𝑥̂(+) ≥ 𝑥̂(−)

and 𝑦 = (−) otherwise. Finally, we introduce indicator functions for the labels

𝑦(+) = 1[𝑦 = (+)] and similarly for 𝑦(−).

4.1 Supervised malapposition detection

Evaluation Metric: As mentioned in chapter 3, the malapposition dataset has

high class imbalance (−)/(+) of ≈ 10. As such, a dummy classifier, 𝑦𝑑𝑢𝑚𝑚𝑦 = (−),

which simply predicts (−) for every input achieves an accuracy of ≈ 0.9. In such

situations, it is customary to look at other metrics of classifier performance such

as true positive rate (TPR or sensitivity), true negative rate (TNR or specificity),

F1 score, and balanced accuracy (BA) [65]. Appendix A defines these metrics. We

choose to compare models using the balanced accuracy values. For example, the

aforementioned dummy classifier achieves a balanced accuracy of 0.5.
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4.1.1 Loss functions

The simplest approach for constructing a supervised classifier is to train a neural

network 𝑓𝜃 to minimize the total loss
∑︀

𝑖 ℒ𝑠𝑢𝑝𝑒𝑟𝑣𝑖𝑠𝑒𝑑(𝑋𝑖, 𝑦𝑖; 𝜃) over the samples (𝑋𝑖, 𝑦𝑖).

The most common choice of loss function is the cross entropy loss. For logits 𝑥,

defining for convenience, the model’s estimated probabilities for the two classes:

𝑝(+) =
exp (𝑥(+))

exp (𝑥(+)) + exp (𝑥(−))
, 𝑝(−) =

exp (𝑥(−))

exp (𝑥(+)) + exp (𝑥(−))
(4.1)

Given true labels 𝑦, the cross entropy loss is given by:

ℒ𝐶𝐸(𝑥, 𝑦) = − log 𝑝(+) · 𝑦(+) − log 𝑝(−) · 𝑦(−) (4.2)

Weighted loss

A popular approach in situations of high class imbalance is to use a weighted loss

function, assigning different weights to the two classes [47]. For logits 𝑥 and true

labels 𝑦, the 𝑤-weighted loss function is given by:

ℒ𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑(𝑥, 𝑦;𝑤) = −𝑤 · log 𝑝(+) · 𝑦(+) − log 𝑝(−) · 𝑦(−) (4.3)

Increasing the value of 𝑤 increases the weight assigned to the (+) class. Plugging

𝑤 = 1 gives back the unweighted binary cross-entropy loss.

Focal loss

Recently, it has been proposed to address the class imbalance problem by using a Focal

Loss function that is designed to focus the training on a sparse set of hard examples

and prevent the vast number of easy negatives from overwhelming the detector during

training [36]. Given the true labels 𝑦, the focal loss is given by:

𝐿𝑓𝑜𝑐𝑎𝑙(𝑥, 𝑦;𝛼, 𝛾) = −𝛼 · 𝑝𝛾(−) · log 𝑝(+) · 𝑦(+) − (1− 𝛼) · 𝑝𝛾(+) · log 𝑝(−) · 𝑦(−) (4.4)
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When 𝛾 = 0, focal loss is equivalent to weighted loss with weight 𝑤 = 𝛼
1−𝛼 . The

focusing parameter 𝛾 smoothly adjusts the rate at which easy examples are down-

weighted. A value of 𝛾 > 0 shifts the focus from easier examples to harder examples.

4.1.2 Encoding invariance in the classifier

Invariance to certain variations in the data (such as rotations, translations, etc.) can

lead to improved generalization and reduced sensitivity to noise. We may encode such

invariances either in a data driven way (using data augmentations) or an architecture

driven way (using a function class that is invariant to certain transformations). We

describe the two approaches here.

Data augmentations

Data augmentations allow models to generalize to unseen examples by capturing more

variation in the input data. Because our dataset is relatively small, data augmen-

tations are especially useful in our case. We consider two types of augmentations:

intensity and geometrical. Intensity augmentations randomly perturb the image by

changing intensity attributes such as brightness, hue, contrast, blur, sharpness, etc.

The geometric transformations randomly perturb the image with affine transforma-

tions: shear, flip, and rotation. During all these transforms we keep the catheter

center unchanged. Figures 4-1b and 4-1c shows a sample of the images resulting from

intensity and geometrical transformations of the original image, figure 4-1a.

E(2)-equivariance

The Euclidean group E(2) is the group of isometries of the plane R2, consisting of

translations, rotations and reflections. E(2)-equivariant steerable convolution neural

networks [64] constrain the latent representation of the inputs to be equivariant under

the transformations of the group E(2). This is especially relevant to our images

without a strongly preferred global orientation. Indeed, the malapposition may be
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(a) Original Image (b) Intensity Transformed (c) Geometry Transformed

Figure 4-1: Intensity and geometric augmentations. Figure 4-1a shows the origi-
nal image in the dataset. Figure 4-1b shows a blurred and jittery version (intensity
augmentation). Figure 4-1c shows a version after flipping and affine transforms (ge-
ometric augmentation).

found at arbitrary positions and in arbitrary orientations in the intravascular images.

Therefore, just like augmentations that transform the input by elements of the group

E(2)- such as rotations, flips, and translations - the equivariance prior is expected to

be useful for malapposition detection.

4.1.3 Representation choice: Cartesian vs. polar coordinates

The intravascular ultrasound catheter acquires polar images of blood vessels which

are then warped into Cartesian plane with a padding for the catheter (resulting in

the black catheter center) for the physicians to view and diagnose from. As such,

it is plausible to perform all analysis on the polar images themselves. Moreover,

since convolutional neural networks are approximately translation equivariant, models

trained on polar representation will lead to representations that are (approximately)

equivariant to rotations around the chosen origin. Hence we hope that models trained

on polar representations achieve similar desirable properties as achieved by E(2)-

equivariant networks and rotation transforms (section 4.1.2). Figure 3-2 shows several

Cartesian images and their polar counterparts. Figure 4-2 shows a sample Cartesian

image with stent gap annotations and its polar counterpart.
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(a) Cartesian (b) Polar (c) Polar, with stent gap

Figure 4-2: A Cartesian image and its polar counterpart, with and without stent gap
segmentation. Notice that in 4-2c, the two red parts actually refer to nearby real
locations, but a simple CNN doesn’t take this into account. Using reflect padding
and augmentations partly remedy this issue.

4.1.4 Including temporal information

A frame-wise classification model fails to account for the temporal nature of the

dataset. Therefore, using clips of consecutive frames instead of just one frame may

increase accuracy by adding temporal information. Indeed, having multiple con-

secutive frames makes it easier to spot blood flow around the stent, and therefore

malapposition of the stent. A higher clip length may also help reduce the effect of

noise in frames. On the flip side, a higher clip length leads to increased memory

and computation, longer training times, and owing to the small size of our dataset,

possible over-fitting.

We study the effect of varying clip length on the performance of a model 𝑓𝜃 that

employs 2D-convolutions by treating the time axis as separate channels. For an input

𝑋 ∈ [0, 1]𝑇×𝐻×𝑊 , the classifier aims to predict the malapposition annotation (𝑦) of

the central frame 𝑋[⌊𝑇/2⌋].

4.1.5 Optimization choices

Learning rate schedules can significantly impact the model’s accuracy and rate of

convergence. Since there is no one-size-fits-all approach to scheduling, we experiment

40



with different popular methods such as step-decay, cosine-annealing [37] and one-cycle

[50]. Figure 4-3 plots these schedules.

Figure 4-3: Evolution of learning rate with the step-decay, cosine-annealing, and one-
cycle schedules.

4.2 Unsupervised representation learning from un-

labelled pullbacks

Numerous methods for unsupervised learning on video have been proposed which use

classical temporal methods [46, 53], cycle-consistency of time [26, 34, 60, 63] or utilize

the high auto-correlation by masked modelling [23, 61, 56, 57]. Here, we choose two

methods: contrastive random walks (section 4.2.1) and VideoMAE (section 4.2.2);

and study their representation learning performance on the IVUS pullbacks. In par-

ticular, we use unsupervised methods to learn a useful intermediate representation

from the unlabelled IVUS pullbacks, and then fine-tune this representation in tandem

with a smaller model for the downstream task of malapposition classification using

the smaller annotated dataset.
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Notation: During pre-training, we learn an encoder ℎ𝜑 : [0, 1]𝐻×𝑊 → R𝑑 that

takes the raw input to an intermediate representation. We then use the labelled

data to learn a simpler classifier 𝑔𝜓 : R𝑑 → R2 that outputs logits for classification.

Thus, in accordance with our previous notation (section 4.1), the classifier network

is 𝑓𝜃 = 𝑔𝜓 ∘ ℎ𝜑 with parameters 𝜃 = {𝜑, 𝜓}.

4.2.1 Contrastive Random Walks on Video

Figure 4-4: Contrastive Random Walks on Video. Every frame is divided into patches
and the video is represented as a graph where the nodes are patches and edges are
patch affinities. A contrastive loss encourages the paths that reach a target, implicitly
supervising latent correspondence along the path. Learning proceeds without labels
on palindrome frame sequences. Taken from [26].

To begin our exploration, we use contrastive random walks [26], which is the

state-of-the-art self-supervised method on video object segmentation, pose keypoint

propagation, and semantic part propagation.

Overview: The task of correspondence is cast as prediction of links in a space-

time graph constructed from video. In this graph, the nodes are patches sampled

from each frame, and nodes adjacent in time can share a directed edge. They learn a

representation in which pairwise similarity defines transition probability of a random

walk, so that long-range correspondence is computed as a walk along the graph (See

figure 4-4). The representation is optimized to place high probability along paths of

similarity. Targets for learning are formed without supervision, by cycle-consistency:

the objective is to maximize the likelihood of returning to the initial node when
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walking along a graph constructed from a palindrome of frames. Thus, a single path-

level constraint implicitly supervises chains of intermediate comparisons.

Formulation: Each video 𝑋 is represented as a directed graph where the nodes

are patches, and weighted edges connect nodes in the neighboring frames. Let q𝑡

be the set of 𝑁 nodes extracted from the frame 𝑋[𝑡] by sampling patches in a grid.

We learn an encoder ℎ𝜑 that maps patches to 𝑙2-normalized 𝑑-dimensional vectors,

with similarity 𝑑𝜑(𝑞𝑖, 𝑞𝑗) = ⟨ℎ𝜑(𝑞𝑖), ℎ𝜑(𝑞𝑗)⟩. A softmax (with temperature 𝜏) converts

patch similarities to the stochastic affinity matrix between timesteps 𝑡 and 𝑡+ 1:

𝐴𝑡+1
𝑡 (𝑖, 𝑗) =

exp(𝑑𝜑(𝑞
𝑖
𝑡, 𝑞

𝑗
𝑡+1)/𝜏)∑︀𝑁

𝑙=1 exp(𝑑𝜑(𝑞
𝑖
𝑡, 𝑞

𝑙
𝑡+1)/𝜏)

(4.5)

The 𝑘−range (𝑘 ≤ 𝑇 ) correspondence matrix can then be formulated as:

𝐴𝑘0 =
𝑘−1∏︁
𝑡=1

𝐴𝑡𝑡−1 (4.6)

and the matrix for the traversal back 𝐴0
𝑘 can be constructed using the reversed video

with frames 𝑋[𝑘−1], 𝑋[𝑘−2], . . . , 𝑋[0]. Since each patch should correspond to itself

after traversing the cycle of length 2𝑘, the cycle-consistency objective is:

ℒ𝑘𝑐𝑦𝑐 = ℒ𝐶𝐸(𝐴𝑘0 · 𝐴0
𝑘, 𝐼𝑁×𝑁) (4.7)

The pre-training loss is sum over cycles of all lengths: ℒ𝑐𝑟𝑤 =
∑︀𝑇

𝑘=1 ℒ𝑘𝑐𝑦𝑐.

Fine-tuning: Once an encoder, ℎ𝜑, is pre-trained for the contrastive random walk

correspondence task on our intravascular ultrasound clips using appropriate value of

the parameters like maximum half-cycle length 𝑇 , softmax temperature 𝜏 , number of

patches 𝑁 , and edge dropout, the resulting encodings are tested on the downstream

classification task of malapposition detection. To this end, we use a linear head, 𝑔𝜓,

for classification and fine-tune the trained encoder parameters (𝜑) in tandem with

those of the linear head (𝜓).
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4.2.2 VideoMAE - Masked Autoencoders

Figure 4-5: VideoMAE architecture. Input videos are divided into patches and
patches are randomly masked with a high masking ratio (80-95%). The mask is
kept same for a tubelet of frames, and a vision transformer model is trained using an
in-painting task with a mean squared error loss. Taken from [57].

Overview: VideoMAE [57] is state-of-art self-supervised method on the rela-

tively small-scale video datasets such as Something-Something [22], UCF101 [52], and

HMDB51 [32]. Self supervised pre-training is performed by training a transformer

model on the task of in-painting video clips with tube masking with an extremely

high ratio. This simple design makes video reconstruction a more challenging and

meaningful self-supervision task, thus encouraging extracting more effective video

representations during the pre-training process.

VideoMAE has been shown to achieve impressive results on down-stream tasks

even with pre-training on very small datasets. This property makes it a good fit

for our downstream task of malapposition detection with just a limited number of

samples.

Formulation: The input video𝑋 ∈ [0, 1]𝑇×𝐻×𝑊 is first divided into non-overlapping

cubes of size 𝑡×ℎ×𝑤, and each cube is represented with a token embedding, resulting

in 𝑇
𝑡
× 𝐻

ℎ
× 𝑊

𝑤
3D tokens. Then a fraction 𝜌𝑚𝑎𝑠𝑘 of the cubes are masked by using

tube masking. Mathematically, the tube masking mechanism can be expressed as:

I[𝑝𝑥,𝑦,. ∈ Ω] ∼ Bernoulli(𝜌𝑚𝑎𝑠𝑘) (4.8)

where Ω is the set of masked tokens. Notice that different times 𝑡 share the same
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mask. The unmasked tokens are fed into the transformer encoder ℎ𝜑. Finally a shallow

decoder 𝑔 is placed on top of the visible tokens from the encoder and the learnable

mask tokens to reconstruct the video. The loss function is the mean squared error

between the normalized masked tokens and the re-constructed ones in the pixel space:

ℒ𝑉 𝑖𝑑𝑒𝑜𝑀𝐴𝐸 =
1

|Ω|
∑︁
𝑝∈Ω

||𝑋(𝑝)− 𝑋̂(𝑝)||22 (4.9)

Fine-tuning: Once pre-trained on the VideoMAE in-painting objective, the shal-

low decoder 𝑔 is discarded and replaced with a linear classification head 𝑔𝜓, which

is then fine-tuned along with the encoder ℎ𝜑 using the IVUS pullbacks which are

labelled for malapposition.

4.3 Jitter removal from pullbacks

As discussed in chapter 3, the intravascular ultrasound videos suffer from jitters

caused by the cardiac cycle as well as the motion of the catheter within the blood ves-

sels. A video-stabilization approach that minimizes such motion may therefore make

it easier for a human to diagnose blood vessel diseases effectively and for a temporal

model to perform better. Indeed, stabilized videos reduce spurious noise and enable

convolutions to better capture temporal variations at corresponding spatial locations

[39, 69]. We find that basic non-medical approaches to digital video stabilization such

as point-feature matching [3] fail on our data.

In this section, we seek to achieve video-stabilization by leveraging methods from

the well-studied field of medical image registration. Registration is the process of

aligning two or more images of the same scene or object, taken from different view-

points, times, or sensors. The goal of image registration is to find a transformation

that maps the pixels of one image to the corresponding pixels in the other image, such

that the images are spatially aligned. Numerous approaches for image registration

have been proposed [59, 6, 17, 68]. We study a classical approach, using Advanced
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Normalization Tools (ANTs) (section 4.3.1) and a deep learning registration approach

(section 4.3.2). While the motion of the catheter, blood, and the cardiac cycle in-

general cause the blood vessels to undergo non-rigid transformations, we visually

notice that rigid transformations (translation, rotation) are a major contributor to

motion noise in the IVUS videos. Therefore, we restrict our attention to rigid trans-

forms for simplicity. However, both of these methods can be extended to arbitrary

choice of transforms in a straightforward manner.

Notation: In addition to the notation introduced at the beginning of the chapter,

we introduce the following simplifying notation. We denote by 𝑋 ∈ [0, 1]𝑇×𝐻×𝑊 the

video input to the stabilization algorithm. 𝑋̂ ∈ [0, 1]𝑇×𝐻×𝑊 represents the output

(stabilized) video. For a video 𝑋, we denote by 𝑋̄ ∈ [0, 1]𝐻×𝑊 the temporal pixel-wise

mean:

𝑋̄𝑖,𝑗 =
1

𝑇
·
𝑇−1∑︁
𝑡=0

𝑋𝑡,𝑖,𝑗 (4.10)

Further, for 𝐴 ∈ R𝑇×𝐻×𝑊 and 𝐵 ∈ R𝐻×𝑊 , we overload the subtraction operation by

implicit broadcasting, defining (𝐴−𝐵) ∈ R𝑇×𝐻×𝑊 by:

(𝐴−𝐵)𝑡,𝑖,𝑗 := 𝐴𝑡,𝑖,𝑗 −𝐵𝑖,𝑗 (4.11)

Finally, we define the squared 𝑙2 norm of a tensor 𝑋 ∈ R𝑇×𝐻×𝑊 as:

||𝑋||22 =
𝑇−1∑︁
𝑡=0

𝐻−1∑︁
𝑖=0

𝑊−1∑︁
𝑗=0

𝑋2
𝑡,𝑖,𝑗 (4.12)

4.3.1 Registration using ANTs

Basic ANTs-based stabilization: Advanced Normalization Tools (ANTs) Regis-

tration [59] implements a pairwise gradient-based multi-scale registration procedure

with a vast choice of transforms. A straightforward extension of the ANTs registra-

tion method from two images to a clip of 𝑇 images is to construct a template from

the clip (for instance by taking the pixel-wise mean), and registering each frame to
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the template. Algorithm 1 illustrates this basic stabilization approach.

Algorithm 1 Basic clip-stabilization using ANTs
Input

𝑋 Video array ◁ 𝑋 : 𝑇 ×𝐻 ×𝑊
Output

𝑋̂ Stabilized video
𝑋̂ ← 𝑋
template← ContrsuctTemplate(𝑋)
for 𝑖 = 0 to 𝑇 do

𝑋̂[𝑖]← ANTsRegistration(template, 𝑋[𝑖])
end for
return 𝑋̂

However, clip length 𝑇 highly influences the performance of this basic method.

Indeed, the intravascular ultrasound videos consist of thousands of frames encompass-

ing multiple distinct anatomies such as lumbar spine bones, bowel and psoas muscles,

lymph nodes, venous valves, iliocaval confluence and vascular branches. As such, the

approximation of a single evolving structure under which registration methods work

fails on temporally far-apart frames. Therefore, while algorithm 1 is suitable for short

clips, stabilization of longer clips and full videos requires additional refinements.

Iterative ANTs-based stabilization: In order to stabilize videos with a large

number of frames, we employ an iterative moving average approach calling ANTs

as a subroutine for pairwise registration. In the iterative approach, each frame of

the input is registered to a template constructed from the frames within its temporal

neighborhood. In order to approximately maintain the cardiac phase through different

templates, we use a window size of a whole integer multiple of the cardiac cycle

duration (chapter 3). The process is repeated until the resulting transformations

become smaller than a threshold. Algorithm 2 illustrates the iterative moving average

approach in pseudo-code.

Evaluating registration quality: The registration quality may be quantita-

tively evaluated by the amount of mean squared error it can explain away. For input

and output clips 𝑋, 𝑋̂ ∈ [0, 1]𝑇×𝐻×𝑊 , using the notation introduced at the beginning
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Algorithm 2 Iterative video-stabilization using ANTs
Input

𝑋 Video array ◁ 𝑋 : 𝑇 ×𝐻 ×𝑊
𝑤 Template window half-size

Output
𝑋̂ Stabilized video

𝑋̂ ← 𝑋
while stopping condition not achieved do

for 𝑖 = 0 to 𝑇 do
template← ContrsuctTemplate(𝑋[𝑖− 𝑤 : 𝑖+ 𝑤])
𝑋̂[𝑖]← ANTsRegistration(template, 𝑋[𝑖])

end for
end while
return 𝑋̂

of this section, the MSE-reduction per pixel is given by:

∆MSE(𝑋, 𝑋̂) =
1

𝑇 ·𝐻 ·𝑊
· (||𝑋 − 𝑋̄||22 − ||𝑋̂ −

¯̂
𝑋||22) (4.13)

A higher value of ∆MSE indicates a better stabilization.

4.3.2 Registration using deep-learning

Taking inspiration from recent deep learning approaches to medical image registration

[24, 42], we implement a CNN-based architecture for video stabilization (figure 4-6).

One benefit of using a trained neural-net based model over classical optimization

approaches is the ability to do real-time registration.

Architecture: We use an encoder 𝑓𝜃 with two fully connected heads to predict

the rotation (𝜑 ∈ (−𝜋, 𝜋]𝑇 ) and translation (𝑣 ∈ (−1, 1)𝑇×2) parameters:

𝑓𝜃(𝑋) = {𝜑, 𝑣} (4.14)

The parameters {𝜑, 𝑣} are in-turn used to transform the input video 𝑋 ∈ [0, 1]𝑇×𝐻×𝑊

to the stabilized output 𝑋̂ ∈ [0, 1]𝑇×𝐻×𝑊 . In particular, the 𝑡-th frame of the input,

𝑋𝑡, is rotated about its center by 𝜑[𝑡], and translated by {𝑣𝑥, 𝑣𝑦} = 𝑣[𝑡]. The transfor-
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mation parameter 𝑣𝑥 ∈ (−1, 1) translates the image by horizontally by 𝑣𝑥 ·𝑊 pixels,

and the transformation parameter 𝑣𝑦 ∈ (−1, 1) translates the image vertically by

𝑣𝑦 ·𝐻 pixels. A tanh activation layer keeps the parameters within the required range.

We use another network, 𝑔𝜓 : [0, 1]𝑇×𝐻×𝑊 → [−1, 1]𝐻×𝑊 , to construct a template

frame ˆ̄𝑋 ∈ R𝐻×𝑊 :
ˆ̄𝑋 = 𝑋̄ + 𝑔𝜓(𝑋) (4.15)

by adding its output to the input mean 𝑋̄ for faster convergence.

Figure 4-6: Proposed registration network architecture. Input video is passed through
a an encoder 𝑓𝜃 with two linear heads for rotation and translation parameters respec-
tively. The video is then transformed by sampling from a transformation grid gen-
erated using the predicted parameters. Another network, 𝑔𝜓, independently predicts
the template, which is used to evaluate the model performance in the loss function.
Additionally, we apply a regularization penalty on the predicted transformation pa-
rameters.

Loss: The loss consists of a registration term and a regularization penalty:

ℒ(𝑋̂, ˆ̄𝑋,𝜑, 𝑣) = ℒ𝑟𝑒𝑔𝑖𝑠𝑡𝑒𝑟(𝑋̂, ˆ̄𝑋) + 𝜆 · ℒ𝑝𝑒𝑛𝑎𝑙𝑡𝑦(𝜑, 𝑣) (4.16)

Any metric such as MSE or cross-correlation may be employed for the registration
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loss. For instance, the MSE registration loss is:

ℒ𝑟𝑒𝑔𝑖𝑠𝑡𝑒𝑟(𝑋̂, ˆ̄𝑋) = ||𝑋̂ − ˆ̄𝑋||22 (4.17)

We use an 𝐿2 penalty:

ℒ𝑝𝑒𝑛𝑎𝑙𝑡𝑦(𝜑, 𝑣) = ||𝜑||22 + ||𝑣||22 (4.18)

We study the ablations on the choice of hyperparameter 𝜆, registration loss metric

ℒ𝑟𝑒𝑔𝑖𝑠𝑡𝑒𝑟, and the architecture of the template generator 𝑔𝜓; and compare the perfor-

mance of the registration network with ANTs-based registration approach 4.3.1.
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Chapter 5

Experiments and Results

Here we describe the results of our methods (chapter 4) applied to the intravascular

ultrasound data (chapter 3). Unless stated otherwise, all the recorded values are an

average over 4 folds of cross-validation. We profile the folds in appendix B. Table

B.1 shows the pullback IDs that were included in the folds and table B.2 shows the

number of malapposed (label (+)), well-apposed (label (−)), and discarded frames in

each of the folds.

5.1 Supervised malapposition detection

We report the results of the classification methods described in chapter 4. Unless

otherwise stated, we use a ResNet-18 with a linear head of depth 2 as the classifier

𝑓𝜃 (refer to section 4.1 where this notation was introduced).

5.1.1 Loss functions

Weighted loss

Table 5.1 compares the accuracy (ACC ), true positive rate (TPR or sensitivity),

true negative rate (TNR or specificity), F1 score, and balanced accuracy (BA) for
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two models, with and without using weighted loss. For instance, the first row of

5.1 shows that a baseline ResNet-18 model achieves an accuracy of 0.87, but most

of it is attributed to its high true-negative rate. The second row of table 5.1 shows

the classification metrics of a model with the same architecture trained using a 10-

weighted loss (𝑤 = 10, section 4.1.1). Notice that the model achieves a much better

TPR, and balanced accuracy (BA) at the cost of a reduction in accuracy and TNR. In

what follows, we compare the models using the F1 score and balanced accuracy. For

simplicity, we only report BA values moving forward. Unless stipulated otherwise,

the loss is 1-weighted (𝑤 = 1).

ACC TPR TNR F1 BA
Baseline (𝑤 = 1) 0.87 0.23 0.93 0.24 0.58
Weighted (𝑤 = 10) 0.78 0.40 0.81 0.26 0.61

Table 5.1: The effect of using a weighted loss functions on various classification met-
rics. Notice that weighting the positive samples leads to higher TPR and BA, by
increasing true and false positives and reducing false negatives.

Focal loss

We found the focusing parameter 𝛾 = 3 to work best for our experiments. In table 5.2,

we set 𝛾 = 3. and experiment with three values of 𝛼. Note that 𝛼 = 0.5 corresponds

to focusing with equal weights to the two classes. Notice how setting 𝛾 = 3 improves

the balanced accuracy from 0.68 (table 5.3) to 0.72.

𝛼 = 0.2 𝛼 = 0.5 𝛼 = 0.8
Balanced Accuracy 0.67 0.72 0.70

Table 5.2: The effect of using Focal Loss (section 4.1.1) on the task of malapposition
detection. All the experiments were run with intensity and geometric augmentations
(section 4.1.2).
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5.1.2 Encoding invariance in the classifier

Data augmentations

Table 5.3 shows the effect of adding intensity and geometric augmentations to our

baseline ResNet-18 classifier. We notice that augmentations indeed help the model

generalize better. In the following sections, we augment all experiments with intensity

and geometric transforms.

Augmentation Balanced Accuracy
None 0.58
Intensity 0.63
Intensity + Geometric 0.68

Table 5.3: The effect of data augmentations on classification accuracy. The numbers
are average over four folds. Notice that both intensity and geometric transformations
are useful for our task.

E(2)-Equivariance

Table 5.4 shows the balanced accuracy obtained by using an E(2)-equivariant network

for the classification task. We notice that the equivariant network performs much

better than baseline. However, once data augmentations are introduced, both the

models have similar performance. Indeed, the geometric data augmentations used

include continuous rotations and reflections (but not translations).

Baseline E(2)-Equivariant
No Augmentations 0.58 0.64
Augmentations 0.71 0.70

Table 5.4: The effect of using a E(2)-equivariant steerable convolutional neural net-
work for the malapposition classification task.
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5.1.3 Representation choice: Cartesian vs. polar coordinates

We observe that transforming the Cartesian images into polar coordinates (section

4.1.3) usually leads to better performance compared to the Cartesian equivalents.

Table 5.5 depicts this phenomenon.

Cartesian Polar
No Augmentations 0.58 0.63
Augmentations 0.71 0.72

Table 5.5: The effect of using polar coordinates for the malapposition classification
task. Notice the jump in accuracy, and the similarity with table 5.4.

5.1.4 Including temporal information

Table 5.6 shows the effect of using clips of different lengths as input to the different

channels of the ResNet encoder. We notice that using more than one frame helps

only slightly. Furthermore, using very long clips decreases the performance. The

maximum is achieved at 𝑇𝑐𝑙𝑖𝑝 = 4.

𝑇𝑐𝑙𝑖𝑝 = 1 𝑇𝑐𝑙𝑖𝑝 = 4 𝑇𝑐𝑙𝑖𝑝 = 8 𝑇𝑐𝑙𝑖𝑝 = 12
Balanced Accuracy 0.737 0.742 0.738 0.710

Table 5.6: The effect of using clips of different lengths 𝑇𝑐𝑙𝑖𝑝 on the malapposition clas-
sification task. All the experiments are performed with One-Cycle cosine annealing
learning rate schedule, and intensity and geometric augmentations.

5.1.5 Optimization choices

Table 5.7 shows the balanced accuracies obtained by using different learning rate

schedules. We find that one-cycle cosine annealing achieves the best accuracy.
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Learning Rate Schedule Balanced Accuracy
No Decay 0.68
2-Step 0.70
4-Step 0.70
Cos-Anneal 0.73
One-Cycle 0.74

Table 5.7: The effect of using different popular learning rate schedulers for the malap-
position classification task.

5.2 Unsupervised representation learning from un-

labelled pullbacks

5.2.1 Contrastive Random Walks on Video

Performance on pre-training task: One way to measure performance on the pre-

training task of finding correspondences in a temporal cycle is to measure the fraction

of patches that are correctly mapped to themselves after the random walk. Borrowing

the notation of section 4.2.1, for a cycle of half-length 𝑘, we call a patch 0 ≤ 𝑗 < 𝑁 to

be correctly mapped if the 𝑗−th row of the correspondence matrix assigns maximum

probability to patch 𝑗 itself, i.e., if

𝑗 = arg max
0≤𝑖<𝑁

(𝐴𝑘0 · 𝐴0
𝑘)𝑖,𝑗 (5.1)

Figure 5-1 plots the fraction of correctly mapped patches over different cycle-lengths,

averaged over all out-of-sample clips. As the figure demonstrates, the model per-

forms impressively well on the pre-training task of temporal consistency, although

the performance declines as the task gets much harder (i.e., for longer cycles).

Label propagation using pre-trained encoder ℎ𝜑: Another way to evaluate

temporal correspondence learnt by a model trained on the contrastive random walk

objective is through using the pre-trained model for the closely related task of label

propagation [26]. In label propagation, the input is a pair (𝑋,𝐿0) of a clip 𝑋 and
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dense segmentation labels 𝐿0 for the first frame 𝑋0 of the clip. The encoder ℎ𝜑

trained on the contrastive random walk task may subsequently be used to predict the

labels 𝐿̂1, . . . 𝐿̂𝑇−1 for the rest of the frames 𝑋1, . . . , 𝑋𝑇−1 (we refer the reader to [26]

for details). We use our small dataset of dense stent gap annotations (chapter 3) to

generate segmentation labels 𝐿̂ for the subsequent frames. Since we lack ground truth

annotations of the subsequent segmentations, we may only evaluate the predicted

labels visually. Figure 5-2 shows the results of label propagation on one such clip.

We notice that while the model can roughly localize the region of interest in the

subsequent frames, it is unable to accurately propagate the segmentation.

Performance on downstream task: Table 5.8 shows the effect of using a pre-

trained model for the classification task, under one setting of pretraining parameters.

We notice that pre-training improves the classification accuracy when no augmen-

tations are used. But once we add data augmentations (section 4.1.2), pre-training

doesn’t help anymore. Numerous settings of the clip-lengths, loss temperatures, and

augmentations were tried during the pre-training, but all of them lead to similar

results.

Baseline Pretrained
No Augmentations 0.58 0.61
Augmentations 0.71 0.65

Table 5.8: The effect of pre-training using contrastive random walks on videos on
the classification accuracy. A ResNet-18 encoder was trained using the random walk
objective [26], and a depth-2 MLP was added for the downstream classification fine-
tuning. The pre-training was done on cycle-lengths ≤ 4, and the patches and frames
were randomly cropped and resized. The accuracy values are average over 4 folds.
Notice that pre-training doesn’t help once we add data augmentation.

Thus, while we can achieve a high accuracy on the self-supervised task of matching

patches, this fails to translate to the downstream classification task. We conclude that

contrastive random walk pre-training is not well-suited to the classification task at

hand.
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(a) Max cycle-length = 4

(b) Max cycle-length = 20

Figure 5-1: Out-of-sample performance on the pre-training task of finding correspon-
dences in a cycle. We plot the average fraction of correctly mapped patches with
training step across cycles of different lengths. The model in figure 5-1a was trained
on clips of three frames, thus finding correspondences on cycles of length 2 and 4.
On the other hand, the model in figure 5-1b was trained on the task of finding corre-
spondences on cycles of length up to 20. For both the models, the input frames were
divided into 𝑁 = 49 overlapping patches using a 7 × 7 grid. Notice that the second
task is much harder than the first, as also demonstrated by the low probabilities of
correct return in figure 5-1b.
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(a) (b) (c) (d) (e) (f)

Figure 5-2: Frames 𝑋𝑖 of an input clip (top) and their corresponding propagated
labels 𝐿̂𝑖 (bottom). Here, column (a) is the annotated first frame of the clip (𝑋0, 𝐿0).
Columns (b)-(f) are the succeeding frames, and their propagated labels 𝑋𝑖, 𝐿̂𝑖.

5.2.2 VideoMAE - Masked Autoencoders

Performance on pre-training task: We pre-train a VideoMAE model from scratch

on the IVUS dataset. Figure 5-3 shows the results of this pre-training. We observe

that the model does a great job in predicting the masked patches, and can reconstruct

real imaging artifacts such as shadowing, reverberation etc.

(a) Original Frame (b) VideoMAE Input (c) Reconstructed Image

Figure 5-3: Pre-training using VideoMAE. The figure shows a sample output from
the VideoMAE pre-training in-painting task applied on the IVUS images. Figure 5-3a
shows the original frame, which is masked (figure 5-3b) and fed as an input to the
model. Figure 5-3c shows the output of a trained model on the given input. Notice
the checkerboard artifacts in the output. This particular model was trained over clips
of length 𝑇 = 12 with a masking ratio 𝜌𝑚𝑎𝑠𝑘 =50% .

Performance on downstream task: Table 5.9 shows the results of a trans-
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former model pre-trained with the VideoMAE objective on the malapposition clas-

sification task. Once again, we observe that although pre-training improves clas-

sification accuracy in the absence of augmentations, it is no longer beneficial once

augmentations are introduced.

Baseline Pretrainied
No Augmentations 0.58 0.60
Augmentations 0.71 0.65

Table 5.9: The effect of pre-training using VideoMAE on the balanced accuracy for
the malapposition task. The transformer encoder was pretrained using clips of length
𝑇 = 12, with a masking ratio of 𝜌𝑚𝑎𝑠𝑘 =95% using tubelets of length 𝑡 = 2. During
pre-training, clips were augmented with intensity and geometrical transforms.

5.3 Jitter removal from pullbacks

We evaluate our registration approaches and compare the performance of ANTs-based

(section 4.3.1) and deep-learning based (section 4.3.2) methods.

5.3.1 Registration using ANTs

To begin our exploration, we run algorithm 1 on short clips consisting of 𝑇𝑐𝑙𝑖𝑝 = 30

frames. In order to get a strong baseline, we run a multi-scale ANTs registration with

smoothing for minimizing mean squares distance between the frames and template

(see listing 5.1).

antsRegistration -d 2 \

-m MeanSquares[template.jpg , frame.jpg , 1] \

-t Rigid [0.1] \

-c 100 x100x100 \

-s 32x16x1 \

--float \

-f 4x2x1

Listing 5.1: ANTs registration command
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Table 5.10 compares the results of algorithm 1 with and without using multi-scale

optimization over all the training dataset.

∆MSE
Single-scale 6.9× 10−4

Multi-scale 7.8× 10−4

Table 5.10: Results of clip stabilization using ANTs (algorithm 1). Notice the benefit
of using multi-scale registration (listing 5.1).

Next, we run algorithm 2 on a longer video of 𝑇 = 600 frames, using a window

half-size of 𝑤 = 24 frames, which is approximately the duration of one cardiac cycle

(chapter 3). Figure 5-4 shows the lateral view of the input (figure 5-4a) and output

(figure 5-4b) videos. Notice the reduction in the saw-teeth between the input and the

output videos.

(a) Input Video, 𝑋 (b) Output Video, 𝑋̂

Figure 5-4: Results of applying procedure in algorithm 2 to an intravascular ultra-
sound video of length 𝑇 = 600. Notice how the algorithm is able to reduce the
saw-tooth pattern in figure 5-4a to a much smoother vessel boundary in figure 5-4b,
thus de-noising the jitters caused by the cardiac cycle.

We may further quantitatively look at the motion reduction by looking at the

increase in correlation between frames in the input (unstable) and the output (stable)
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videos (chapter 3). The mean correlation at a distance 𝑑 is defined by:

MeanCorrelation(𝑑;𝑋) =
1

𝑇 − 𝑑

𝑇−1−𝑑∑︁
𝑖=0

Corr(𝑋[𝑖], 𝑋[𝑖+ 𝑑])

(a)

(b)

Figure 5-5: Results of applying procedure in algorithm 2 to an intravascular ultra-
sound video of length 𝑇 = 600. Notice how the algorithm is able to significantly
increase the correlation between the frames of the video. Notice also that the pro-
cedure is able to significantly reduce but not eliminate the periodic peaks caused by
the cardiac cycle.
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As shown in figure 5-5, algorithm 2 is able to significantly increase pairwise cor-

relation and reduce jitters.

5.3.2 Registration using deep-learning

In this section, we evaluate the proposed registration network (section 4.3.2). For the

encoder 𝑓𝜃, we use a ResNet-18 architecture with two linear heads, each of depth 2.

For the template generating network 𝑔𝜓, we use a U-Net architecture with 3 channels.

Experiments using MNIST: To begin, we test the network on a simpler align-

ment task of aligning ‘ones’ in the MNIST dataset [13]. The input 𝑋 ∈ [0, 1]30×28×28

consists of a stack of 30 randomly chosen pictures of the digit ‘1’ from the MNIST

dataset. Figure 5-6 shows the results. We observe that the model achieves good

alignment results for MNIST images. Specifically, we find that the model performs

equally well across various loss functions (including local cross correlation and MSE),

initialization methods, and even when the U-Net is disabled and replaced by the input

or output sample mean as the reference template.

(a) Input, 𝑋 (b) Output, 𝑋̂

Figure 5-6: Results of using registration network for the task of aligning digits. A
ResNet-18 encoder was used with a rotation head of depth 2 and a U-Net with 3
channels. The loss consisted of the MSE registration loss with respect to the U-Net
output template and an 𝑙2 penalty loss with 𝜆 = 0.1. The clip length was chosen to
be 𝑇 = 30.
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Stabilization of only one IVUS clip: Next, we check our model on the IVUS

dataset by fitting it on a single IVUS clip input 𝑋 ∈ [0, 1]30×256×256 and comparing the

results with that achieved by ANTs (algorithm 1). Table 5.11 shows the results. We

notice that the Registration network performs comparably to the multi-scale ANTs

approach on a single input.

Method Zero-Initialization MSE(𝑋̂) Visual Quality
None n/a 2.2× 10−3 Very Jittery
ANTs : single-scale n/a 1.6× 10−3 Jittery
ANTs : multi-scale n/a 1.3× 10−3 Quite Stable
Registration Net ✗ 1.2× 10−3 Quite Stable
Registration Net ✓ 1.2× 10−3 Quite Stable

Table 5.11: Results of stabilization of a single clip using ANTs and the registration
network. The first row shows the statistics of the original clip (without any stabiliza-
tion). In the last two rows, the registration network is trained on MSE loss with no
penalty (𝜆 = 0).

Stabilization using all clips: Next, we train the registration model on all the

clips constructed from the pullbacks present in the training fold. Table 5.10 shows

the results of such an approach. We notice that the first row has the highest ∆MSE;

however, a closer look at the output parameters reveals that the model in this case

learns to send the clip outside the frame (translation to infinity). In order to mitigate

this, we add a penalty to the translation parameters. A simple 𝑙2 penalty seems

to over-penalize translation, resulting in a lower ∆MSE. Therefore, we use a U-

shaped penalty, in the third row of table 5.12, which performs at par with single-scale

ANTs registration. Thus the registration network offers a differentiable stabilization

framework that performs as well as classical approaches.

Table 5.13 shows the performance on out-of-sample data. A comparison with table

5.10 shows that the performance drops slightly on out-of-sample data. However, as

table 5.14 shows, unlike slower traditional approaches, the trained model is able to

correct for motion in real-time.
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ℒ𝑝𝑒𝑛𝑎𝑙𝑡𝑦 ∆MSE
0 25× 10−4

||𝑣||22 6.2× 10−4

||max(0, |𝑣| − 0.1)||22 7.0× 10−4

Table 5.12: Results of clip stabilization using Registration network for different penal-
ties on the predicted parameters. Each row reports the results from best of three val-
ues of the regularization hyperparameter 𝜆: 0.01, 0.1, 1. Compare this to the ANTs
results, table 5.10.

Method ∆MSE
ANTs: Single-scale 7.0× 10−4

ANTs: Multi-scale 8.0× 10−4

Registration Network 6.0× 10−4

Table 5.13: A comparison of performance on unseen data. Note that while ANTs
performs a new optimization on every input, the registration network simply performs
one forward pass in order to predict the transformation parameters.

ANTS: multi-scale ANTS: single-scale Registration Net
Time per clip 29.3s 10.2s 0.5s

Table 5.14: Run-time for the three stabilization approaches. Reported values are an
average over 3000 clips of length 𝑇 = 30.
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Chapter 6

Discussion and Conclusion

6.1 Discussion

In this work, we have explored various ablations, pre-training methods, and registra-

tion approaches. Our results show that in cases of severe data imbalance, a meticu-

lously selected loss function has a significant effect, and demonstrate the benefit of

using focal loss in such cases (section 5.1.1). We also observe that a model trained

on polar IVUS images works better than one trained on Cartesian images (section

5.1.3). The intuitive explanation is that since CNNs are approximately translational

equivariant one can hope to achieve approximate rotational equivariance by using

convolutions on polar images; and equivariance under rotations is more relevant than

that under translations for malapposition classification. Indeed, models trained on

polar images perform similar to the E(2)-equivariant models (section 5.1.2), both with

and without augmentations. Furthermore, the advantage is lost when data augmen-

tations are introduced.

We explored two pre-training methods, and observed that in each case, a pre-

trained model performs better than the baseline. However, when augmentations

are introduced, this advantage is lost (section 5.2). We conclude that malapposition

detection is a hard task for which both temporal correspondence and video in-painting
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are not suitable pre-training objectives.

Our results also demonstrate that cardiac motion can be quantified from IVUS

(section 3.2) and used in order to make informed choices for the stabilization algorithm

(algorithm 2). We propose a registration network that works well on MNIST images

(figure 5-6) and exhibits comparable performance to the multi-scale ANTs based

algorithm (algorithm 1) for fitting single clips (table 5.11) during training. However,

while fitting on multiple clips, the registration networks performs slightly worse than

multi-scale ANTs approach, but comparably to the single-scale approach (table 5.12).

The intuitive explanation is that the network sees the images only at one scale, and

performs only one pass, instead of multiple blurred and scaled inputs as in multi-scale

ANTs. Therefore, we anticipate that a multi-scale version of the network formed by

cascading a few layers of the original network, taking inputs are different scales,

and composing the resulting transforms, will perform comparably to the multi-scale

version of ANTs. Finally, we find that a trained network performs slightly worse on

unseen data (table 5.13). This may be partly remedied by introducing additional

regularization.

6.1.1 Future Directions

Overall, we find that constructing good representations of IVUS images from a small

dataset is a hard task owing to their low signal-to-noise ratio. We have already seen

that methods like augmentations or E(2)-equivariant networks that make the rep-

resentations equivariant to different noise mechanisms (intensity, blur, translation,

rotation) are a powerful tool to improve results on downstream tasks. Therefore, a

promising future direction is to make the encoding invariant or equivariant to other

artifacts such as shadowing, echoing, phantom walls, etc. (section 2.1.2). One way

to achieve this is to construct additional augmentations specific to intravascular ul-

trasound imaging.

Another way to construct better representations is to pre-process the inputs by
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explicitly reducing noise such as motion artifacts. Therefore, another promising future

direction is to use the registration methods developed in this work to pre-process the

input clips before feeding them into the encoders.

6.2 Conclusion

This work explores learning useful representations of intravascular ultrasound images

from a small dataset by taking advantage of well established techniques such as aug-

mentations and pre-training. A careful application of these techniques increases the

balanced accuracy of malapposition classification from 58% to 74%. Furthermore, the

work introduces two methods of mitigating motion artifacts in the IVUS pullbacks.

The registration network presents a differentiable method for image registration, and

is able to stabilize unseen videos with a speed ∼20 times faster than the classical

approaches, while compromising only slightly in the quality.
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Appendix A

Classification Metrics

We provide definitions of some common binary classification performance metrics.

The true binary labels and the labels predicted by a binary classifier together partition

the data into four disjoint sets. Accordingly, we define true positives (TP), true

negatives (TN), false positives (FP), and false negatives (FN) as follows:

• True Positives (TP): the number of instances that are actually positive and

are correctly classified as positive by the model.

• True Negatives (TN): the number of instances that are actually negative and

are correctly classified as negative by the model.

• False Positives (FP): the number of instances that are actually negative but

are incorrectly classified as positive by the model.

• False Negatives (FN): the number of instances that are actually positive but

are incorrectly classified as negative by the model.

Then, we may define the following classification performance metrics:

1. Accuracy: Accuracy reflects the degree to which a predicted value matches

the actual value. It is defined as the ratio of the number of correct predictions
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to the total number of predictions made. Mathematically,

Accuracy (ACC) =
TP+ TN

TP+ TN+ FP+ FN
(A.1)

2. Precision: Precision reflects the degree to which a predicted positive value is

actually positive. Mathematically,

Precision =
TP

TP+ FP
(A.2)

3. True Positive Rate: True positive rate measures the fraction of positive

instances that are correctly classified. It is also called recall or sensitivity.

Mathematically,

Recall (TPR) =
TP

TP+ FN
(A.3)

4. F1 score: The F1 score is a statistical measure that combines both precision

and recall to provide a single metric for evaluating the performance of a clas-

sification model. It is defined as the harmonic mean of precision and recall.

Mathematically,

F1 =
2× Precision× Recall

Precision+ Recall
(A.4)

5. True Negative Rate: Similarly to the true positive rate, true negative rate

measures the fraction of negative instances that are correctly classified. Its also

called specificity. Mathematically,

Specificty (TNR) =
TN

TN+ FP
(A.5)

6. Balanced Accuracy: Balanced accuracy is a statistical measure that is com-

monly used in classification tasks where the class distribution is imbalanced. It

is defined as the average of the true positive rate (TPR) and true negative rate
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(TNR). Mathematically,

BalancedAccuracy (BA) =
TNR+ TPR

2
(A.6)

71



72



Appendix B

Fold-wise Breakdown of the Dataset

For cross validation, the 28 labelled IVUS pullbacks were divided into four folds, each

containing seven runs. Table B.1 shows the pullback IDs that were included for each

of the four folds. Table B.2 shows the frame-wise breakdown of the folds.

Fold#0 Fold#1 Fold#2 Fold#3

PD1F8661 PDGXX83G PD2ZWGIA PDZZC35W
PDBYVJ49 PD4AI4VP PDUELC5Q PD8BV7LL
PD7X95ZF PD9BD8NQ PD21GP2E PDN7CHZM
PDJB5MCG PDBZAINH PDV81ZQO PD4ZZ87V
PDUSG6PY PDRXEGJ1 PDLKZB3R PDLRSMLG
PD7COUKT PD1H8QJE PDIA5KDD PDG1NTSU
PDP1M8D8 PD46JH8G PDU9MNR7 PD5WUZGE

Table B.1: The patient IDs included in the four folds.

Fold Malapposed (+) Healthy (−) Discarded Total
Fold#0 1329 7552 2309 11190
Fold#1 773 11358 2478 14609
Fold#2 1028 9827 2408 13263
Fold#3 565 8522 1477 10564
Total 3695 37259 8672 49626

Table B.2: Fold-wise breakdown of malapposed (label (+)), well-apposed (label (−)),
and discarded frames. The labels were assigned based on the strategy depicted in
figure 3-5.
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