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Abstract
Visual Terrain Relative Navigation (TRN) is a method for GPS-denied absolute pose
estimation using a prior terrain map and onboard camera. TRN is commonly desired
for applications such as planetary landings, unmanned aerial vehicles (UAVs), and
airdrops, where GPS is either unavailable or cannot be relied upon due to both the
possibility of signal loss or outside signal jamming attack. This thesis presents a
threefold constribution to visual TRN.

Firstly, due to the high altitude and high speeds of planetary TRN missions, ac-
quiring non-simulation test data oftentimes proves difficult, and thus many datasets
used to test TRN systems are from lower altitudes and speeds than what the system
would actually be deployed. We present an experimental analysis of visual TRN on
data collected from a World View Enterprises high-altitude balloon from an altitude
range of 33 km to 4.5 km. We demonstrate less than 290 meters of average position
error over a trajectory of more than 150 kilometers. Additionally, we evaluate per-
formance on data we collected by mounting two cameras inside the capsule of Blue
Origin’s New Shepard rocket on payload flight NS-23, traveling at speeds up to 880
km/h, and demonstrate less than 55 meters of average position error.

Secondly, as accurate terrain map representation is at the core of TRN perfor-
mance, we explore the question of whether newly emerging Neural Radiance Fields
(NeRF) can be efficiently leveraged as a map for visual localization. We propose a
NeRF-based localization pipeline coined Loc-NeRF which uses a particle filter back-
bone to perform monocular camera pose estimation utilizing NeRF.

Thirdly, since TRN is often performed in high-risk missions, we explore the prob-
lem of monitoring the correctness of a monocular camera pose estimate at runtime.
For this, we again leverage the ability of NeRF to render novel viewpoints and propose
a technique coined VERF that incorporates NeRF into a geometrically constrained
method to provide assurance on the correctness of a camera pose estimate.

Thesis Supervisor: Luca Carlone
Title: Associate Professor, Aeronautics and Astronautics
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Chapter 1

Introduction

One of the most fundamental problems in computer vision is visual localization (i.e.,

estimating the pose of a camera). This is an essential backbone of many robotic and

autonomous vehicle applications such as self driving cars, drones, spacecrafts, and

robotic manipulators (e.g., robotic arms).

Visual localization can be divided into two paradigms, relative pose estimation

and absolute pose estimation. In the relative pose estimation problem, a camera pose

is estimated with respect to a prior camera pose. For example, this is the case in

visual odometry, where a trajectory of a camera is estimated by tracking the relative

movement of automatically computed feature points in a sequence of images. As each

newly estimated pose is dependant on prior estimated poses, the trajectory estimate

is prone to drift over time.

Absolute localization on the other hand is the task of localizing a camera with

respect to a prior map. This often involves determining an optimal association of fea-

tures (either explicit pixel intensity values or implicit descriptors) between a camera

image and a map. If no initial information about the camera’s pose is known before-

hand, global localization (also known as the kidnapped robot problem) is performed

in which the entire space of the map must be searched. If an initial estimate of the

camera pose is known, then the search can be reduced to a subsection of the map. In

the problem of estimating a camera trajectory for example, in practice an initial guess

of the camera pose can oftentimes come from either assuming the camera is close to
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its prior estimated pose in the trajectory or by gathering a relative estimate of the

current camera pose though visual odometry or dead reckoning (i.e., with inertial

sensors). Since poses are estimated with respect to a map, absolute localization tends

to not be prone to drift. The focus of this thesis will be on the absolute localization

problem.

One application of absolute pose estimation is terrain relative navigation (TRN).

Terrain relative navigation uses a map of a planetary surface or geographic structure

(e.g., canyon) which can be built for example with satellite maps, aerial photography,

and ground elevation data. The camera pose is then estimated with respect to the

map representation of the terrain. Another example of absolute pose estimation is

indoor robotic navigation in which a prior map of the building’s interior is available.

Terrain relative navigation is employed in a range of applications such as for

drones, airdrops, and spacecraft entry decent and landing (EDL). EDL is a particu-

larly challenging regime for TRN since missions occur at a large range of altitudes

(e.g., from a high altitude regime during entry and initial decent to a low altitude

regime near the planet’s surface as the vehicle approaches landing). Additionally,

EDL missions can occur at high speeds as the vehicle decelerates from its orbit.

Because EDL missions occur at high altitude and high speeds regimes, the diffi-

culty of acquiring high-altitude and high-speed data frequently results in TRN meth-

ods being tested on simulation data or on data at a lower altitude or lower speed

than what a mission would require. This results in both a hesitancy to explore mis-

sions far outside the range of testable conditions and extensive manual tuning and

extra redundant onboard computation spent to build confidence in lack of realistic

test data. To address these shortcomings, in Chapter 2 we present an experimental

analysis of visual terrain relative navigation on high altitude data we collect from a

World View high altitude balloon ranging from 33 km to 4.5 km and spanning a total

distance of over 150 km. We also provide results of performing visual TRN on data

we collect onboard Blue Origin’s New Shepard rocket which allows us to demonstrate

visual TRN in a high speed regime on data at speeds up to 880 km/hr. We addition-

ally provide improvements to the tested TRN method to accommodate high altitude
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navigation.

Since visual TRN involves matching features between a camera image and a prior

built map, the choice and quality of map representation has a significant impact on

accuracy. For example two common areas of difficulty with classical map representa-

tion (e.g., building a database of pixel patches of known global position from satellite

maps) is handling variable lighting and shadows and handling 3D structures such as

mountains. Recently, a neural implicit scene representation known as NeRF (Neural

Radiance Fields) has gained popularity for visual rendering in computer vision and

graphics and has shown the ability to render complex 3D scenes and adapt to variable

lighting. This causes us to pose the question of whether NeRF could be used as a

map for visual localization. Hence, in Chapter 3 we present a method to use NeRF

for localization.

Since TRN is oftentimes used in high-risk missions such as spacecraft EDL, we also

pose the question of whether we can provide a measure of assurance that an estimated

pose is actually correct. Hence, in Chapter 4 we again leverage NeRF to develop and

demonstrate a method that can provide a measure of confidence of whether or not

a camera pose estimate is correct. In addition to demonstrating this method on

data collected onboard New Shepard, we also demonstrate on data collected from a

quadruped robot moving in an indoor environment.

1.1 Related Work

In this section we discuss related work on terrain relative navigation systems, on

neural radiance fields with a focus on works bearing relevance for visual localization,

and on works characterizing the uncertainty of pose estimation.

1.1.1 Terrain Relative Navigation

The majority of early TRN methods such as the Mars Science Laboratory [37] and

NASA’s ALHAT Project [7], [3] use radar or lidar. However, due to the high power

and weight budget of radar and lidar, cameras have been motivated as an active area
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of exploration for more recent TRN systems.

The seminal work of Mourikis et al. [58] describes a visual-inertial navigation

method for Entry, Descent, and Landing (EDL) using an Extended Kalman Filter

(EKF) with matched landmarks and tracked feature points in an image. They use

inertial navigation results from their entire sounding rocket launch with an apogee of

123 km, and leverage visual methods after the vehicle reaches altitudes below 3800m.

Johnson and Montgomery [34] present a survey of TRN methods that use either image

or lidar to detect the location of known landmarks.

Singh and Lim [69] demonstrate a visual TRN approach leveraging an EKF for

lunar navigation using known crater locations as landmarks. Recently, Downes et

al. [18] present a deep learning method for lunar crater detection to improve TRN

landmark tracking. The Lander Vision System (LVS) [35] used for the Mars 2020

mission uses vision-based landmark matching starting at an altitude of 4200m above

the martian surface with the objective of achieving less than 40m error with respect

to the landing site. Our analysis in Chapter 2 contains higher altitudes and a larger

span on altitudes (4.5 km to 33 km for the balloon dataset).

Dever et al.[17] demonstrate visual navigation for guided parachute airdrops using

IBAL and a Multi-State Constraint Kalman Filter (MSCKF). Additionally, the work

incorporates a lost robot approach to recover from a diverged pose estimate and to

initialize the system if the pose is unknown. Steffes et al. [72] present a theoreti-

cal analysis of three types of visual terrain navigation approaches, namely template

matching, SIFT [44] descriptor matching, and crater matching. The work of Lorenz

et al. [43] demonstrates vision-based terrain relative navigation for a touch and go

landing on an asteroid for the OSIRIS-REx mission. Due to extreme computation

limits, they used a maximum of five manually selected mapped template features per

frame. Mario et al. [50] provide additional discussion on ground tests used to prepare

the TRN system for the OSIRIS-REx mission. Our balloon dataset in Chapter 2 has

much faster rotational motion than what was present during the OSIRIS-REx mission

along with camera obstructions.

Steiner et al. [73] present a utility-based approach for optimal landmark selection
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and demonstrates performance on a rocket testbed flight up to 500m. As shadows

and variable lighting conditions are a well known challenge for TRN, Smith et al. [70]

demonstrates the ability to use Blender to enhance a satellite database for different

lighting conditions.

1.1.2 Neural Radiance Fields

NeRF was first presented by Mildenhall et al. [56] and represents a 3D scene with

a neural implicit encoding that can be used to render novel viewpoints of the scene.

NeRF is trained using RGB images with known poses. Additional studies have inves-

tigated the problem of training NeRF with images whose poses are either unknown

or known with low accuracy [83, 41, 54, 93]. These methods take several hours or

over a day to train and are intended for building a NeRF as opposed to real-time

pose estimation with a trained NeRF. NeRF has also been extended to large-scale

[81, 86, 78] and unbounded scenes [94, 6], which has the potential to enable neural

representations of large-scale scenes such as the ones typically encountered in robotics

applications, from drone navigation to self-driving cars.

Slow training and rendering time has been a longstanding challenge for NeRF,

with several recent works proposing computational enhancements. Müller et al. [59]

use a multi-resolution hash encoding to train a NeRF in seconds and render images on

the order of milliseconds. Additionally, some works have utilized depth information

to improve rendering time [60, 11], and training time [16, 84, 64]. Related to using

depth, Clark [12] uses a volumetric dynamic B+Tree data structure to achieve real-

time scene reconstruction and Yu et al. [92] use a scene representation based on

octrees. Sucar et al. [74] proposes iMAP and Zhu et al. [98] develop NICE-SLAM

which use depth from a stereo camera along with RGB to create a neural implicit

map of room-size scenes.

Before the release of Loc-NeRF (discussed in Chapter 3), limited work has been

done to leverage NeRF for robotic localization. Yen et al. [91] develop iNeRF which in-

verted the NeRF paradigm by solving for a pose given an image. Adamkiewicz et al. [2]

develop NeRF-Navigation which uses NeRF for a full autonomy pipeline of localiza-
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tion, planning, and controls. Li et al. [40] develop NeRF-Pose which uses PnP with

NeRF for object pose estimation by training a pose regression network to predict

2D-3D correspondences. Concurrently and more recently, there have been several

NeRF extensions exploring the use of NeRF for localization. Zhu et al. [97] propose

LATITUDE to perform pose estimation with large-scale scenes. Lin et al. [42] use par-

allelized Monte Carlo Sampling to estimate camera poses. Avraham et al. [5] develop

Nerfels which use renderable neural codes for camera pose estimation. Moreau et al. [57]

develop CROSSFIRE which uses PnP for localization with NeRF by training self-

supervised feature descriptors and rendering depth directly from a neural renderer.

1.1.3 Certifiable Perception and Runtime Monitoring

Rosen et al. [65] develop a certifiable method to estimate a globally optimal solution

to the problem of synchronization over the special euclidean group. Yang et al. [88, 87]

develop certifiable algorithms for outlier robust estimation that produce a certificate

of optimality. Garcia-Salguero et al. [28, 27] certify the optimality of a relative pose

estimate. Zhao et al. [96] present an certifiably optimal approach to estimate the

generalized essential matrix. Here, we instead focus on monitoring the correctness of

the pose estimate, rather than optimality of the estimation backend.

Yang et al. [88] and Carlone [10] develop estimation contracts which certify the

correctness of a geometric perception problem given conditions are met on the in-

puts. Talak et al. [77] extend certification of correctness for learning based object

pose estimation problems. Yang and Pavone [89] provide statistical bounds on object

pose estimation given a heatmap predictions of object keypoints. Other works pro-

vide confidence metrics to monitor the correctness of perception algorithms without

providing a certificate of correctness. Hu and Mordohai [33] provide a survey on confi-

dence metrics for stereo matching. Rahman et al. [63] provide a survey on monitoring

the correctness of learning-based methods for robotic perception. Antonante et al. [4]

use a diagnostic graph to formalize detecting and identifying faults in a perception

system.

Characterizing the uncertainty of the fundamental matrix by determining its co-
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variance and computing epipolar bands is described in [95, 23, 22, 21, 30, 76, 14].

Brandt [8] uses the fundamental matrix and its uncertainty to estimate the probabil-

ity that a pair of points will satisfy the true epipolar geometry.

1.2 Thesis Structure and Contributions

This thesis is structured as follows:

• Chapter 2 presents an experimental analysis of visual terrain relative navigation

on two challenging real datasets. One onboard a World View Enterprises high-

altitude balloon with data beginning at an altitude of 33 km and descending to

near ground level (4.5 km) with 1.5 hours of flight time and the other on data we

collected onboard Blue Origin’s New Shepard rocket on payload flight NS-23,

traveling at speeds up to 880 km/hr. We additionally provide improvements

to the tested TRN method to handle high-altitude data and to accommodate

rapid rotations of the balloon, in some cases over 20 degrees per second. This

work was published in the AIAA SciTech Forum in 2023 [47].

• Chapter 3 introduces Loc-NeRF, a real-time six degree-of-freedom vision-based

robot localization approach that combines Monte Carlo localization and Neural

Radiance Fields (NeRF). We present experiments showing that Loc-NeRF can

estimate the pose of a single image without relying on an accurate initial guess,

perform global localization on small scales scenes, and achieve real-time tracking

with real data collected from a robot moving indoors. This work was published

in the proceedings of the International Conference on Robotics and Automation

(ICRA) in 2023 [46].

• Chapter 4 presents VERF (Runtime Monitoring of Pose Estimation with Neural

Radiance Fields), a collection of two methods for providing runtime assurance

on the correctness of a camera pose estimate of a monocular camera without

relying on direct depth measurements. Our runtime pose monitoring approach

functions independent of how the pose is estimated and runs in less than half
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a second on a 3090 GPU. We provide results on the publicly available LLFF

dataset [55], on real data collected by an A1 quadruped in a room, and on

data collected onboard Blue Origin’s New Shepard rocket at heights up to 8 km

above the ground and at speeds over 800 km/hr.
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Chapter 2

Experimental Analysis of High

Altitude Terrain Relative Navigation

This chapter presents an experimental analysis on performing TRN using a camera-

based approach aided by a gyroscope for high-altitude navigation by associating

mapped landmarks from satellite imagery to camera images. Work in this chapter has

been accepted for publication in AIAA SciTech 2023 entitled Vision-Based Terrain

Relative Navigation on High-Altitude Balloon and Sub-Orbital Rocket [47]. Here, we

evaluate performance of both a sideways-tilted and downward-facing camera on data

collected from a World View Enterprises high-altitude balloon (Fig. 2-1a) with data

beginning at an altitude of 33 km and descending to ground level with almost 1.5

hours of flight time (Fig. 2-2) and on data collected at speeds up to 880 km/h (550

mph) from two sideways-tilted cameras mounted inside the capsule of Blue Origin’s

New Shepard rocket (Fig. 2-1b), during payload mission NS-23. We also demonstrate

the robustness of the TRN system to rapid motions of the balloon which causes fast

attitude changes (Fig. 2-3a) and can cause image blur (Fig. 2-3b). Additionally, we

demonstrate performance in the presence of dynamic camera obstructions caused by

cords dangling below the balloon (Fig. 2-3c), and clouds obstructing sections of the

image (Fig. 2-3d).

Sideways-angled cameras are a common choice for TRN applications when mount-

ing a downward camera is either infeasible due to vehicle constraints or would be
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occluded by exhaust from an engine on vehicles such as a lander or a rocket. Addi-

tionally, for planetary landings, a sideways-angled camera allows for a single camera

to be used during both the braking phase when the side of the lander faces the surface

and during the final descent phase when the bottom of the lander faces the surface

(Fig. 2-4). We thus use both a sideways-angled camera and downward-facing camera

during our high-altitude balloon flight to separately evaluate the performance of TRN

using a camera from each orientation.

We use Draper’s Image-Based Absolute Localization (IBAL) [17] software for our

analysis. While our datasets have images at a rate of 20Hz, we subsample images

by a factor of 10 and hence post-process images at 2Hz in real-time. IBAL could

additionally be combined with a nonlinear estimator such as an Extended Kalman

Filter (EKF) or a fixed-lag smoother through either a loosely coupled approach using

IBAL’s pose estimate or a tightly-coupled approach using landmark matches [25].

Since the quality of the feature matches generated by IBAL would affect all these

methods, here we limit ourselves to evaluating IBAL as an independent system and

also analyze the quality of the feature matches.

In summary, our contributions are as follows. We evaluate performance of both

a sideways-tilted and downward-facing camera on data we collected from a World

View Enterprises high-altitude balloon with data beginning at an altitude of 33 km

and descending to near ground level (4.5 km) with 1.5 hours of flight time. We

demonstrate less than 290 meters of average position error over a trajectory of more

than 150 kilometers. In addition to showing performance across a range of altitudes,

we also demonstrate the robustness of the Terrain Relative Navigation (TRN) method

to rapid rotations of the balloon, in some cases exceeding 20∘ per second, and to

camera obstructions caused by both cloud coverage and cords swaying underneath

the balloon. Additionally, we evaluate performance on data we collected with two

cameras inside the capsule of Blue Origin’s New Shepard rocket on payload flight

NS-23, traveling at speeds up to 880 km/h, and demonstrate less than 55 meters

of average position error. At the same time, we investigate the impact of using a

gyroscope in conjunction with IBAL to aid with the challenges of our balloon dataset
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and show the advantage that even a simple sensor fusion method can provide. Finally,

we extend IBAL to incorporate methods to efficiently process high-altitude images

when a camera views above the horizon.

(a) Release of high-altitude balloon for
data collection. Image: courtesy of World
View®Enterprises

(b) Blue Origin’s New Shepard rocket
carrying Draper experimental payload
in the capsule. Image: courtesy of
Blue Origin

Figure 2-1: Data collection platforms used for experimental analysis.

The remainder of this chapter is organized as follows: Section 2.1 describes our

data collection for both the high-altitude balloon and sub-orbital rocket experiments.

Section 2.2 describes the TRN method used in our experiments and Section 2.3 dis-

cusses modifications made to address challenges of high altitude navigation. Sec-

tion 2.4 presents our experiments results for both experiments and lastly Section 2.5

includes an ablation study on the benefits of incorporating a gyroscope for visual

TRN in the presence of rapid vehicle rotations.

25



Figure 2-2: Example of images collected at different altitudes (32, 23, 14, and 4 km)
from the balloon dataset with the downward-facing camera (top) and sideways-facing
camera (bottom).

(a) Rapid rotations,
here over 90∘ in 4
seconds. Red dots
show ground refer-
ence points between
top image and bot-
tom image.

(b) Image blur (top)
due to rapid motion
compared to crisp im-
age (bottom).

(c) Moving cords in
the image. Top and
bottom images show-
ing example range of
cord motion.

(d) images partially
occluded by clouds

Figure 2-3: Different types of TRN challenges in the balloon dataset.
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Figure 2-4: Demonstration of a sideways-angled camera viewing the terrain and being
used during the braking phase, pitch-up maneuver, and terminal descent phase.

2.1 Data Collection

The collection of both datasets used in chapter was supported by the NASA Flight

Opportunities Program. The high-altitude balloon dataset was designed to test TRN

on a wide range of high-altitude data and occurred in April of 2019. The New Shepard

dataset was intended to test TRN on a high speed vehicle with a flight profile similar

to that of a precision landing and occurred in September of 2022. This section will

discuss data collection for both experiments.

2.1.1 Balloon Flight

We captured downward and sideways camera images along with data from a GPS

and an inertial measurement unit (IMU) on board a World View Enterprises high-

altitude balloon shown in Fig. 2-1a, with data recorded up to an altitude of 33 km.

We used FLIR Blackfly S Color 3.2 MP cameras for both downward and sideways

facing views using 12 mm EFL lens and 4.5 mm EFL lens, respectively. The field of

view (FOV) for the downward and sideways camera with their respective lens is 32∘

and 76∘. Both cameras, along with the IMU (Analog Devices ADIS16448) and data

logging computer are self contained inside the Draper Multi-Environment Navigator

(DMEN) package, shown in Fig. 2-5. Both cameras generated images at 20 Hz with

a resolution of 1024× 768. The IMU logged data at 820 Hz.
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Some TRN applications —such as planetary landing— might prefer using a sideways-

angled camera, while other applications —such as high-altitude drone flights— may

prefer a downward-facing camera. Therefore, we collect data from both a downward

and sideways angled camera to allow for IBAL to be evaluated at both these cam-

era angles. Additionally, some planetary landings may also desire a downward-facing

camera since it allows the boresight of the camera to be normal to the surface during

the terminal descent phase, such as was done for OSIRIS-REx [43].

Figure 2-5: Draper Multi-Environment Navigator (DMEN) package: data collection
package containing sideways and downward facing cameras, IMU, and logging com-
puter.

2.1.2 New Shepard Flight

We captured images from two sideways-angled cameras with 12.5 mm lens on opposite

sides inside the New Shepard capsule which look out the capsule windows. Having

two cameras was intended to allow us to study the effects of different cloud cover,

terrain, and angle to the sun. We will refer to these cameras as camera 1 and camera

2. We additionally log IMU data from a Analog Devices ADIS16448, and telemetry

from the capsule which served as ground truth for our experiment. Data was logged

with a NUC mounted inside a payload locker in the capsule. Both cameras generated

images at 20 Hz with a resolution of 1024 × 768 and FOV of 31∘. The IMU logged

data at 820 Hz. The rocket reached speeds up to 880 km/h and an altitude of 8.5 km

before a mishap occurred during the NS-23 flight which triggered the capsule escape

system.

Figure 2-6 shows our payload locker containing the NUC, IMU, and a power
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converter which is mounted inside the New Shepard capsule. An ethernet cable and

two USB cables transfer telemetry data from the capsule and data from the cameras

to the NUC, respectively.

Figure 2-7a shows camera 2 mounted inside the capsule with a sideways-angle

and Fig. 2-7b shows the location of both cameras inside the capsule on opposite sides

while New Shepard is on the launch pad. Both cameras are mounted at the same tilt

angle such that they can view the terrain while not having their FOVs obstructed by

components on the rocket. Additionally, a mounting angle was selected to reduce the

effects of distortion caused by the windows, and to ensure the cameras did not come

in direct contact with the windows.

Distortion effects from the windows were addressed by calibrating the intrinsic pa-

rameters of the camera while the camera was mounted in the capsule (i.e., a calibra-

tion board was positioned outside the capsule window). We used the Brown-Conrady

model [9] which helps account for decentralized distortion caused by the window in

addition to distortion from the camera lens. Further evaluation on distortion effects

caused by the window of the capsule is left as a topic for future work.

Figure 2-6: Payload locker inside the New Shepard capsule containing a NUC, IMU,
DC/DC Converter, and IPC (Integrated Payload Controller). Images courtesy of
Blue Origin.
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(a) (b)

Figure 2-7: Cameras 1 and 2 mounted inside the New Shepard capsule looking out
the capsule windows. Images courtesy of Blue Origin.

As collecting data for the rocket experiment in 2022 is a contribution of this thesis

whereas the balloon dataset was collected by others at Draper beforehand in 2019, we

will further provide an additional level of detail into the rocket data collection. The

data collection for our rocket experiment must be fully automated during the flight.

Our data collection payload is loaded into the rocket before flight and remains turned

off without power until minutes leading up to launch. Our NUC shown in Fig. 2-6 is

responsible for starting sensor drivers for our two cameras and IMU and logging the

in flight data.

The NUC is tethered to the rocket through an Integrated Payload Controller

(IPC) labeled in Fig. 2-6. Approximately three minutes prior to launch the IPC

sends power to the NUC which automatically turns on and starts the sensor drivers

for our cameras and IMU and begins logging data. We additionally log telemetry

data from the rocket during the flight. Twenty seconds after landing is detected from

the received telemetry data, the NUC turns off the camera and IMU and seals the

logged data. The NUC stays powered on for 80 seconds after touchdown to ensure a

clean shutdown of all sensors and loggers and then shuts itself off.

2.2 Terrain Relative Navigation Method

We use Draper’s IBAL software [17] to perform TRN for our datasets. A database of

image templates is created in advance from satellite imagery and stored using known
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pixel correspondence with the world frame. Using satellite images and elevation

maps from USGS [1], we automatically select patches of interest from the satellite

images and create a collection of templates that serve as 3D landmarks. For each

camera image processed by IBAL, IBAL uses an initial guess of the camera pose

to predict which templates from the database are in the field of view (FOV) of the

camera using a projection from the image plane to an ellipsoidal model of the planet.

The templates are then matched to the camera image using cross correlation. The

resulting match locations are passed to a 3-point RANSAC [24] (using a Perspective-

Three-Point method as a minimal solver) to reject outliers. The output is a list of

the inlier matches, their pixel location in the image, and their known location in the

world frame that can be passed to a nonlinear estimator or fixed-lag smoother for

tightly-coupled pose estimation. A secondary output of RANSAC is an absolute pose

estimate found by using the Perspective-n-Point (PnP) algorithm on the set of inliers.

Instead of a tightly-coupled approach, we will use a simpler method to evaluate

performance on the balloon and New Shepard datasets. For the balloon dataset, we

take the PnP absolute pose estimate directly from IBAL, forward propagate it with

the gyroscope measurements, and use it at the next time step as a pose guess for IBAL.

We do not use accelerometer data since in the image frame most scene changes for

the balloon dataset over a short time span will be due to rotations. This is due to the

high altitude and hence large distance between the camera and the Earth’s surface.

Using the gyroscope to propagate the rotation also allows for reduced computation

since we are able to down-sample our camera data by a factor of 10 (2Hz image input

to IBAL). Additionally, the gyro allows for robust handling of rapid motions of the

balloon and images that have large obstruction from cords which makes generating

landmark matches unreliable. An ablation study on incorporating the gyroscope with

IBAL is provided in Section 2.5. Since the New Shepard capsule does not experience

rapid rotations like the balloon, we did not find it necessary to use the gryoscope to

forward propagate the pose estimate for the New Shepard dataset.

We propagate the rotation estimate of the vehicle, 𝑞𝑐𝑎𝑚𝑇
𝑒𝑐𝑒𝑓 (i.e., the orientation of the

earth-centered, earth-fixed frame w.r.t. the camera frame at time 𝑇 , represented as a
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unit quaternion), to the time of the next processed image (𝑇 +1) with the gyro using

second order strapdown quaternion expansion [53]. Using 3-axis gyro measurements

𝜃 and their magnitude 𝜔 = ‖𝜃‖, we compute the orientation 𝑞𝐼𝑀𝑈𝑡
𝐼𝑀𝑈𝑡+1

between gyro

measurements using the following equation

𝑞𝐼𝑀𝑈𝑡
𝐼𝑀𝑈𝑡+1

= [1− 𝜔2∆𝑡2𝐼𝑀𝑈

8
,
𝜃𝑇∆𝑡𝐼𝑀𝑈

2
] (2.1)

where 𝑡 + 1 and 𝑡 represent the time of consecutive IMU measurements occurring

∆𝑡𝐼𝑀𝑈 seconds apart.

Using the rotations 𝑞𝐼𝑀𝑈𝑡
𝐼𝑀𝑈𝑡+1

between consecutive IMU timestamps, we can compute

the relative rotation 𝑞𝑐𝑎𝑚𝑇
𝑐𝑎𝑚𝑇+1

between the camera pose between consecutive images

collected at time 𝑇 and 𝑇 + 1:

𝑞𝑐𝑎𝑚𝑇
𝑐𝑎𝑚𝑇+1

=
𝑇+1∏︁
𝑡=𝑇

𝑞𝑐𝑎𝑚𝐼𝑀𝑈 ⊗ 𝑞𝐼𝑀𝑈𝑡
𝐼𝑀𝑈𝑡+1

⊗ (𝑞𝑐𝑎𝑚𝐼𝑀𝑈)
−1 (2.2)

where ⊗ is the quaternion product and 𝑞𝑐𝑎𝑚𝐼𝑀𝑈 is the static transform from the IMU

frame to the camera frame:

Finally, we can compute the rotation estimate 𝑞𝑐𝑎𝑚𝑇+1

𝑒𝑐𝑒𝑓 of the vehicle at time 𝑇 +1:

𝑞
𝑐𝑎𝑚𝑇+1

𝑒𝑐𝑒𝑓 = (𝑞𝑐𝑎𝑚𝑇
𝑐𝑎𝑚𝑇+1

)−1 ⊗ 𝑞𝑐𝑎𝑚𝑇
𝑒𝑐𝑒𝑓 (2.3)

A high level overview of our TRN pipeline for our experiments is shown in Fig. 2-8.

We use a simple yet effective logic for handling short segments in our datasets when

PnP is unable to produce a reliable pose, which can be caused by image obstructions

or blurry images caused by rapid vehicle motion. If PnP RANSAC selects a small

set of inliers (i.e., less than 8) or if the pose is clearly infeasible (i.e., an altitude

change between processed images greater than 450 m for the balloon dataset), we

reject the pose estimate, keep forward propagating the pose using gyroscope data,

and run IBAL with the next available image, ignoring the down-sampling rate.
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Figure 2-8: High level overview of our TRN pipeline.

2.3 Addressing Challenges of High-Altitude Images

We apply simple and effective methods to address two common challenges we encoun-

tered with high-altitude images, namely determining the projection to the ellipsoid

when the camera views the horizon, and reducing the number of potential landmarks

from the database that have a lower probability of generating good matches when

there is a large number of landmarks in view of the camera.

When the horizon is in view of the camera, as is true for the higher altitude images

from the sideways camera for the balloon dataset (Fig. 2-2), our baseline method of

determining the camera’s viewing bounds of the planet’s surface is insufficient. Our

baseline method is to use an initial estimate of the camera’s pose to project each

corner of the image to the ellipsoid model. From this, we can create a bounding

box on the ellipsoid defined by a minimum and maximum latitude and longitude.

However, this is ill-defined if at least one corner of the image falls above the horizon.

To resolve this case, if the projection of a corner point does not intersect the ellipsoid

we incrementally move the point (in the image space) towards the opposite corner of

the image until it intersects the ellipsoid (Fig. 2-9). This process is summarized in

Algorithm 1. This process is shown to be effective for our dataset, despite the fact

that the approach could fail (see line 15 in Algorithm 1) when the projection of the

ellipsoid does not intersect the main diagonals of the image (e.g., when the camera is
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too far away from Earth or has a large tilt angle). Such a potential case is shown in

Fig. 2-10 in which an ellipsoidal body is present in the image but is not intersected by

the image diagonal. However, we remark that this case is not present in our dataset

and IBAL could be modified to handle this case if a particular mission required it.

Figure 2-9: Example of our horizon detection method finding the horizon of an el-
lipsoidal body. Each corner point of the image is incremented towards the opposite
corner until the ellipsoid body is intersected.

Figure 2-10: An example case where our horizon detection method will not find the
horizon since the ellipsoidal body is not intersected by the image diagonals. This case
does not appear in our dataset and our method could be trivially extended depending
on mission requirements.
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Algorithm 1 Horizon Detection
1: Inputs:
2: P ◁ estimate of camera projection matrix (containing intrinsic and extrinsic

parameters)
3: 𝜋𝑊𝐺𝑆84 ◁ projection of a pixel coordinate to a 3D point on the surface of the

WGS84 model
4: 𝛿𝑥 ◁ amount to shift a point by in pixel space (default 10 pixels)
5: Output: 𝑖𝑚𝑎𝑔𝑒_𝑐𝑜𝑟𝑛𝑒𝑟𝑠 ◁ set of four pixel coordinates bounding image
6: for 𝑥𝑐𝑜𝑟𝑛𝑒𝑟,∈ 𝑖𝑚𝑎𝑔𝑒_𝑐𝑜𝑟𝑛𝑒𝑟𝑠 do
7: while True do
8: X ← 𝜋𝑊𝐺𝑆84(𝑃, 𝑥𝑐𝑜𝑟𝑛𝑒𝑟)
9: if X intersects ellipsoid then

10: break ◁ found valid image boundary
11: else
12: increment 𝑥𝑐𝑜𝑟𝑛𝑒𝑟 towards opposite corner by 𝛿𝑥
13: end if
14: if 𝑥𝑐𝑜𝑟𝑛𝑒𝑟 outside image then
15: return error ◁ failed to find horizon boundary
16: end if
17: end while
18: end for
19: return 𝑖𝑚𝑎𝑔𝑒_𝑐𝑜𝑟𝑛𝑒𝑟𝑠

Since we select a maximum number of landmarks based on the landmarks in our

satellite database that are in view of the camera, we need additional logic to avoid

the possibility of selecting landmarks that mostly fall near the horizon, since these are

unlikely to lead to good matches. The ratio of meters per pixels grows rapidly as we

approach the horizon, and image matching becomes difficult or impossible near the

horizon line due to glare or heavy warping needed to match a shallow surface angle.

Additionally, there is significant atmospheric distortion. Removing those landmarks

helps avoid unnecessary computation and reduces the number of outliers we pass

to RANSAC. Towards this goal, we set a maximum acceptable angle between the

boresight of the camera and the surface normal of a landmark and reject landmarks

that fail to meet this threshold. To increase the number of potential landmarks that

meet our angle requirement, we filter out sections of the camera’s FOV projection to

the ellipsoid that are unlikely to produce landmarks that meet the angle threshold.

This filtering method follows our prior method for intersecting the ellipsoid and uses

similar logic. Starting at the first point near each image corner that views the ellipsoid,
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we find the surface normal by projecting from the image plane to the ellipsoid and

move towards the opposite corner of the image until the angle requirement is met.

This process is summarized in Algorithm 2 and a corresponding ablation is shown

in Fig. 2-11. Notice that without Algorithm 2, more landmarks are selected near

the horizon (Fig. 2-11a) where template matching is more difficult resulting in more

outliers. Using Algorithm 2 allows IBAL to target regions of the image with more

distinguishable features for matching which results in a higher concentration of inliers

(Fig. 2-11b).

Algorithm 2 Landmark Angle Filter
1: Inputs:
2: P ◁ estimate of camera projection matrix (containing intrinsic and extrinsic

parameters)
3: 𝜋𝑊𝐺𝑆84 ◁ projection of a pixel coordinate to a 3D point on the surface of the

WGS84 model
4: 𝛼𝑚𝑎𝑥 ◁ max acceptable angle between camera boresight and normal of a

landmark
5: 𝛿𝑥 ◁ amount to shift a point by in pixel space (default 10 pixels)
6: Output: 𝑖𝑚𝑎𝑔𝑒_𝑐𝑜𝑟𝑛𝑒𝑟𝑠 ◁ set of four pixel coordinates bounding image
7: surface_normal() ← function that finds normal vector at a point on the WGS84 model
8: angle_between() ← function that finds the angle between a camera boresight and a

vector
9: for 𝑥𝑐𝑜𝑟𝑛𝑒𝑟,∈ 𝑖𝑚𝑎𝑔𝑒_𝑐𝑜𝑟𝑛𝑒𝑟𝑠 do

10: while True do
11: X ← 𝜋𝑊𝐺𝑆84(𝑃, 𝑥𝑐𝑜𝑟𝑛𝑒𝑟)
12: 𝑥𝑛 ← 𝑠𝑢𝑟𝑓𝑎𝑐𝑒_𝑛𝑜𝑟𝑚𝑎𝑙(𝑋)
13: 𝛼← 𝑎𝑛𝑔𝑙𝑒_𝑏𝑒𝑡𝑤𝑒𝑒𝑛(𝑃, 𝑥𝑛)
14: if 𝛼 ≤ 𝛼𝑚𝑎𝑥 then
15: break ◁ found valid image bounary
16: else
17: increment 𝑥𝑐𝑜𝑟𝑛𝑒𝑟 towards opposite corner by 𝛿𝑥
18: end if
19: if 𝑥𝑐𝑜𝑟𝑛𝑒𝑟 outside image then
20: return error ◁ failed to meet landmark angle requirement
21: end if
22: end while
23: end for
24: return 𝑖𝑚𝑎𝑔𝑒_𝑐𝑜𝑟𝑛𝑒𝑟𝑠
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(a) Higher concentration of outliers near
the horizon without using landmark angle
filter. Ratio of inliers to outliers: 0.3

(b) Higher concentration of inliers using
landmark angle filter. Ratio of inliers to
outliers: 1.3

Figure 2-11: Ablation study for Algorithm 2, which filters regions of the image for
landmark matching based on the angle between the surface and the camera boresight.
This leads to a higher ratio of inliers to outliers, reducing computation and improving
accuracy. Inliers matches are shown in green and outlier are shown in red. Blue shows
initial estimate of landmark location based on initial pose estimate before utilizing
cross correlation. Images are from sideways camera from balloon dataset.

2.4 Experiment Results

2.4.1 Balloon Flight

We present results from running IBAL with both a sideways-tilted and downward-

facing camera aided by gyroscope measurements on altitudes ranging from 33km to

4.5km. Note that we use the term altitude to mean height above the WGS84 ellipsoid.

During this time, the system is descending under a parachute. We split our data into

7 segments, each about 15 minutes long, and evaluate our estimated TRN position by

comparing with GPS. We manually reseed IBAL at the start of each segment. Results

are defined with respect to an East North Up (ENU) frame centered at the landing site

of the balloon. Figure 2-12 shows the ground truth trajectory from GPS compared

to the trajectory estimates from IBAL with a downward and sideways facing camera.

The corresponding plot of absolute position error is shown in Fig. 2-13 for each of the

East, North, and Up axes. IBAL is able to achieve an average position error along

the up axis of 78 m and 66 m for the entire trajectory with the downward-facing
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and sideways-tilted camera, respectively, while the balloon travels almost 30 km in

elevation. IBAL achieves 207 m and 124 m of average position error for the east and

north axis across the entire trajectory of the downward-facing camera, and likewise

an average error of 177 m and 164 m along the east and north axis for the sideways

camera while the balloon transverses well over 100 km laterally. Figure 2-14 shows

total absolute error (defined as the Euclidean distance between the estimate and the

GPS position) with respect to flight time and with respect to height above ground

level. Average absolute position error for the entire trajectory is 287 m and 284 m for

the downward and sideways-tilted camera, respectively. Spikes in position estimates

could be diminished using filtering methods such as coupling with an accelerometer

or with visual odometry as mentioned in Section 2.2. We run IBAL in real-time on a

laptop with an Intel Xeon 10885M CPU. While IBAL is designed to run in real-time

on flight hardware, we do not make showcasing run-time performance a focus of this

chapter.

Figure 2-12: IBAL+gyro trajectory estimate vs. GPS for altitude range of 33 km to
4.5 km on balloon dataset. Vertical lines show start of each new data segment.
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Figure 2-13: IBAL+gyro absolute position error for altitude range of 33 km to 4.5
km on balloon dataset. Vertical lines show start of each new data segment.

Figure 2-14: IBAL+gyro total trajectory error vs. time and vs. height above ground
level on balloon dataset. Error tends to show slight decrease in magnitude at lower
altitudes. Vertical lines show start of each new data segment.
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We also provide an analysis of the match correlation for both cameras for the entire

balloon dataset. Figure 2-15a and Fig. 2-15b show number of inliers and outliers

for the downward and sideways facing cameras. After estimating the location of a

landmark in the image with cross correlation and peak finding, inliers and outliers

are labeled using PnP and RANSAC. There are generally more inliers than outliers

which shows the effectiveness of the correlation approach, and that IBAL is able to

perform well in the presence of outliers. We observe a greater number of inliers with

the downward-facing camera than with the sideways-tilted camera.

Additionally, Fig. 2-16 shows a histogram of the amount of pixel error for the

inliers and outliers determined by PnP and RANSAC for both the downward and

sideways-tilted cameras. Inlier pixel error is distributed such that most inliers have

between 0 and 1 pixel of error as determined by PnP and RANSAC which shows

the effectiveness of IBAL’s correlation approach. That there is an increase in the

ratio of outliers to inliers at lower altitudes. This is due in part to shadows, lack of

distinct texture on the ground, and regions with a sparse amount of landmarks in

our database. Depending on mission requirements, this issue can be greatly reduced

during the landmark database creation process such as by optimizing for landmark

template size, ensuring sufficent landmark coverage at low altitudes for all phases

of a flight, and by baking shadows into the database as was demonstrated in [70].

However, for the purposes of the balloon experiment in this chapter, we determined

our database to be sufficient.

Lastly, we provide visual examples of IBAL matches on a selected subset of frames

from the downward and sideways facing cameras. Figure 2-17a shows landmark

matches for the downward camera at 13.5 km with inliers shown in green and outliers

shown in red. Blue dots show the inital estimate of the landmark locations in the

image by using the pose estimated by IBAL’s prior pose and the gyro before matching

with cross correlation. Figure 2-17b shows matches for the downward camera at 23

km. Cords from the high-altitude balloon are partially in view, but incorrect matches

caused by the cords are correctly rejected as outliers. Figure 2-17c and Fig. 2-17d

show results for the sideways-tilted camera at 13.5 km and 23 km.
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(a) IBAL landmark matching results for downward-facing camera

(b) IBAL landmark matching results for sideways-tilted camera

Figure 2-15: IBAL+gyro number of inliers and outliers for sideways-tilted and
downward-facing cameras on balloon dataset for altitude range of 33 km to 4.5 km
as determined by PnP and RANSAC. Vertical lines show start of each new data seg-
ment. The downward camera tends to have more matches than the sideways-tilted
camera.
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Downward Camera

(a) altitude range: 33 km to 32.5 km

Sideways Camera

(b) altitude range: 33 km to 32.5 km

(c) altitude range: 32.5 km to 29 km (d) altitude range: 32.5 km to 29 km

(e) altitude range: 29 km to 23 km (f) altitude range: 29 km to 23 km

(g) altitude range: 23 km to 18 km (h) altitude range: 23 km to 18 km

(i) altitude range: 18 km to 14 km (j) altitude range: 18 km to 14 km

(k) altitude range: 14 km to 9 km (l) altitude range: 14 km to 9 km

(m) altitude range: 9 km to 4.5 km (n) altitude range: 9 km to 4.5 km

Figure 2-16: Inlier and outlier pixel error for each segment of balloon dataset. Error
is the reprojection error determined by PnP and RANSAC. Left Column: downward
camera, Right Column: sideways camera. Rows correspond to different altitude
ranges. 42



(a) Downward Camera, altitude 13.5 km (b) Downward Camera, altitude 23 km

(c) Sideways Camera, altitude 13.5 km (d) Sideways Camera, altitude 23 km

Figure 2-17: IBAL landmark match analysis on balloon dataset. Inliers matches are
shown in green and outlier are shown in red. Points in blue show initial estimate
of landmark location based on initial pose estimate before utilizing cross correlation.
Lines connect blue estimate to calculated match location. Landmarks locations cov-
ered by the cords are correctly rejected as outliers (top row).

2.4.2 Blue Origin New Shepard Flight

We present results from running IBAL with two cameras (referred to as camera 1 and

camera 2) mounted inside the Blue Origin New Shepard capsule. We only show results

up to an altitude of approximately 8.5 km since there was a mishap that occurred

during flight NS-23 which triggered the capsule escape system. Nevertheless, we are

still able to show IBAL working while the rocket achieves nominal speeds up to 880

km/h (550 mph). We seed the initial input image to IBAL using telemetry from

New Shepard and then use the previous IBAL pose estimate as the initial pose guess

43



for the next timestep. Unlike the balloon experiment, we do not incorporate the

gyroscope measurement to forward propagate the pose estimate since the capsule

does not experience significant rotations during its ascent.

We show a similar series of analysis of trajectory error and landmark matches

as was presented for the high-altitude balloon experiment. Results are defined with

respect to an ENU frame centered at the launch pad. Figure 2-18 shows absolute

error for each of the East, North, and Up axes by comparing the position estimate

of IBAL with GPS. Figure 2-19 shows total absolute error with respect to flight time

and with respect to height above ground level. IBAL’s total position error estimate is

below 120 m for the duration of the dataset, and that error with camera 2 is as low as

10 m when the rocket is at an altitude of 3.5 km. Average absolute position error for

the entire trajectory is 54 m and 34 m for camera 1 and camera 2, respectively. Both

cameras show similar performance with IBAL, and slight differences in performance

can be explained by the cameras being located on opposite sides of the capsule (and

thus viewing different terrain) and by potential unaccounted distortion effects in the

camera calibration.

Figure 2-18: IBAL absolute position error on New Shepard dataset: altitude range
of 3.5 km to 8.5 km.
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Figure 2-19: IBAL total trajectory error vs. time and height above ground level on
New Shepard dataset. Total error is less than 120 m while reaching speeds up to 880
km/h and a peak altitude of 8.5 km.

We also provide an analysis of match correlation for both cameras. Since each pro-

cessed frame only had at most 2 matches identified as outliers by PnP and RANSAC,

we do not include match analysis for outliers in our results. Fig. 2-20a and Fig. 2-20b

show number of inliers for both cameras. Fig. 2-21 shows a histogram of the amount

of pixel error for the inliers determined by PnP RANSAC for both cameras. Similarly

to the results from the balloon flight, pixel error for a majority of the inliers is less

than two pixels.

We provide visual examples of IBAL matches on a frame from both cameras in

Fig. 2-22. Matches labeled as inliers are shown in green, while outliers are shown in

red. There is only one outlier present in the processed image from camera 1 (Fig. 2-

22a) and no outliers in the image from camera 2 (Fig. 2-22b).

Lastly, we remark on one difficulty of the New Shepard dataset. A mountain range

is in view of camera 2 which makes landmark matching more difficult near the latter

portion of the dataset as the mountain comes into the camera’s FOV (Fig. 2-23). This

is due to the presence of shadows in the mountain that may not be consistent with

shadows present in the time of day the database imagery was collected. Additionally,

the 2D-2D homography assumption which we use to warp landmark templates into

the image for correlation begins to break down when 3D structures such as mountains
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are viewed from low altitudes. Work with database creation such as [70] along with

advances in IBAL not mentioned in the chapter can be used to reduce these issue for

low altitude navigation over mountains.

(a) IBAL landmark matching results for
camera 1

(b) IBAL landmark matching results for
camera 2

Figure 2-20: IBAL number of inliers and outliers for cameras 1 and 2 on New Shepard
dataset as determined by PnP and RANSAC. The data corresponds to an altitude
range between 3.5 km and 8.5 km.

(a) Camera 1 (b) Camera 2

Figure 2-21: Inlier pixel error distribution for Cameras 1 and 2 on New Shepard
dataset.
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(a) IBAL inlier and outlier matches for cam-
era 1 on New Shepard dataset at an altitude
of 6.4 km

(b) IBAL inlier and outlier matches for cam-
era 2 on New Shepard dataset at an altitude
of 6.4 km

Figure 2-22: IBAL inlier and outlier matches for cameras 1 and 2 on New Shepard
dataset. Inliers matches are shown in green and outlier are shown in red. Blue shows
initial estimate of landmark location based on initial pose estimate before utilizing
cross correlation. Lines connect blue estimate to calculated match location. Images
have been rotated by 180 ∘ for visual appeal.

Figure 2-23: IBAL Camera 2 viewing a mountain range on New Shepard dataset.
Inliers matches are shown in green. Blue shows initial estimate of landmark location
based on initial pose estimate before utilizing cross correlation. Lines connect blue
estimate to calculated match location. Image has been rotated by 180 ∘ for visual
appeal.

2.5 Gyroscope Incorporation Ablation Study

We provide an ablation study of forward propagating the IBAL pose estimate with

a gyroscope for the high-altitude balloon dataset as mentioned in Section 2.2. The

47



benefits of incorporating the gyroscope data is two-fold. Firstly, since the balloon

experiences rapid rotations, in some cases exceeding 20∘ per second, the gyro pro-

vides a more accurate initial guess of the balloon’s pose for IBAL, which reduces

the frequency at which images must be to used to estimate the pose, hence reduc-

ing computation. Additionally, if landmark match quality is temporarily insufficient

(typically on the order of 1 to 3 seconds) for PnP and RANSAC, which can be caused

for example by significant obstruction by the cords below the balloon, the gyro allows

the pose estimate to be carried over until good landmark matches can be found.

Table 2.1 shows the benefits of using the gyro with our balloon dataset. Using the

downward-facing camera, we show the percentage of each of the seven data segments

IBAL is able to successfully complete with and without incorporating the gyroscope.

We also test on two different rates of image processing, noting that while one could

partially compensate the lack of gyroscope measurements by increasing the rate of

image processing, that strategy is only effective at high altitudes in our dataset.

33-32.5 km 32.5-29 km 29-23 km 23-18 km 18-14 km 14-9 km 9-4.5 km

4 Hz w/ gyro 100 100 100 100 100 100 100

2 Hz w/ gyro 100 100 100 100 100 100 100

4 Hz w/o gyro 100 100 96 3 3 1 1

2 Hz w/o gyro 100 100 63 0 0 1 1

Table 2.1: Ablation study showing the benefit of incorporating gyroscope measure-
ments with IBAL on each of the seven altitude segments of the balloon dataset for
different rates of image processing. Results show the percent of each dataset segment
IBAL successfully processes using images from the downward camera.
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Chapter 3

Loc-NeRF: Monte Carlo Localization

using Neural Radiance Fields

This chapter presents Loc-NeRF, a real-time vision-based robot localization approach

that combines Monte Carlo localization and Neural Radiance Fields (NeRF). Work

in this chapter has been accepted for publication in the International Conference on

Robotics and Automation (ICRA) in 2023 as part of a paper entitled Loc-NeRF:

Monte Carlo Localization using Neural Radiance Fields [46]. Our system uses a pre-

trained NeRF model as the map of an environment and can localize itself in real-time

using an RGB camera as the only exteroceptive sensor onboard the robot. We make

our code publicly available 1.

Classical approaches for camera pose estimation typically address the task of visual

localization by adopting a multi-stage paradigm, where keypoints are first detected

and matched between each image frame and the map (where the latter is stored as

a collection of images with the corresponding keypoints and descriptors), and six

degree-of-freedom (DoF) poses are estimated using Perspective-n-Point (PnP) algo-

rithms [49, 39, 38]. However, such methods are sensitive to the quality of the keypoint

matching and require storing a database of images as the map representation. Ad-

ditionally, variation in lighting conditions or non-Lambertian surfaces (i.e., reflective

surfaces whose light emittance depends on the viewing angle) reduce the ability to

1https://github.com/MIT-SPARK/Loc-NeRF
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match features between a stored map and sensor images. In Chapter 2 we present an

experimental validation of a classical visual navigation approach for terrain relative

navigation whose map is built using a collection of images patches extracted from

satellite and elevation maps. Each patch is labeled with GPS position and elevation.

Since map representation is a core driver of accuracy in the pose estimation for TRN

and the broader field of visual localization, we propose a method which explores the

potential of NeRF to be used as a map for visual localization.

Neural Radiance Fields (NeRF) have gained significant popularity for visual ren-

dering in computer vision and graphics as they can encode both 3D geometry and ap-

pearance of an environment [56]. NeRFs are fully-connected neural networks trained

using a collection of monocular images to approximate functions taking 3D positions

as inputs and returning RGB values and view density (the so called “radiance”) as out-

put. NeRF can then be used in conjunction with ray tracing algorithms to synthesize

novel views [56]. NeRF has even been extended to address challenging rendering prob-

lems involving non-Lambertian surfaces, variable lighting conditions [51], and motion

blur [45] which we believe makes it particularly attractive for visual localization.

However, at the time Loc-NeRF [46] was published, limited work has shown the

potential for NeRF to be used for robotics. In this chapter we benchmark with the

current state of the art available at the time Loc-NeRF was made public, with more

recent works mentioned in Section 1.1. Prior approaches for NeRF-based localization

require both a good initial pose guess and significant computation, making them

impractical for real-time robotics applications. By using Monte Carlo localization as

a workhorse to estimate poses using a NeRF map model, Loc-NeRF is able to perform

localization faster than the state of the art and without relying on an accurate initial

pose estimate. In addition to testing on synthetic data, we also run our system using

real data collected by a Clearpath Jackal UGV Fig. 3-1 and demonstrate for the first

time the ability to perform real-time and global localization with neural radiance

fields (albeit over a small workspace).

Before Loc-NeRF, existing literature on NeRF-based localization is sparse. Yen-

Chen et al. [91] propose iNeRF, the first method to demonstrate pose estimation
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Figure 3-1: Real-time experiments with Loc-NeRF using a Clearpath Jackal UGV
(left) equipped with a Realsense d455 camera. Examples of NeRF renderings near
the beginning, middle, and end of the experiment (right).

by “inverting” a NeRF; iNeRF estimates the camera pose by performing local opti-

mization of a loss function quantifying the per-pixel mismatch between the map and a

given camera image. Adamkiewicz et al. [2] propose NeRF-Navigation, which demon-

strates the possibility of using NeRF as a map representation across the autonomy

stack, from state estimation to planning.

In summary, our contributions are as follows. Following the same research thrust

as iNeRF and NeRF-Navigation, we present Loc-NeRF, a 6DoF pose estimation

pipeline that uses a (particle-filter-based) Monte Carlo localization [15] approach as

a novel way to extract poses from a NeRF. More in detail, we design a vision-based

particle-filter localization pipeline, that (i) uses NeRF as a map model in the update

step of the filter, and (ii) uses visual-inertial odometry or the robot dynamics for

highly accurate motion estimation in the prediction step of the filter. The proposed

particle-filter approach allows pose estimation with poor or no initial guess, while

allowing us to adjust the computational effort by modifying the number of particles.

We present experiments showing that Loc-NeRF can: (i) estimate the pose of a single

image without relying on an accurate initial guess, (ii) perform global localization on

small scenes, and (iii) achieve real-time tracking with real-world data (Fig. 3-1).

The rest of this chapter is organized as follows. Section 3.1 provides a high level

overview of NeRF. Section 3.2 presents the structure of Loc-NeRF. Section 3.3 eval-
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uates Loc-NeRF on three types of experiments: benchmarking with iNeRF on pose

estimation from a single image, benchmarking with NeRF-Navigation on simulated

drone flight data, and real-time navigation with real-world data on a small scale scene.

3.1 NeRF Preliminaries

NeRF [56] uses a multilayer perceptron (MLP) to store a radiance field representation

of a scene and render novel viewpoints. NeRF is trained on a scene given a set of

RGB images with known poses and a known camera model. At inference time, NeRF

renders novel views by predicting the density 𝜎 and RGB color 𝑐 of a point in 3D

space given the 3D position and viewing direction of the point. To predict the RGB

value of a single pixel, NeRF projects a ray 𝑟 from the center point of the camera,

through a pixel in the image plane.

Then 𝑛coarse samples are uniformly generated along the ray and 𝑛fine samples are

selected based on the estimated 𝜎 of the coarse samples. Volume rendering is then

used to estimate the color value 𝒞(𝑟) for the pixel:

𝒞(𝑟) =
∫︁ 𝑧far

𝑧near

𝑇 (𝑟, 𝑧)𝜎(𝑟, 𝑧)𝑐(𝑟, 𝑧)𝑑𝑧 (3.1)

where 𝑧near and 𝑧far are bounds on the sampled depth 𝑧 along the ray 𝑟 and 𝑇 (𝑟, 𝑧)

is given by:

𝑇 (𝑟, 𝑧) = exp

(︂
−
∫︁ 𝑧

𝑧𝑛𝑒𝑎𝑟

𝜎(𝑟, 𝑧′)𝑑𝑧′
)︂
. (3.2)

The reader is referred to [56] for a more detailed description.

3.2 Loc-NeRF: Monte Carlo Localization using Neu-

ral Radiance Fields

We now present Loc-NeRF, a real-time Monte Carlo localization method that uses

NeRF as a map representation. Given a mapℳ (encoded by a trained NeRF), RGB

input image ℐ𝑡 at each time 𝑡, and motion estimates 𝒪𝑡 between time 𝑡− 1 and time
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𝑡, Loc-NeRF estimates the 6DoF pose of the robot 𝑋𝑡 at time 𝑡. In particular, Loc-

NeRF uses a particle filter to estimate the posterior probability P (𝑋𝑡 | ℳ, ℐ1:𝑡,𝒪1:𝑡),

where ℐ1:𝑡 and 𝒪1:𝑡 are the sets of images and motion measurements collected between

the initial time 1 and the current time 𝑡, respectively.

Monte Carlo localization [15] relies on a particle filter and models the posterior

distribution P (𝑋𝑡 | ℳ, ℐ1:𝑡,𝒪1:𝑡) as a weighted set of 𝑛 particles:

𝑆𝑡 =
{︀
⟨𝑋 𝑖

𝑡 , 𝑤
𝑖
𝑡⟩ | 𝑖 = 1, ..., 𝑛

}︀
(3.3)

where 𝑋 𝑖
𝑡 is a 3D pose (represented as a 4 × 4 transformation matrix in our imple-

mentation) associated to the 𝑖-th particle, and 𝑤𝑖
𝑡 ∈ [0, 1] is the corresponding weight.

The particle filter then updates the set of particles at each time instant (as new im-

ages and odometry measurements are received) by applying three steps: prediction,

update, and resampling.

3.2.1 Prediction Step

The prediction step predicts the set of particles 𝑆𝑡 at time 𝑡 from the corresponding

set of particles 𝑆𝑡−1 at time 𝑡−1, given a measurement 𝒪𝑡 of the robot motion between

time 𝑡−1 and time 𝑡; the measurement is typically provided by some odometry source

(e.g., wheel or visual odometry) or obtained by integrating the robot dynamics; in

our implementation, we either use visual-inertial odometry or integrate the robot

dynamics, depending on the experiment. When a measurement of the robot’s relative

motion 𝒪𝑡 is received, the set of particles can be updated by sampling new particles

using the motion model P (𝑋𝑡 |𝑋𝑡−1,𝒪𝑡). While the particle filter can accommodate

arbitrary motion models, here we adopt a simple model that updates the pose of

each particle according to the motion 𝒪𝑡 and then adds Gaussian noise to account

for odometry errors:

𝑋𝑡 = 𝑋𝑡−1 · 𝒪𝑡 ·𝑋𝜖 , 𝑋𝜖 = Exp (𝛿) , (3.4)
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where 𝑋𝜖 is the prediction noise, Exp (·) is the exponential map for SE(3) (the Special

Euclidean group), and 𝛿 ∈ R6 is a normally distributed vector with zero mean and

covariance diag (𝜎2
𝑅 · I3, 𝜎2

𝑡 · I3), where 𝜎𝑅 and 𝜎𝑡 are the rotation and translation noise

standard deviations, respectively.

3.2.2 Update Step

The update step uses the camera image ℐ𝑡 collected at time 𝑡 to update the particle

weights 𝑤𝑖
𝑡. According to standard Monte Carlo localization [15], we update the

weights using the measurement likelihood P (ℐ𝑡 |𝑋 𝑖
𝑡 ,ℳ), which models the likelihood

of taking an image ℐ𝑡 from pose 𝑋 𝑖
𝑡 in the map ℳ. We use a heuristic function to

approximate the measurement likelihood as follows:

𝑤𝑖
𝑡 =

(︃
𝑀∑︀𝑀

𝑗=1(ℐ𝑡(𝑝𝑗)− 𝐶(𝑟(𝑝𝑗,𝑋 𝑖
𝑡)))

2

)︃4

(3.5)

where 𝑟(𝑝𝑗,𝑋
𝑖
𝑡) computes the ray emanating from pixel 𝑝𝑗 when the robot is at pose

𝑋 𝑖
𝑡 , and ℐ𝑡(𝑝𝑗) is the image intensity at pixel 𝑝𝑗. Intuitively, eq. (3.5) compares the

collected image ℐ𝑡 with the image 𝒞(𝑟) predicted by the NeRF map and assigns low

weights to particles where the two images do not match. For efficient computation, we

compute the weight update (3.5) only using a subset of 𝑀 pixels randomly sampled

from ℐ𝑡. Weights are then normalized to sum up to 1.

3.2.3 Resampling Step

After the update step, we resample 𝑛 particles from the set 𝑆𝑡 with replacement,

where each particle is sampled with probability 𝑤𝑖
𝑡. As prescribed by standard par-

ticle filtering, the resampling step allows retaining particles that are more likely to

correspond to good pose estimates while discarding less likely hypotheses.
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3.2.4 Computational Enhancements and Pose Estimate

Particle Annealing. To improve convergence of the filter and reduce the compu-

tational load, we automatically adjust the prediction noise (𝜎𝑅, 𝜎𝑡) and the number

of particles 𝑛 over time. As shown in Section 3.3, this leads to computational and

accuracy improvements. The prediction noise and number of particles are updated

as shown in Algorithm 3. Our particle annealing approach is similar in spirit to the

KLD-based approach from [26]. In particular, we use the standard deviation of the

particles’ position 𝜎𝑆𝑡 to characterize the spread of the particles in the filter at time

𝑡 and reduce the prediction noise and the number of particles (initially set to 𝜎𝑅,init,

𝜎𝑡,init, and 𝑛init) when the spread falls below given thresholds (𝛼refine and 𝛼super-refine

in Algorithm 3).

Algorithm 3 Particle Annealing
Input: 𝜎𝑅,init, 𝜎𝑡,init, 𝜎𝑆𝑡 , 𝑛init
𝜎𝑅 ← 𝜎𝑅,init
𝜎𝑡 ← 𝜎𝑡,init
𝑛← 𝑛init
if 𝜎𝑆𝑡 < 𝛼super-refine then

𝜎𝑅 ←
𝜎
𝑅,init
4

, 𝜎𝑡 ←
𝜎
𝑡,init
4

, 𝑛← 𝑛reduced
else if 𝜎𝑆𝑡 < 𝛼refine then

𝜎𝑅 ←
𝜎
𝑅,init
2

, 𝜎𝑡 ←
𝜎
𝑡,init
2

, 𝑛← 𝑛reduced
else

𝜎𝑅 ← 𝜎𝑅,init, 𝜎𝑡 ← 𝜎𝑡,init
end if

Obtaining a Pose Estimate from the Particles. Besides computing the set of

particles, Loc-NeRF returns a single pose estimate �̂�𝑡 that is computed as a weighted

average of the particle poses. In particular, the position portion of �̂�𝑡 is simply the

weighted average of the positions of the particles in 𝑆𝑡. The rotation portion of �̂�𝑡

is found by solving the geodesic 𝐿2 single rotation averaging problem. The reader is

referred to [29] and [48] for details on rotation averaging.
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3.3 Experiments

We evaluate Loc-NeRF on three sets of experiments: (i) pose estimation from a

single image using the LLFF dataset [55] given either a poor initial guess or no

initial guess, where we benchmark against iNeRF [91] (Section 3.3.1), (ii) pose esti-

mation over time using synthetic data from Blender [13], where we benchmark against

NeRF-Navigation [2] (Section 3.3.2), and (iii) a full system demonstration where we

perform real-time pose tracking using data collected by a Clearpath Jackal UGV

(Section 3.3.3).

3.3.1 Single-image Pose Estimation: Comparison with iNeRF

Setup. To show Loc-NeRF’s ability to quickly localize given a camera image and

from a poor initial guess, we use the same evaluation protocol used in iNeRF [91].

Using 4 scenes (Fern, Fortress, Horns, and Room) from the LLFF dataset [55], we

pick 5 random images from each dataset and estimate the pose of each image. For

this experiment, both Loc-NeRF and iNeRF use the same pre-trained weights from

NeRF-Pytorch [90]. As in [91], we give iNeRF an initial pose guess 𝑋iNeRF. The

rotation component of 𝑋iNeRF is obtained by randomly sampling an axis from the

unit sphere and rotating about that axis by a uniformly sampled angle between [-

40∘, 40∘] with respect to the ground truth rotation. The position portion of 𝑋iNeRF

is obtained by uniformly perturbing the ground truth position along each axis by a

random amount between [-0.1 m, 0.1 m]. We set iNeRF to use 2048 interest region

points (𝑀 = 2048) as suggested in [91]. Interest regions are found using keypoint

detectors and sampling from a dilated mask around those keypoint.

Since Loc-NeRF uses a distribution of particles, we uniformly distribute the initial

particles’ poses using:

𝑋 𝑖
0 = 𝑋iNeRF · Exp (𝛿) (3.6)

where the entries corresponding to the rotation component and the translation com-

ponent of 𝛿 are sampled from a uniform distribution in the range [-40∘, 40∘] and [-0.1
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m, 0.1 m], respectively. Since we only test on a static image, we set the motion model

of Loc-NeRF to be a zero-mean Gaussian distribution whose standard deviation de-

creases according to Algorithm 3. Loc-NeRF is initialized with 300 particles which

reduces to 100 during annealing. We set Loc-NeRF to use 64 (𝑀 = 64) randomly

sampled image pixels per particle.

Results. We plot the fraction of estimated poses with position and rotation error

less than 5 cm and 5∘ in Fig. 3-2a and Fig. 3-2b, respectively. Since the computational

cost of an iNeRF iteration is different from an iteration of Loc-NeRF (due to number

of particles and different values of 𝑀) we plot performance against the number of

NeRF forward passes. Loc-NeRF achieves higher accuracy than iNeRF in terms of

both position and rotation.

We also plot the average rotation error and average position error for all 20 trials in

Fig. 3-2c and Fig. 3-2d respectively. In our experiments, the position estimate from

iNeRF would occasionally diverge or reach a local minimum and thus the average

position error for iNeRF actually increases over time. On a laptop with an RTX

5000 GPU, the update step for Loc-NeRF runs at 0.6 Hz for 300 particles which

then accelerates to 1.8 Hz during annealing when the number of particles drops to

100. Loc-NeRF runs approximately 55 seconds per trial. As an ablation study of

our annealing process (Algorithm 3), we also include results of Loc-NeRF without

annealing. Using annealing shows the most benefit for position accuracy and allows

update steps to occur at a faster rate due to the decreased number of particles.

We also demonstrate for the first time that global localization can be performed

with NeRF. We repeat a similar experiment as before with LLFF data except now

we generate an offset translation by translating the ground truth position along each

axis by a random amount between [-1 m, 1 m] and generate a random distribution of

particles in a 2× 2× 2 m cube about that offset. We then sample the yaw angle from

a uniform distribution in [−180∘,+180∘], while we initialize the roll and pitch to the

ground truth; the latter is done to mimic the setup where we localize using visual-

inertial sensors, in which case the IMU makes roll and pitch directly observable. Note

that Loc-NeRF still optimizes the particles in a full 6DoF state. We increase the initial
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(a)

(b)

(c)

(d)

Figure 3-2: Evaluation of Loc-NeRF and iNeRF on 20 camera poses from the LLFF
dataset. As an ablation study of our annealing step, we also include results of Loc-
NeRF without using Algorithm 3. (a) Ratio of trials with rotation error < 5∘. (b)
Ratio of trials with translation error < 5 cm. (c) Average rotation error. (d) Average
translation error.

58



(a)

(b)

Figure 3-3: Evaluation of Loc-NeRF on 20 camera poses from the LLFF dataset
without an initial guess for the unknown pose. (a) Average rotation error. (b) Average
translation error.

number of particles to 600 which drops to 100 during annealing and reduce 𝑀 to 32.

Results of average rotation and translation error from 20 trials are provided in Fig. 3-

3a and Fig. 3-3b. Loc-NeRF is able to converge to an accurate pose estimate while

performing global localization. The annealing process is shown to enable significant

improvement for position accuracy and also improves rotation accuracy. iNeRF is

unable to produce a valid result for global localization and is thus not included in

the figure. We also provide a visualization of the distribution of particles in Fig. 3-4

at three points in the optimization process (the initial distribution, after 15 update

steps, and after the final update step) for one of the global localization tests.
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(a) Initial particle distribu-
tion.

(b) Particle distribution after
15 update steps.

(c) Particle distribution after
the last update step - 150 for
this test.

Figure 3-4: Example of Loc-NeRF particles (red) converging to ground truth pose
(green). Tiles are 1 m x 1 m.

Figure 3-5: Example of NeRF rendering of a scene from Stonehenge.

3.3.2 Pose Tracking: Comparison with NeRF-Navigation

Setup. NeRF-Navigation [2] performs localization using simulated image streams of

Stonehenge recreated in Blender, as if they were collected by a drone flying across

the scene (Fig. 3-5). For this experiment, both Loc-NeRF and NeRF-Navigation use

the same pre-trained weights from torch-ngp [79]. We use the same trajectory and

sensor images for evaluating Loc-NeRF and NeRF-Navigation. The prediction step

for Loc-NeRF uses the same dynamical model estimate of the vehicle’s motion that

NeRF-Navigation uses for their process loss. For each image, we run Loc-NeRF for

the equivalent number of forward passes as NeRF-Navigation. In particular, we run

NeRF-Navigation for 300 iterations per image with 𝑀 = 1024. We use 200 particles
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Figure 3-6: Translation and rotation error of Loc-NeRF and NeRF-Navigation aver-
aged over 18 trials. The shaded area shows one standard deviation above and below
the mean error. The area between each sensor image number shows the optimization
steps. Spikes at the beginning of each sawtooth show error when an image is first
received and the pose is forward propagate with a dynamics model, and the bottom
of each sawtooth represents the final pose estimate after optimization. For a fair
comparison, both methods run the same number of forward passes for each camera
image.

for Loc-NeRF with 𝑀 = 64 and run 24 update steps per image.

Results. Fig. 3-6 shows position and rotation error respectively for a simulated

drone course over 18 trials. Note that since NeRF-Navigation uses a similar photo-

metric loss as iNeRF —which requires a good initial guess— we assume the starting

pose of the drone is well known even though that is not a requirement for Loc-NeRF.

The process loss of NeRF-Navigation gives it added robustness to portions of the

trajectory where the NeRF rendering is of lower quality. However, Loc-NeRF is still

able to achieve lower errors for both position and rotation on average and is able to

recover from inaccurate pose estimates.
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3.3.3 Full System Demonstration

Finally, we demonstrate our full system running in real-time on real data collected

by a robot. We pre-train a NeRF model using NeRF-Pytorch [90] with metric scaled

poses and images from a Realsense d455 camera carried by a person. To run Loc-

NeRF, we use a Realsense d455 as the vision sensor mounted on a Clearpath Jackal

UGV. The prediction step for Loc-NeRF is performed using VINS-Fusion [62]. We

log images and IMU data from the Jackal and then run VINS-Fusion and Loc-NeRF

simultaneously on a laptop with an RTX 5000 GPU.

We initialize particles across a 1× 0.5× 3.5 m area with a uniformly distributed

yaw in [-180∘,+180∘] and uniformly distributed roll and pitch in [-2.5∘,+2.5∘] (again,

the latter are directly observable from the IMU). Loc-NeRF receives data at the real-

time rate. The prediction step runs at the nominal VIO rate of 15 Hz. Loc-NeRF

starts with 400 particles which reduces to 150 during particle annealing. We set 𝑀

to 32. With 400 particles the update step runs at approximately 0.9 Hz and then

accelerates to 2.5 Hz with 150 particles during annealing. In this experiment, the

particles quickly converge enough to trigger the annealing stage after about 6 update

steps.

To qualitatively demonstrate that Loc-NeRF converges to the correct pose, we

render a full image from NeRF using the pose estimated by Loc-NeRF and compare

it with the corresponding camera image. We provide results from this test in Fig. 3-7

at selected points in the trajectory.
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Figure 3-7: Left Column: true images viewed by the camera. Right Column: NeRF-
rendered images using the pose estimate from Loc-NeRF. Images correspond to up-
date steps number 20, 40, 60, and 100 which occur at 13, 20, 28, and 44 seconds into
the experiment, respectively.
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Chapter 4

VERF: Runtime Monitoring of Pose

Estimation with Neural Radiance

Fields

Estimating the pose of a camera from a monocular image is a fundamental problem in

computer vision. However, limited work has been done to independently monitor the

accuracy of the estimated pose and detect incorrect estimates without having direct

access to depth information of the scene. This need is motivated by the growing use

of monocular camera localization in high-stakes scenarios such as self-driving [82],

spacecraft entry decent and landing [35, 43, 47, 19], and precision robotics tasks [49].

Recent works such as [91], [2], [46], [42], [97], [5] explore the use of NeRF [56]

(Neural Radiance Fields) for camera pose estimation. As an example, in Chapter 3

we introduce Loc-NeRF which uses NeRF as a map of an environment and utilizes

a particle filter backbone to output a pose estimate of a provided sensor image.

However, there is no clear and reliable measure to determine if the outputted pose is

correct - where we define correct as being within some acceptable distance 𝜖 of the

true pose. To overcome this limitation, in this chapter we propose VERF, a collection

of two approaches coined VERF-PnP and VERF-Light. VERF uses the sensor image

already present in the pose optimization phase to provide assurance that the pose

estimate is correct. We additionally require a NeRF model of the scene, but NeRF
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Figure 4-1: Three main phases of VERF-Light. First, the relative error of a pose
estimate up to scale is found by comparing a sensor image (collected at the ground
truth pose, 𝑥𝑔𝑡,) to a NeRF image rendered at the pose estimate, 𝑥𝑒𝑠𝑡. Next, a test
pose, 𝑥𝑡𝑒𝑠𝑡, is selected at an 𝜖 distance from the estimated pose such that all three
poses are co-linear. Determining if the pose estimate is correct is lastly done by
estimating the order of the three poses by comparing optical flow between the three
corresponding images.

does not need to be used to produce the pose estimate being monitored which allows

VERF to be used for pose monitoring regardless of the pose estimation method.

VERF-PnP renders a stereo pair of images with NeRF, one of which is at the

estimated pose and the other at a given baseline, and uses the Perspective-n-Point

(PnP) solver with RANSAC [24] to estimate the relative offset to the sensor image.

VERF-Light uses a different methodology which can be stated concisely as fol-

lows. We first render an image with NeRF at the estimated pose, 𝑥𝑒𝑠𝑡, and use it

to determine the relative translation up to scale between the estimated pose and the

ground truth pose, 𝑥𝑔𝑡. To overcome scale ambiguity we render a test image at a pose

𝑥𝑡𝑒𝑠𝑡 which is at a distance 𝜖 from the estimate pose in the direction of the sensor

image. If the camera origin of these three images are co-linear with no rotation, then
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we show that we can compare optical flow fields between the three images to deter-

mine the order of the camera centers and hence the correctness of the pose estimate

(Fig. 4-1). To enable assurance in the presence of noise, we incorporate an estimate

of optical flow error and add outlier rejection using geometric constraints to compute

a measure of confidence instead of a binary decision. We remark that as the rotation

error can be directly observed between the sensor image and the image rendered at

the estimated pose, we only focus our attention on determining the quality of the

position estimate.

In summary, our contributions are as follows. We provide a collection of two

approaches —VERF-PnP and VERF-Light— to estimate whether a monocular pose

estimate is correct without requiring depth measurements of the scene. Our runtime

pose monitoring approach functions independent of how the pose is estimated and

runs in less than half a second on a 3090 GPU. We provide results on the publicly

available LLFF dataset [55], on real data collected by an A1 quadruped robot in a

room, and on data collected onboard Blue Origin’s sub-orbital New Shepard rocket at

heights up to 8 km above the ground and at speeds over 800 km/hr. In doing so, we

demonstrate the potential of VERF to perform in challenging real-world conditions.

The rest of this chapter is organized as follows. Section 4.1 provides relevant

notation and preliminary concepts. Our two methods are presented in Section 4.2 and

Section 4.3. In Section 4.4 we evaluate the methods on three types of experiments:

LLFF, A1 robot, and sub-orbital rocket. Extra results and studies are included in

Appendix A, Appendix B, and Appendix C.

4.1 Notation and Preliminaries

Notation. We will use lowercase symbols (e.g., 𝜖) to represent scalars, bold lowercase

letters (e.g., 𝑥) for vectors, and bold uppercase letters (e.g., 𝐸) for matrices. Sets will

be represented with capital calligraphic fonts (e.g.,ℛ). Unit vectors and homogeneous

vectors are denoted with a bar and tilde (e.g., �̄� and �̃�) respectively. Estimated

quantities are shown with a caret (e.g., �̂�, �̂�). We express the 2-norm of a vector as
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‖ · ‖.

Let 𝑟𝑖 = (𝑥, 𝑦) be a coordinate in an image 𝐼𝑖. The sensor image will be referred to

as 𝐼𝑔𝑡 as it is taken by a camera at the true pose. The estimated and test images will

be referenced as 𝐼𝑒𝑠𝑡 and 𝐼𝑡𝑒𝑠𝑡. Let 𝑣(𝑟𝑖)𝐼𝑖,𝐼𝑗 be the optical flow vector at point 𝑟 in

some image i to the corresponding point in some image j such that 𝑟𝑖+𝑣(𝑟𝑖)𝐼𝑖,𝐼𝑗 = 𝑟𝑗.

𝐸𝑖,𝑗 is the essential matrix associated with some images i and j. [𝑎]× is the skew-

symmetric matrix such that 𝑎× 𝑏 = [𝑎]×𝑏

The Essential Matrix. Assuming points have been calibrated using the cam-

era intrinsic matrix 𝐾, the essential matrix 𝐸𝑖,𝑗 relates corresponding homogeneous

coordinates 𝑟𝑖, 𝑟𝑗 in two images with the following constraint:

(𝑟𝑗)
𝑇𝐸𝑖,𝑗𝑟𝑖 = 0. (4.1)

𝐸𝑖,𝑗 describes the relative pose transform between two cameras defined with a

rotation matrix 𝑅 and translation 𝑡 up to scale as:

𝐸𝑖,𝑗 = 𝑅[𝑡]×. (4.2)

Decomposing 𝐸 to recover 𝑡 and 𝑅 yields four solutions, of which only one satisfies

the cheiral inequalities [32] which in summary state that triangulated points must lie

in front of the two cameras. Since eq. (4.1) does not restrict scale, 𝐸𝑖,𝑗 along with

a point 𝑟𝑖 constrains a corresponding point 𝑟𝑗 in 𝐼𝑗 to a line known as the epipolar

line.

Problem formulation. Our objective is to determine if a given position estimate

is within some acceptable error bound, 𝜖, from the true position:

‖𝑥𝑒𝑠𝑡 − 𝑥𝑔𝑡‖ < 𝜖. (4.3)

All we assume are available is the position estimate 𝑥𝑒𝑠𝑡, the sensor image 𝐼𝑔𝑡, and

a NeRF model whose weights are trained on a scene containing 𝐼𝑔𝑡.
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4.2 VERF-PnP

Here we present a simple yet effective method to estimate the correctness of a pose

estimate using NeRF. We leverage NeRF to render a pair of stereo images to perform

PnP. We first render an image 𝐼𝑒𝑠𝑡 at the estimated pose 𝑥𝑒𝑠𝑡. Since the true pose 𝑥𝑔𝑡

is by definition the camera position corresponding to 𝐼𝑔𝑡, the verification constraint in

eq. (4.3) can be satisfied by showing that the metric offset between 𝑥𝑔𝑡 and 𝑥𝑒𝑠𝑡 is less

than 𝜖. Towards this goal, we render a second image 𝐼𝑟𝑖𝑔ℎ𝑡 at 𝑥𝑟𝑖𝑔ℎ𝑡 by translating 2𝜖

to the right with respect to 𝑥𝑒𝑠𝑡. The image pair 𝐼𝑒𝑠𝑡 and 𝐼𝑟𝑖𝑔ℎ𝑡 whose poses are both

known can then be used as a classical stereo pair of images. We compute the optical

flow between these two images using RAFT [80] and use good features to track [68]

to get sparse optical flow from RAFT’s dense optical flow field. Likewise, we find

the correspondences between 𝐼𝑒𝑠𝑡 and 𝐼𝑔𝑡 for the same sparse points with RAFT. We

then triangulate the 3D location of the sparse points by knowing 𝑥𝑒𝑠𝑡 and 𝑥𝑟𝑖𝑔ℎ𝑡 and

finally apply PnP with RANSAC [24] to estimate the transform �̂�𝑒𝑠𝑡
𝑔𝑡 between 𝑥𝑒𝑠𝑡 and

the unknown 𝑥𝑔𝑡. Our level of confidence in the accuracy of 𝑥𝑒𝑠𝑡 is then estimated as

follows:

P(‖�̂�𝑒𝑠𝑡
𝑔𝑡 ‖ < 𝜖). (4.4)

We model ‖�̂�𝑒𝑠𝑡
𝑔𝑡 ‖ as a random variable whose mean value is the estimated position

from PnP and standard deviation is manually selected. We will show in Section 4.4

the effectiveness of VERF-PnP despite its simplicity.

4.3 VERF-Light

VERF-Light can be divided into three phases (Fig. 4-1): computing the relative offset

between 𝑥𝑒𝑠𝑡 and 𝑥𝑔𝑡 up to scale, selecting a test position 𝑥𝑡𝑒𝑠𝑡 distance 𝜖 from 𝑥𝑒𝑠𝑡

and co-linear with the latter two poses, and computing a quality of assurance that

eq. (4.3) is met by using an application of the cheiral constraint. In particular, we

leverage the fact that given three images from camera poses that are co-linear and
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(a) True position er-
ror is 1.9 cm. The
flow field should al-
low for concluding
that the pose esti-
mate is correct with
high confidence. Or-
der of camera posi-
tions shown above.

(b) True position er-
ror is 10 cm. The
flow field should al-
low for concluding
that the pose es-
timate is incorrect
with high confidence.
Order of camera po-
sitions shown above.

(c) True position er-
ror is 5.6 cm. Pose
can potentially be
verified as correct,
but should be done
with low confidence.

(d) True position er-
ror is much larger
than 𝜖 such that
there are no clear
correspondences be-
tween images.

Figure 4-2: Example of optical flow between 𝐼𝑒𝑠𝑡, 𝐼𝑔𝑡, and 𝐼𝑡𝑒𝑠𝑡 for pose estimates with
a correctness condition of 𝜖 = 5𝑐𝑚. Top row: optical flow between 𝐼𝑒𝑠𝑡 and 𝐼𝑔𝑡.
Bottom row: optical flow between 𝐼𝑒𝑠𝑡 and 𝐼𝑡𝑒𝑠𝑡.
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with the same rotation, their order along the line they belong to can be determined

by comparing the optical flow fields between them. For this arrangement, the flow

fields between 𝐼𝑒𝑠𝑡 and 𝐼𝑔𝑡 will be in the same direction as the flow field between 𝐼𝑒𝑠𝑡

and 𝐼𝑡𝑒𝑠𝑡, and the order of the three positions 𝑥𝑒𝑠𝑡, 𝑥𝑔𝑡, and 𝑥𝑡𝑒𝑠𝑡 can be estimated by

comparing the magnitude of corresponding vectors between the two flow fields. Now

if 𝑥𝑔𝑡 falls between 𝑥𝑒𝑠𝑡 and 𝑥𝑡𝑒𝑠𝑡 in such ordering, we can conclude that the error of

𝑥𝑒𝑠𝑡 is less than 𝜖.

Motivation. Figure 4-2 shows four example conditions that VERF-Light could

potentially encounter. In Fig. 4-2a the flow field should provide confidence that the

estimated pose is correct. First, the two optical flow fields have similar directions

(and hence the same epipole) which validates our assumption of 𝑥𝑒𝑠𝑡, 𝑥𝑔𝑡, and 𝑥𝑡𝑒𝑠𝑡

being co-linear. Secondly, the magnitude of the optical flow between 𝐼𝑒𝑠𝑡 and 𝐼𝑡𝑒𝑠𝑡

(which have camera centers 𝜖 apart) is significantly greater than the corresponding

flow between 𝐼𝑒𝑠𝑡 and 𝐼𝑔𝑡 meaning that 𝑥𝑔𝑡 falls between 𝑥𝑒𝑠𝑡 and 𝑥𝑡𝑒𝑠𝑡 and hence the

estimated pose is within 𝜖 of the true pose. In Figure 4-2b, the estimate can safely

be labeled as incorrect as there is consistent and clear evidence from the flow field

that the flow between 𝐼𝑒𝑠𝑡 and 𝐼𝑡𝑒𝑠𝑡 is less in magnitude than the flow field between

𝐼𝑒𝑠𝑡 and 𝐼𝑔𝑡 and again that the three perspectives are co-linear. Figure 4-2c on the

other hand does not allow drawing strong conclusion. In this case there should be

reduced confidence in the verification decision as the flow field is roughly the same

and differences may be only the result of noise. Figure 4-2d should be determined to

be an incorrect pose but because of a different reason than Fig. 4-2b - here a cue that

the pose is wrong is because no clear correspondences can be found between 𝐼𝑒𝑠𝑡 and

𝐼𝑔𝑡.

4.3.1 Computing Relative Error Direction of Position Estimate

We use NeRF along with 𝑥𝑒𝑠𝑡 to render an image 𝐼𝑒𝑠𝑡 which is the image that the

camera would see if its center were at 𝑥𝑒𝑠𝑡. We use RAFT to compute the dense

optical flow between 𝐼𝑔𝑡 and 𝐼𝑒𝑠𝑡, and use good features to track [68] to extract a set

of n pixel coordinates 𝑟𝑒𝑠𝑡 (the set of points is subsequently written as ℛ for brevity)
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to get sparse optical flow between the two images.

We can use the 5-point algorithm [61] with RANSAC to determine the essential

matrix 𝐸𝑒𝑠𝑡,𝑔𝑡. RANSAC will attempt to search for a �̂�𝑒𝑠𝑡,𝑔𝑡 such that a maximum

number of points in ℛ have sampson distance (a geometric constraint related to

eq. (4.1)) less than 𝛿. In short, the sampson distance [66] is an approximation of error

to the epipolar line for two corresponding points. The unique solution to extracting

the relative position ˆ̄𝑥𝑒𝑠𝑡
𝑔𝑡 up to scale from �̂�𝑒𝑠𝑡,𝑔𝑡 is found using the cheiral constraints

with maximum consensus. Any points whose correspondence are not part of the

maximum consensus or whose sampson distance is larger than 𝛿 are removed from

the set of inliers ℛ reducing the set of points to 𝑟𝑒𝑠𝑡 ∈ ℛ′ ∈ ℛ where 𝑛′ is the number

of points currently labeled as inliers.

4.3.2 Computing Location of Test Position

We now calculate a test position, 𝑥𝑡𝑒𝑠𝑡, that is distance 𝜖 from 𝑥𝑒𝑠𝑡 and co-linear with

𝐼𝑒𝑠𝑡 and 𝐼𝑔𝑡:

𝑥𝑡𝑒𝑠𝑡 = 𝑥𝑒𝑠𝑡 + 𝜖 ˆ̄𝑥𝑒𝑠𝑡
𝑔𝑡 . (4.5)

The condition for verification, eq. (4.3), can now be stated as:

‖𝑥𝑒𝑠𝑡 − 𝑥𝑔𝑡‖ < ‖𝑥𝑒𝑠𝑡 − 𝑥𝑡𝑒𝑠𝑡‖ = 𝜖 (4.6)

where the exact pose of 𝑥𝑒𝑠𝑡 and 𝑥𝑡𝑒𝑠𝑡 are known and chosen to be 𝜖 apart. Note

that since the positions are collinear by construction, the condition ‖𝑥𝑒𝑠𝑡 − 𝑥𝑔𝑡‖ <

‖𝑥𝑒𝑠𝑡−𝑥𝑡𝑒𝑠𝑡‖ is the same as requiring that these positions are ordered as 𝑥𝑒𝑠𝑡,𝑥𝑔𝑡,𝑥𝑡𝑒𝑠𝑡

along the line they belong to. We render a new image 𝐼𝑡𝑒𝑠𝑡 at 𝑥𝑡𝑒𝑠𝑡 using NeRF.

4.3.3 Determining Verification Score

We again use RAFT to compute the dense optical flow, this time between 𝐼𝑒𝑠𝑡 and

𝐼𝑡𝑒𝑠𝑡 and get sparse optical flow 𝑣(𝑟𝑒𝑠𝑡)𝐼𝑒𝑠𝑡,𝐼𝑡𝑒𝑠𝑡 for coordinates 𝑟𝑒𝑠𝑡 ∈ ℛ′.

We now consider several properties given our particular choice of 𝑥𝑡𝑒𝑠𝑡. The first
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is that it is unnecessary to compute 𝐸𝑒𝑠𝑡,𝑡𝑒𝑠𝑡 as we directly know it without error from

the true poses of 𝑥𝑒𝑠𝑡 and 𝑥𝑡𝑒𝑠𝑡. Furthermore, it is simply the same as our estimate

of 𝐸𝑒𝑠𝑡,𝑔𝑡 since 𝑥𝑒𝑠𝑡, 𝑥𝑔𝑡, and 𝑥𝑡𝑒𝑠𝑡 are aligned and co-linear. This is summarized in

the following relation:

�̂�𝑒𝑠𝑡,𝑔𝑡 = 𝐸𝑒𝑠𝑡,𝑡𝑒𝑠𝑡. (4.7)

Determining whether eq. (4.6) is satisfied now reduces to solving an image order-

ing problem for 𝐼𝑒𝑠𝑡, 𝐼𝑔𝑡, 𝐼𝑡𝑒𝑠𝑡 outlined visually in Fig. 4-1. If ℛ′ contains only true,

noiseless inliers, the image ordering problem could now be solved using an application

of the cheiral constraint:

‖𝑥𝑒𝑠𝑡 − 𝑥𝑔𝑡‖ < 𝜖 =⇒

∀𝑟𝑒𝑠𝑡 ∈ ℛ′, ‖𝑣(𝑟𝑒𝑠𝑡)𝐼𝑒𝑠𝑡,𝐼𝑔𝑡‖ < ‖𝑣(𝑟𝑒𝑠𝑡)𝐼𝑒𝑠𝑡,𝐼𝑡𝑒𝑠𝑡‖
(4.8)

‖𝑥𝑒𝑠𝑡 − 𝑥𝑔𝑡‖ > 𝜖 =⇒

∀𝑟𝑒𝑠𝑡 ∈ ℛ′, ‖𝑣(𝑟𝑒𝑠𝑡)𝐼𝑒𝑠𝑡,𝐼𝑔𝑡‖ > ‖𝑣(𝑟𝑒𝑠𝑡)𝐼𝑒𝑠𝑡,𝐼𝑡𝑒𝑠𝑡‖
(4.9)

Equations (4.8) and (4.9) state that for noiseless optical flow fields, the condition

of correctness in (4.6) implies the optical flow vector relating a point 𝑟𝑒𝑠𝑡 to its corre-

sponding point in 𝐼𝑔𝑡 should be of less magnitude than the flow vector relating 𝑟𝑒𝑠𝑡 to

its corresponding point in 𝐼𝑡𝑒𝑠𝑡. The two corresponding vectors are in same direction

since the three poses are co-linear and hence the points 𝑟𝑔𝑡 and 𝑟𝑡𝑒𝑠𝑡 corresponding

to 𝑟𝑒𝑠𝑡 are bound to the same epipolar line.

However, in the presence of noise and false inliers, we must consider the possi-

bility that the epipolar constraint in eq. (4.1) is not exactly satisfied and hence ℛ′

may contain false inliers, the location of points 𝑟𝑔𝑡 and 𝑟𝑡𝑒𝑠𝑡 along the epipolar line

�̂�𝑒𝑠𝑡,𝑔𝑡𝑟𝐼𝑒𝑠𝑡 are perturbed by noise, and that �̂�𝑒𝑠𝑡,𝑔𝑡 differs from 𝐸𝑒𝑠𝑡,𝑔𝑡.

A primary source of error in our proposed verification method is the calculation of
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optical flow. Our estimate of the optical flow for any particular point can be expressed

as follows:

𝑣(𝑟𝑖)𝑖𝑗 = 𝑣(𝑟𝑖)𝑖𝑗 + 𝑜𝑖𝑗 + 𝛾𝑖𝑗 (4.10)

where ‖𝛾𝑖𝑗‖ ≤ 𝛿 and 𝑜𝑖𝑗 is 0 if 𝑣(𝑟𝑖)𝑖𝑗 is an inlier with sampson distance less than

𝛿. Otherwise, in the case of an outlier, 𝑜𝑖𝑗 is any arbitrary value such that 𝑣(𝑟𝑖)𝑖𝑗

can exist at any location in the image. By computing the sampson distance of each

𝑣(𝑟𝑒𝑠𝑡)𝐼𝑒𝑠𝑡,𝐼𝑡𝑒𝑠𝑡 w.r.t. �̂�𝑒𝑠𝑡,𝑔𝑡, we can filter out points with error larger than 𝛿. Note

this does not check for error along the epipolar line. We additionally filter out points

which are not part of the cheiral set of maximum consensus. We again prune out any

points whose correspondences have been labeled as outliers from a set of size 𝑛′ to a

set of 𝑛′′, i.e. 𝑟𝑒𝑠𝑡 ∈ ℛ′′ ∈ ℛ′.

Lastly, we project all of 𝑟𝐼𝑔𝑡 and 𝑟𝑡𝑒𝑠𝑡 to the epipolar line defined by �̂�𝑒𝑠𝑡,𝑔𝑡𝑟𝐼𝑒𝑠𝑡

yielding ˆ̇𝑟𝑔𝑡 and ˆ̇𝑟𝑡𝑒𝑠𝑡 such that pairs of corresponding points satisfy eq. (4.1).

Computing the verification score. Now we must estimate the confidence, 𝑞,

that the optical flow for corresponding points between 𝐼𝑒𝑠𝑡 to 𝐼𝑡𝑒𝑠𝑡 is greater than the

ones between 𝐼𝑒𝑠𝑡 to 𝐼𝑔𝑡, i.e., ‖𝑣(𝑟𝑒𝑠𝑡)𝐼𝑒𝑠𝑡,𝐼𝑔𝑡‖ < ‖𝑣(𝑟𝑒𝑠𝑡)𝐼𝑒𝑠𝑡,𝐼𝑡𝑒𝑠𝑡‖. Using the correspond-

ing optical flow vectors from 𝑟𝑒𝑠𝑡 to the projected points ˆ̇𝑟𝑔𝑡 and ˆ̇𝑟𝑡𝑒𝑠𝑡 we define the

following confidence score:

𝑞 =
1

𝑛′′

𝑛′′∑︁
𝑖=1

P(‖ˆ̇𝑣(𝑟𝑒𝑠𝑡)𝐼𝑒𝑠𝑡,𝐼𝑔𝑡‖ < ‖ˆ̇𝑣(𝑟𝑒𝑠𝑡)𝐼𝑒𝑠𝑡,𝐼𝑡𝑒𝑠𝑡‖). (4.11)

Explicitly, (4.11) is solved with (4.12) using the Normal CDF with a user-specified

variance 𝑉 . Standard deviation is set to a reasonable value of pixel error (e.g. 0.5). A

logical and straightforward heuristic for the standard deviation could come from using

the already computed sampson error, but this was determined in our experiments to

not add value. As a results, we rewrite (4.11) as:

𝑞 =
1

𝑛′′

𝑛′′∑︁
𝑖=1

Φ

⎛⎝ ˆ̇𝑣(𝑟𝑒𝑠𝑡)𝐼𝑒𝑠𝑡,𝐼𝑡𝑒𝑠𝑡 − ˆ̇𝑣(𝑟𝑒𝑠𝑡)(𝑟𝑒𝑠𝑡)𝐼𝑒𝑠𝑡,𝐼𝑔𝑡√︁
𝑉 [ˆ̇𝑣(𝑟𝑒𝑠𝑡)𝐼𝑔𝑡 ]

⎞⎠ (4.12)
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where Φ is the Normal CDF.

The assurance score mimics a probability, however due to simplifying assumptions

such as approximating optical flow uncertainty and potential errors in computing the

essential matrix, we do not claim it to be a true probability.

4.4 Experiments

We now present results of running VERF-PnP and VERF-Light on three types of

environments ranging from small scale indoor scenes to a rocket trajectory spanning

8 km. For all experiments, we use torch-ngp [79] as our NeRF model. To get exper-

imental sensor images we use randomly selected images from the NeRF training set.

For each image, we generate a pose estimate to be checked for correctness by adding

a random offset to corresponding ground truth position. To get a diverse distribution

of correct and incorrect poses, we randomly selected either a low or high error regime

when generating offsets.

In addition to comparing the two proposed methods, we include a simple baseline

method that we will refer to as Disparity Check. For this, we simply compute the

optical flow between 𝐼𝑒𝑠𝑡 and 𝐼𝑔𝑡 and determine the mean disparity from sparse flow. A

naive approach is to assume low disparity means a correct pose estimation whereas a

high disparity points to an incorrect pose. We use a folded normal distribution which

computes a confidence level of correctness given a mean disparity. All experiments

use a standard deviation of 4 pixels for the folded normal distribution. Since this

method makes no efforts to handle scale ambiguity, we will show that it does not

generalize well for varying scene size.

We pick a 0.5 cutoff confidence level for each method to estimate if the pose is

correct or not. To show the generalizability of VERF, for all experiments we use the

same standard deviation in (4.12) for VERF-Light (0.5 pixels) and the same standard

deviation for VERF-PnP in (4.4). Likewise, the same RANSAC, RAFT, and good

features to track parameters are used for all experiments.
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4.4.1 LLFF dataset

Setup. We first evaluate VERF on 4 scenes (Fern, Fortress, Horns, and Room)

from the LLFF dataset [55]. We pick 250 randomly selected views from the training

set of images for each scene to serve as the sensor image 𝐼𝑔𝑡 and for each image

randomly generate a choice for 𝑥𝑒𝑠𝑡. We downscale 𝐼𝑔𝑡 to 504×378 and render the

same resolution images when using NeRF. For these 1000 tests, we set 𝜖 to be 5 cm.

Results. In Fig. 4-3 we show the level of confidence VERF computed that the

position error is less than 𝜖 compared to the actual position error for each test. As

expected, confidence levels approach 1 as the position error is well less than 𝜖 and

approach 0 when the position error is much greater than 𝜖. On a 3090 GPU, total

time to produce a verification from VERF-Light is on average 0.4 seconds with 0.25

seconds of that used for NeRF rendering and is on average 0.35 seconds for VERF-

PnP with the same time used for rendering since each method renders two NeRF

images.

A summary of results is provided in Table 4.1. Similar performance is observed by

VERF-Light and VERF-PnP with most misclassifications occurring for pose estimates

with errors near epsilon. Additionally, to test more extreme cases, in Table 4.2 we

show results on 100 tests for all three methods for estimated poses with no error

and for estimated poses with very large error compared to epsilon (error randomly

selected between 1 m to 2.5 m). Here all three methods correctly classify all cases.

Disparity Check VERF-PnP VERF-Light
True Positives 146 415 381
True Negatives 572 494 545
False Positives 5 83 32
False Negatives 277 8 42
Total Correct 72% 91% 93%

Table 4.1: Summary of results for all proposed methods on 1000 tests on LLFF
dataset. Classification is made with a 0.5 confidence score cutoff.
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Disparity Check VERF-PnP VERF-Light
Total Correct, large error 100% 100% 100%
Total Correct, no error 100% 100% 100%

Table 4.2: Summary of results for all proposed methods on 100 tests of LLFF dataset
for position errors much larger than 𝜖 = 5 cm (errors range from 1 m to 2.5 m) and
on poses with no position error.

Figure 4-3: VERF confidence level that for 1000 randomly sampled position estimates
for LLFF scenes error is less than 𝜖 = 5 cm

4.4.2 A1 Quadruped

Setup. We train a NeRF (Fig. 4-4) using RGB images collected with a realsense d455

mounted on a Unitree A1 quadruped robot (Fig. 4-4). The robot transverses around

a table at varying distances to the table in a motion capture room. Training images

and sensor images are 𝑑𝑜𝑤𝑛𝑠𝑐𝑎𝑙𝑒𝑑𝑡𝑜640 × 360. Ground truth poses are estimated

with COLMAP [67]. To correct from the ambiguous scale from COLMAP, we use

vicon odometry to add metric scale to the poses. We again randomly select 1000

images with replacement from the dataset as sensor images and generate a random

pose estimate for each image to be verified.

Results. We pick epsilon to be 5 cm and observe similar results as with the

LLFF experiment with nearly all VERF mistakes occurring for position errors near

the value of epsilon. Results are summarized in Table 4.3 and shown visually in

Fig. 4-5. Disparity Check is shown to generalize poorly for different scale scenes as
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Figure 4-4: A1 quadruped rocket collecting monocular RGB data for NeRF training
and VERF evaluation (top left). Three example NeRF rendered views using weights
trained by camera data collected onboard an A1 robot.

most of its errors are false negatives for the LLFF experiment whereas most of its

errors are false positives for the A1 experiment. Again checking that VERF handles

potential edge cases of either no or large error (1 m to 10 m) on 100 tests, we find all

methods correctly classify all cases.

Figure 4-5: VERF confidence level that for 1000 randomly sampled position estimates
of the A1’s pose, error is less than 𝜖 = 5 cm
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Disparity Check VERF-PnP VERF-Light

True Positives 304 418 411

True Negatives 513 561 551

False Positives 66 18 28

False Negatives 117 3 10

Total Correct 82% 98% 96%

Table 4.3: Summary of results for all proposed methods on 1000 tests of A1 robot
dataset. Classification is made with a 0.5 confidence score cutoff.

4.4.3 Sub-Orbital Rocket

Setup. Here we demonstrate the potential for VERF to be used in a highly complex

scenario such as for precision spacecraft navigation. This experiment uses data we

collected for [47] (discussed in Chapter 2) in which we mounted two cameras inside

the capsule of Blue Origin’s New Shepard rocket which point out the capsule windows

towards the terrain Fig. 2-7.

We train on 140 images collected during the rocket’s ascent from an altitude range

of approximately 0.2 to 8 km above ground level during which the rocket reaches a

speed up to 880 km/hr. We do not include data at higher altitudes as there was a

mishap during flight NS-23 which triggered the capsule escape system. The curious

reader can refer back to Chapter 2 for more details of our flight data collection.

For simplicity, we train on images collected during the flight and use estimated

poses from COLMAP as ground truth. In practice, a NeRF could be trained from

prior satellite maps as was done in [86]. Again, similar to the A1 experiment, VERF

is run on a scaled NeRF model and we provide metric scale to the COLMAP recon-

struction from ground truth poses of the training images - in this case from GPS

inside the rocket’s capsule.

Results. We pick 40 m for epsilon since this is on the order of typical spacecraft

landing accuracy for planetary exploration [35]. A summary of results is shown in

Table 4.4 and visually in Fig. 4-7. VERF-PnP performs notably stronger than VERF-

Light on this dataset which we believe to be caused by inaccuracies in the essential

matrix estimation due to the scene being approximately planar at high altitudes.
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Figure 4-6: Example of four NeRF rendered views from sub-orbital rocket ascent from
an altitude range of approximately 1 km to 8 km.

Appendix A provides a study on the effects of error in the essential matrix on VERF-

Light. Again checking that VERF handles potential edge cases of either no or large

error (500 m to 4000 m) on 100 tests, we find all methods correctly classify all cases.

Figure 4-7: VERF confidence level that for 1000 randomly sampled position estimates
of the rocket’s pose, error is less than 𝜖 = 40 m

Additionally, as VERF must perform well across a wide range of altitudes for the

rocket dataset, we show that VERF-PnP and VERF-Light perform well across all

altitudes while Disparity Check does not generalize well. To further demonstrate, in

Fig. 4-8 we pick estimated poses with error 15 m (with epsilon again set to 40 m)

and run all three methods on sequential images during launch. Figure 4-8 shows that

the performance of Disparity Check is dependent on altitude (switching its decision

from incorrect to correct after 4 km) while VERF-PnP and VERF-Light perform
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consistently throughout the rocket’s accent.

Disparity Check VERF-PnP VERF-Light
True Positives 38 259 214
True Negatives 738 710 640
False Positives 2 30 100
False Negatives 222 1 46
Total Correct 78% 97% 85%

Table 4.4: Summary of results for all proposed methods on 1000 tests of rocket
dataset. Classification is made with a 0.5 confidence score cutoff.

Figure 4-8: VERF confidence level vs altitude for rocket dataset with fixed 15 m
of position error. Epsilon is selected as 40 m. Disparity Check is shown to not
generalize with varying scene scale while VERF-PnP and VERF-Light performance
are independent of the rocket’s altitude.
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Chapter 5

Conclusion and Future Work

In this thesis, we present a threefold contribution for terrain relative navigation while

also developing general-purpose tools for robotic perception by exploring the use of

NeRF for visual localization. We report on the performance of a vision-based terrain

relative navigation method on data ranging from 4.5 km to 33 km on a high-altitude

balloon dataset and on data collected onboard Blue Origin’s New Shepard rocket.

We evaluate performance of both a sideways-tilted and downward-facing camera for

the balloon dataset and two sideways-tilted cameras on the New Shepard dataset.

We observe less than 290 meters of average position error on the balloon data over

a trajectory of 150 kilometers and with the presence of rapid motions and dynamic

obstructions in the field of view of the camera. Additionally, we report less than 55

m of average position error on the New Shepard dataset while reaching an altitude of

8.5 km and a max nominal speed of 880 km/h. As future work, we plan to fly again

onboard the New Shepard rocket and capture camera data from ground level to an

altitude of over 100 km.

We have presented Loc-NeRF, a Monte Carlo localization approach that uses a

Neural Radiance field (NeRF) as a map representation. We show how to incorporate

NeRF in the update step of the filter, while the prediction step can be done using

existing techniques (e.g., visual-inertial navigation or by leveraging the robot dynam-

ics). While Loc-NeRF presents itself as a promising approach to remove dependency

of classical TRN map representations, we have only shown small scale experiments of
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Loc-NeRF and leave a large-scale demonstration as future work. Future work is also

to leverage larger NeRF models such as [81] and [78] and incorporate modifications

to handle global localization on large-scale scenes such as those encountered during

terrain relative navigation missions.

Lastly, we present VERF, a collection of two methods (VERF-PnP and VERF-

Light) to monitor the accuracy of a monocular camera pose estimate using NeRF.

Experiments have shown the effectiveness of VERF on scene scales ranging from small

rooms to kilometer scale outdoor scenes. Our method functions independently of how

the pose is estimated (i.e., NeRF does not have to be used for pose estimation) and can

provide a level of assurance in under half a second. VERF uses geometric constraints

to provide a confidence level on the correctness of a pose estimate as opposed to

having to learn model uncertainty. Additionally, we provide preliminary formulation

of VERF-Full which is a further geometrically constrained VERF. One limitation of

VERF is that it is currently intended to be a local verification approach in the sense

that if an arbitrarily large epsilon were used, it is possible for NeRF rendered images

to be outside the range of the trained NeRF or fail to match features to the sensor

image leading to a false assumption of an incorrect pose.
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Appendix A

Effects of Essential Matrix Error on

VERF-Light

Here we study the effects of the accuracy of the essential matrix estimation for VERF-

Light. We repeat each of the three experiments with the same setup except we now

provide VERF-Light with the true essential matrix 𝐸𝑒𝑠𝑡,𝑔𝑡. Table A.1 shows notable

improvements on all experiments with VERF-Light correctly classifying 99% of pose

estimates. The most significant improvement is on the rocket dataset. Not only does

accuracy go from 86% to 99% but as shown in Fig. A-1, the confidence levels follow

a cleaner distribution. We believe this to be caused by the approximate planar scene

from high altitudes. This study thus shows the potential to improve VERF-Light

with a more effective essential matrix estimation method.

LLFF A1 Rocket
True Positives 415 420 256
True Negatives 574 567 735
False Positives 3 12 5
False Negatives 8 1 4
Total Correct 99% 99% 99%

Table A.1: Summary of results on running VERF-Light on all experiments using true
essential matrix.
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Figure A-1: VERF-Light confidence level for 1000 randomly sampled position esti-
mates for rocket data that their error is less than 𝜖 = 40𝑚.
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Appendix B

Estimating Metric Error with

VERF-PnP

A logical question to pose is since PnP can estimate metric distance, how well can

VERF-PnP estimate the true error instead of just estimating correctness with respect

to an epsilon value. With an estimate of the true error, the pose estimate can then be

corrected. Figure B-1 and Fig. B-2 show position errors before an after being corrected

in this fashion by VERF-PnP with errors decreasing by an order of magnitude.

For each experiment there were a small number of pose estimates omitted (1 for

Fig. B-1 and 9 for Fig. B-2) as PnP diverged. One potential option to automatically

check and prevent this is to only accept the updated pose if VERF-Light predicts

that the corrected pose is less than epsilon.

Figure B-1: Position errors before and after being corrected using position error
estimate from VERF-PnP. Results shown for 1000 tests from A1 dataset.
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Figure B-2: Position errors before and after being corrected using position error
estimate from VERF-PnP. Results shown for 1000 tests from Rocket dataset.
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Appendix C

VERF with Trifocal Constraints and

Epipolar Uncertainty

This section presents two additions to VERF-Light to make an extended and more

theoretically rigorous method referred to as VERF-Full. Namely, VERF-Full makes

an additional effort to prune outliers by inducing a trifocal constraint and provides

a more reasoned quantification of the uncertainty of optical flow by factoring in the

uncertainty of the estimated essential matrix, �̂�𝑒𝑠𝑡,𝑔𝑡. In practice, preliminary results

show similar experimental performance from VERF-Light and VERF-Full and the

reader looking for a simple and effective approach should be tempted towards VERF-

Light or VERF-PnP. The remainder of this section leverages two concepts from multi-

view geometry: the trifocal tensor and the epipolar band. We assume that we have a

set of points 𝑟𝑒𝑠𝑡 ∈ ℛ′′ (Section 4.3.3) from VERF-Light.

C.1 Overview of the Trifocal Tensor

The trifocal tensor is attributed to Spetsakis and Aloimonos [71] and Weng et al. [85].

Sun [75] presents a noise analysis of trifocal transfer and the trifocal tensor is critically

reviewed by Julià and Monasse [36]. A study of its properties are presented by

Martyushev [52].

The trifocal tensor relates geometric constraints between three views using a 3×
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3 × 3 tensor. Given three camera views defined by their 3 × 4 projection matrices

[𝐼|0] , [𝐴|𝑎4] , [𝐵|𝑏4] where 𝑎𝑖 𝑏𝑖 are the columns of 3 × 3 matrices 𝐴 and 𝐵, the

trifocal tensor 𝑇 = [𝑇1, 𝑇2, 𝑇3] can be written as follows:

𝑇𝑖 = 𝑎𝑖𝑏
𝑇
4 − 𝑎4𝑏

𝑇
𝑖 . (C.1)

Points 𝑟𝑖, 𝑟𝑗, and 𝑟𝑘 in three views can then be related through trifocal point

transfer as follows:

[𝑟𝑗]×

(︃ ∑︁
𝑎∈1,2,3

(𝑟𝑖)𝑎𝑇𝑎

)︃
[𝑟𝑘]× = 03×3. (C.2)

The reader is referred to [31] and [36] for a detailed review of the trifocal tensor.

C.2 VERF-Full: The Trifocal Constraint

Until now we have not checked for what could be arbitrarily large error of 𝑟𝑔𝑡 and

𝑟𝑡𝑒𝑠𝑡 along the epipolar lines, only that they are close to their defined epipolar line.

This is because the epipolar constraint restricts a point in one view to a line in a

second view (4.1). By constructing a trifocal transfer constraint of the form of (C.2)

we can check the validity of 𝑟𝑡𝑒𝑠𝑡. To get three views of known poses to construct

the trifocal tensor we render another test image 𝐼𝑡𝑒𝑠𝑡2 at an arbitrary pose 𝑥𝑡𝑒𝑠𝑡2. In

practice we pick 𝑥𝑡𝑒𝑠𝑡2 defined as follows:

𝑥𝑡𝑒𝑠𝑡2 = 𝑥𝑒𝑠𝑡 − 𝜖 ˆ̄𝑥𝑒𝑠𝑡
𝑔𝑡 . (C.3)

We now use the property that a triplet of points in three views are in correspon-

dence if and only if the trifocal constraint is satisfied [20]. Hence, we use the trifocal

transfer constraint from eq. (C.2) with the three known poses of 𝑥𝑒𝑠𝑡, 𝑥𝑡𝑒𝑠𝑡, and 𝑥𝑡𝑒𝑠𝑡2

along with the points 𝑟𝑒𝑠𝑡 ∈ ℛ′′, ˆ̇𝑟𝑡𝑒𝑠𝑡, and 𝑟𝑡𝑒𝑠𝑡2 = 𝑟𝑒𝑠𝑡 + 𝑣(𝑟𝑒𝑠𝑡)𝐼𝑒𝑠𝑡,𝐼𝑡𝑒𝑠𝑡2 . Note we

project 𝑟𝑡𝑒𝑠𝑡 to the epipolar line defined by �̂�𝑒𝑠𝑡,𝑔𝑡𝑟𝑒𝑠𝑡 yielding ˆ̇𝑟𝑡𝑒𝑠𝑡. For points where

the constraint is met, we assume ˆ̇𝑣(𝑟𝑒𝑠𝑡)𝐼𝑒𝑠𝑡,𝐼𝑡𝑒𝑠𝑡 to be a true inlier. All other points
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get pruned, again reducing our set of inliers to 𝑟𝑒𝑠𝑡 ∈ ℛ′′′ ∈ ℛ′′.

To build confidence that 𝑣(𝑟𝑒𝑠𝑡)𝐼𝑒𝑠𝑡,𝐼𝑔𝑡𝑟𝑒𝑠𝑡 ∈ ℛ′′′ contains true inliers, we compute

the optical flow between 𝐼𝑔𝑡 and 𝐼𝑡𝑒𝑠𝑡 and utilize the following relation:

𝑣(𝑟𝑒𝑠𝑡)𝐼𝑒𝑠𝑡,𝐼𝑔𝑡 − 𝑣(𝑟𝑒𝑠𝑡)𝐼𝑒𝑠𝑡,𝐼𝑡𝑒𝑠𝑡 = 𝑣(𝑟𝑔𝑡)𝐼𝑔𝑡,𝐼𝑡𝑒𝑠𝑡 . (C.4)

Including noise, we get the following constraint for 𝑣(𝑟𝑒𝑠𝑡)𝐼𝑒𝑠𝑡,𝐼𝑔𝑡 to be reasonably

considered an inlier:

‖𝑣(𝑟𝑒𝑠𝑡)𝐼𝑒𝑠𝑡,𝐼𝑔𝑡 − �̇�(𝑟𝑒𝑠𝑡)𝐼𝑒𝑠𝑡,𝐼𝑡𝑒𝑠𝑡 − 𝑣(𝑟𝑔𝑡)𝐼𝑔𝑡,𝐼𝑡𝑒𝑠𝑡‖ ≤ 2𝛿 (C.5)

where we have assumed that �̇�(𝑟𝑒𝑠𝑡)𝐼𝑒𝑠𝑡,𝐼𝑡𝑒𝑠𝑡 is known now without noise and the max-

imum allowable error for 𝑣(𝑟𝑒𝑠𝑡)𝐼𝑒𝑠𝑡,𝐼𝑔𝑡 and 𝑣(𝑟𝑔𝑡)𝐼𝑔𝑡,𝐼𝑡𝑒𝑠𝑡 to be considered an inlier is 𝛿

(4.10).

Any points that do not meet the condition in eq. (C.5) are removed, reducing the

set of inliers for the final time to 𝑟𝑒𝑠𝑡 ∈ ℛ′′′′ ∈ ℛ′′′. We now project all of 𝑟𝑔𝑡 to the

epipolar line defined by �̂�𝑒𝑠𝑡,𝑔𝑡𝑟𝑒𝑠𝑡 yielding ˆ̇𝑟𝑔𝑡.

C.3 VERF-Full: Estimating the Uncertainty of Op-

tical Flow

Given a known location of 𝑟𝑒𝑠𝑡, we must estimate the uncertainty of its corresponding

location ˆ̇𝑟𝑔𝑡 in 𝐼𝑔𝑡 which we will approximate by a Gaussian distribution which restricts

that ˆ̇𝑟𝑔𝑡 lie on the epipolar line defined with �̂�𝑒𝑠𝑡,𝑔𝑡𝑟𝑒𝑠𝑡.

Each Gaussian distribution will be set such that the expected value is the location

of the point - i.e., ˆ̇𝑟𝑔𝑡. For the standard deviation, while VERF-Light uses a fixed

pre-selected value, we want VERF-Full to both estimate the uncertainty of the optical

flow vector and the uncertainty of the essential matrix. Error in �̂�𝑒𝑠𝑡,𝑔𝑡 would cause

the three poses 𝑥𝑒𝑠𝑡,𝑥𝑔𝑡,𝑥𝑡𝑒𝑠𝑡 to not be co-linear, reducing our ability to determine

their order by directly comparing optical flow fields of their respective images. We
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collectively approximate both of these sources of error by setting the standard de-

viation to the width of the epipolar band at each correspondence between 𝑟𝑒𝑠𝑡 and

𝑟𝑔𝑡.

Assuming the location of 𝑟𝑒𝑠𝑡 is known exactly (which is fair considering we choose

the points in 𝐼𝑒𝑠𝑡), the covariance matrix of the epipolar line in 𝐼𝑔𝑡, 𝑙𝑔𝑡, defined from

�̂�𝑒𝑠𝑡,𝑔𝑡𝑟𝑒𝑠𝑡 ∈ ℛ′′′′, is:

𝐿 =
𝜕𝑙

𝜕𝐸
𝐺(

𝜕𝑙

𝜕𝐸
)𝑇 (C.6)

where 𝑙𝑔𝑡 is normalized to 𝑙𝑔𝑡 and 𝐺 is the covariance matrix of �̂�𝑒𝑠𝑡,𝑔𝑡 and is computed

using the analytical method described in [95] and [23].

The 3×3 conic coefficent matrix 𝐶 can now we written as:

𝐶 = 𝑙𝑔𝑡𝑙
𝑇
𝑔𝑡 − 𝑘2𝐿, (C.7)

where k is a confidence level for the 𝜒2 distribution 𝜒2(𝑘, 2). The reader is referred

to [30] [76] for a more detailed review of computing the epipolar band.

Finally, the standard deviation is found by approximating it equal to the width

of the band at 𝑟𝑔𝑡. We now compute the final score using (4.12) where the standard

deviation is the epipolar band width computed for each point and we use 𝑟𝑒𝑠𝑡 ∈ ℛ′′′′ ∈

ℛ′′ in place of 𝑟𝑒𝑠𝑡 ∈ ℛ′′. A potential alternative to using the width of the epipolar

band is to consider a probability distribution for each optical flow vector 𝑣(𝑟𝑒𝑠𝑡)𝐼𝑒𝑠𝑡,𝐼𝑔𝑡

by using the epipolar pdf defined by Brandt [8].
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