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Abstract

Climate change has shifted from a purely scientific topic to a deeply politicized is-
sue. To combat climate change we need to create mutual understanding on the links
between policies, global warming, and city-scale impacts. Climate models have been
incredibly helpful in generating this causal understanding, but running them requires
supercomputers and is only accessible to the minority of researchers.

This thesis explores how emulating climate models with deep learning can make
them more accessible and, at the same time, raise novel challenges in deep learning on
physical, long-term time-series, and high-dimensional data. This dissertation shows
that deep learning can decrease runtime in dynamical models, increase accuracy in
local climate projections, and generate visualizations of climate impacts. Specifically,
this thesis contributes a hybrid model, called multiscale neural operator, that corrects
fast low-resolution simulations by learning a hard-to-model parametrization term.
This achieves to cut runtime complexity from quadratic to quasilinear which can
result in a 1000x faster model on selected equations in multiscale dynamics. This
thesis also contributes satellite imagery of the future that visualizes climate data
using physically-consistent deep generative vision models.

The thesis contributions are framed in an envisioned online tool that rapidly
emulates the city-scale impacts of various climate policies. In the future, such an
emulator could accelerate local climate risk analyses, attribution of extreme events,
and the understanding of causal links between between impacts and policies.
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Chapter 1

Introduction

1.1 Thesis Motivation

1.1.1 Societal motivation for climate emulators

Our spaceship Earth has warmed by 1.1°C since the industrial revolution [128]. Glob-

ally, heat waves, flooding, wildfires, biodiversity loss, and human displacement has

already become increasingly intense and unjust [128]. In the US, many believe that

global warming will not harm them personally [126, 197]. But for example, my home

state Massachusetts has warmed faster than average (1.9°C) [267] and there is an

18% chance that a 100-year flood will hit Boston within 2030-50 causing over USD20

billion damage indirectly affecting every resident [66].

Personally, I am most concerned about the unknowns. If global temperatures rise

to 2°C until 2100, virtually all tropical coral reefs will likely face long-term degrada-

tion [272] with yet unknown ripple effects into the ocean ecosystem, fishing industry,

and health sector. Further, there is increasing evidence that climate tipping points

are more likely than thought: deforestation could turn the Amazon rainforest into

a savanna-like ecosystem and a melting West Antarctic ice sheet could add over 3

meters of sea-level rise [160, 201, 228].

Thankfully, 95% of all nations signed the 2016 Paris agreement to limit global

warming to 1.5°C [306]. Reaching 1.5° will require immediate collective action [128]
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yet even if all nations meet their nationally determined contributions the Earth is

projected to warm by 2.6°C by 2100 [120]. To limit warming to 1.5°C and adapt soci-

eties to the impacts that are already locked-in, nearly all sectors interface with Earth

system models: Industries in energy, logistics, real estate, transportation, banking,

agriculture, fishing, urban planning, and more are asking for more accurate local

climate risk statistics to adapt to inevitable changes [329]. To mitigate these dev-

astating consequences, politicians are asking how policy choices will impact their

neighborhoods and media communication is asking for attribution analyses that es-

tablish probabilistic links between a recent extreme event and human-induced climate

change [304].

This thesis contributes research in climate emulators: a fast subcategory of climate

models. We define a climate emulator as an approximation of the whole or any

component within an Earth system model. The overarching research question is if

there exists an approximation method that is multiple orders of magnitude faster

than the original climate model but only sacrifices unnoticable accuracy. Such an

emulator could increase accessibility to applications that require ensembles, such as,

attribution analyses, uncertainty quantification in climate risk analyses, or exploring

the impact of climate policy choices.

While more generally applicable this thesis focuses on the application of emulators

for policy simulations. Globally, climate change has shifted from a purely scientific

topic to a deeply politicized issue. Technological innovations exist to limit climate

change to 1.5°C, but political consensus does not [128]. Policy simulations have been

shown to go beyond spreading climate information, create consensus, and motivate

science-based action across people with different sociopolitical values [155, 264]. In

particular, En-ROADS in Fig. 1-1 has been used by over 200.000 people in 1-3 hour

workshops where a group of people is tasked to define policies that limit warming to

1.5°C [262, 263]. The backbone of the En-ROADS simulation is an emulator, called

C-ROADS, which models the impact of climate policy choices onto global average

temperature increase [92]. C-ROADS, however, cannot project local climate impacts

at higher than global resolution and accumulates inaccuracies by reducing the dynmics
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Figure 1-1: The En-ROADS policy simulation rapidly models the impact of climate
policy choices (sliders) to global temperature increase (top-right). The simulation has been
used in workshops by over 200.000 people to motivate science-based climate action and
create political consensus [263]. This thesis contributes building blocks to extend policy
simulations towards fast and accurate modeling of local climate impacts.

to a globally-averaged model. This thesis disentangles En-ROADS to its modules –

dynamical core, downscaling, impact modeling, and visualization – and contributes

to each as detailed in Section 1.2.

1.1.2 Earth system modeling motivation

The societal pressure for improved climate risk analyses requires a breakthrough mo-

ment in the accuracy, computational complexity, and accessibility of Earth system

models (ESMs) [76]. Society is asking for climate projections that accurately model

risk statistics and neighborhood-scale (1km) impacts [329]. While Earth system mod-

eling has achieved numerous successes towards this goal there exist persistent chal-

lenges in modeling extreme event statistics, abrupt transitions, compounding extreme

events, unknown processes, and subgrid-scale dynamics [76].

To solve these challenges, Earth system models have become increasingly complex,

modeling more phenomena at higher spatiotemporal resolutions. But as a result,

Earth system models have become computationally too expensive: running a climate

model at 1km resolution can take 3 weeks on a 4888 GPU-node supercomputer, just

to simulate one prediction year [98]. Even at 100km the computational cost is too

high for the mentioned applications that require large ensemble runs: uncertainty
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quantification, attributions, or policy simulations. One might suggest, that the issue

of computational demand will be fixed in time through Moore’s law. But, physical

limitations of silicon and increasing cost of manufacturing chips suggests that Moore’s

law may be coming to and end.

As a result of the computational complexity, Earth system modeling is only ac-

cessible to a selected number of scientists with access to supercomputers. Beyond the

computational complexity of running ESMs, the size of resulting datasets has also

significantly grown. One of the most comprehensive climate datasets is the Coupled

Model Intercomparison Project Phase 6 (CMIP6) dataset, which as an ensemble of

runs from ∼ 100 different ESMs for varying future scenarios. The full CMIP6 dataset

contains ≈ 20𝑃𝐵 of data and, as a result, generating insights from this dataset re-

quires extensive study hindering progress in climate science and policy outcomes.

This thesis asks if methods from deep learning (DL) can overcome part of the com-

putational issues. Deep learning has achieved breakthroughs in protein folding [136],

natural language modeling [46], and computer vision [76]. In weather and climate

modeling, DL has been used for nowcasting, weather modeling, (sub-)seasonal fore-

casting, data assimilation, uncertainty quantification, downscaling, and equation dis-

covery [260, 142]. Specifically, this thesis investigates the following research question

in climate emulation:

Can we reduce inference time while maintaining accuracy by approximating com-

ponents in Earth system models with deep learning?

To answer this question, this thesis uses the main workflow in Fig. 1-2: First,

a large dataset that maps initial conditions, forcing, parameters, and or boundary

conditions to a solution is generated with a ground-truth numerical solver on a su-

percomputer. Second, a deep learning method is trained to recreate selected parts

of the simulated data. Third, the deep learning model can be used for fast inference

at slightly comprised accuracy. Towards this goal, this thesis shows how DL can

contribute to emulate dynamical processes, create visualizations of climate data, and

downscale data into higher resolution predictions.
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3. Run fast inference with ML

Forcings + 
parameters

Boundary 
conditions Solution

Initial 
condition

Input Target

1. Generate large dataset using 
supercomputer.

2. Train ML method to recreate 
simulated data

Accuracy 0.002 MSE
Runtime 45x faster

Figure 1-2: Climate emulators pose the research question if we can reduce inference time
while maintaining accuracy by approximting components of Earth system models with deep
learning (DL). The typical workflow in this thesis to answer this question is to generate a
dataset, train a DL method to recreate it, and evaluate inference time and accuracy. The
imagery is from a partial thesis contributions in emulating the flood model NEMO [134].

1.1.3 Deep learning motivation

Developing climate emulators benefits both Earth system modeling and deep learning

research. Emulators pose novel challenges in high-dimensional data, long-term time-

series models, risk sensitive modeling, and embedding physical constraints:

High-dimensional. Earth system data is high-dimensional in the spatial, tem-

poral, and modal dimensions. For example, CMIP6 contains over 300 variables that

describe the Earth state in hourly time-series from 1850-2100 on up to 2160x4320

pixel 10-100km horizontal grids with 1-100 vertical grid cells. All together, CMIP6

contains approximately 20PB of data which is 35-thousand times larger than the

570GB dataset that ChatGPT-3 was trained on [46]. Fitting deep learning models on

such high-dimensional data will require intelligent subselection of learning tasks. In

this thesis, I am proposing a multiscale learning scheme that is detailed in Chapter 3.

Long-term. Most deep learning-based time-series models are accurate for pre-

dictions of 10-100 time steps [107] with state-of-the-art models extending the range

to 1K-16K steps [296]. Earth system models however project over 1M time steps in

the case of hourly predictions (250𝑦𝑟 * 365𝑑/𝑦𝑟 * 24ℎ𝑟/𝑑). It is still unclear if an au-

toregressive, hierarchical, or time-average approach will be most successful to project
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climate risk statistics with deep learning at such long time horizons.

Risk sensitive. Most applications in deep learning are fault-tolerant, for example

when monitoring traffic flows or animal populations. Climate projections, however,

are used in multi-billion dollar decisions that affect human health, such as, flood

instrastructure development. Hence, deep learning methods in climate emulation

ask for deep learning innovations in physical interpretability, robustness, uncertainty

quantification, and robust domain-informed evaluation protocols. This thesis devel-

ops a new protocol to evaluate physical consistency in synthesized satellite imagery

in Chapter 4.

Physical constraints. Lastly, these challenges would likely be insurmountable

if scientists would not have discovered equations, correlations, and causal links that

robustly describe parts of the Earth system. Incorporating this knowledge into deep

learning methods poses new challenges in inductive biases, in- and equivariant archi-

tecture, causal modeling, and hybrid physics-deep learning architectures [255, 138].

This thesis proposes a new hybrid architecture that integrates deep learning into

existing numerical solvers of multiscale chaotic dynamics in Chapter 3.

1.2 Thesis Contributions and Overview of a Climate

Emulator

The contributions of this thesis are summarized under the umbrella of the climate

pocket, an envisioned policy simulation that is displayed in Fig. 1-3. This thesis con-

tributes to the components of such a climate emulator that would map climate policies

to local impacts. Figure 1-4 gives a broad overview of the components: The user’s cli-

mate policy choice is mapped by an energy policy model to greenhouse gas emissions

over time. The emission data forces an emulated Earth system model to forecast low-

resolution (100km) climate variables, such as temperatures, humidities, and pressure

over time. Next, the low-resolution projections are downscaled onto higher-resolution

grids (1km) and fed into a chain of impact models to predict, e.g., probabilities of
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Climate Education Tool
The Climate Pocket

Deforestation

Carbon Tax

Education through
accessible exploration 

of climate policies

Local flood impacts

^
^

Fast and 
trustworthy 

physics-informed 
machine learning

Figure 1-3: This thesis envisions ’the climate pocket’. The climate pocket would be an
online policy simulation that visualizes local sub 1km-scale impacts (flood image) of chosen
climate policies (sliders). A backbone hybrid ML-physics model (left) would quickly emulate
the underlying climate dynamics. Collaborations with social scientists would bring the
forecasts to policy makers as an engaging table top exercise (right). This thesis contributes
to the components of such a high-resolution climate emulator.

storm surge heights. Lastly, the climate impact projections are presented in a tangible

and engaging visualization, such as, the displayed satellite imagery of future flooding.

The thesis contributes to the four areas: dynamical modeling, downscaling, impact

modeling, and visualization.

The three main thesis contributions are summarized as:

� A novel surrogate model that learns subgrid parametrizations with neural op-

erators, titled multiscale neural operator [192], and

� A novel deep learning pipeline to generate physically-consistent visualizations

of climate data with deep generative vision models, titled satellite imagery of

the future [188], and

� Contributions towards improving El Niño forecasts with graph neural networks [50,

266], speeding up flood models with neural operators [134], and downscaling

wind data with deep generative vision models [154].
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Figure 1-4: The system architecture of a climate emulator contains a dynamics, down-
scaling, impact modeling, and visualization component. The thesis contributes within these
four areas.

1.2.1 Dynamics

Within the dynamics module lies the first main thesis contribution. I contribute

a novel hybrid physics-deep learning architecture that is inspired by climate model

parametrizations. Parametrizations are terms in climate models that capture the

influence of subgrid-scale processes, such as cloud formation, onto large-scale patterns

and are one of the largest sources of uncertainty in current climate models [274].

Specifically, I propose Multiscale Neural Operator: Creating Fast PDE Surrogates by

Learning Resolution-variable Subgrid Parametrizations [192, 189]. Multiscale Neural

Operator (MNO) is detailed in Chapter 3 and contributes:

� the first parametrization with neural operators,

� a learning-based multiscale PDE surrogate that

– has quasilinear runtime complexity,

– leverages known large-scale physics,

– is resolution-variable,

– and does not require autodifferentiable solvers, and
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� a demonstration on the chaotic, multiscale equations multiscale Lorenz96 and

preliminary results on quasigeostrophic turbulence.

Towards the goal of deep learning-based emulators of dynamical systems, I also

contributed to Improving El Niño Forecasts with Graph Neural Networks [50], which

is summarized in Chapter 5, and a work in progress on Harnessing data-driven ocean

emulators for fast adjoints [28].

1.2.2 Downscaling

Microclimates are prominently found in urban areas, mountains, or forests. Down-

scaling methods project the ∼ 10 − 100𝑘𝑚 output of global climate models onto

microclimates. Deep learning-based downscaling methods can increase the accuracy

of current statistical downscaling or decrease the runtime of dynamical downscaling

approaches as detailed in Chapter 5.

Towards deep-learning-based downscaling methods I have contributed to:

� WiSoSuper: Benchmarking Super-Resolution Methods on Wind and Solar Data,

described in [154] and Chapter 5,

� work in progress on Diffusion-based models for Probabilistic Downscaling of

Wind Data described in Chapter 6, and

� work in progress onDailyMelt: Diffusion-based Models for Spatiotemporal Down-

scaling of (Ant-)arctic Surface Meltwater Maps in Chapter 6.

1.2.3 Impact modeling

Impact models predict stakeholder-relevant climate impact statistics from downscaled

climate projections. In the case of coastal floods, a chain of hurricane track, flood,

and storm surge model predict storm surge hazard maps [131]. Deep learning-based

emulators have the potential to decrease runtime of these numerical models.

As part of this thesis, I contributed to Digital Twin Earth – Coasts: Developing

a fast and physics-informed surrogate model for coastal floods via neural operators
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in [134] and Chapter 5. Here, we leveraged neural operators to emulate the NEMO

flood model and decreased runtime by a factor of 45x.

1.2.4 Visualization

Lastly, climate impact statistics are communicated to stakeholders in industry, policy,

or the general public. Various communication media and audiences exist. The visual-

ization of flood risks as storm surge hazard maps, for example, is used in community

discussion groups to debate flood instratructure development.

The second main contribution of this thesis is a novel visualization called Satellite

Imagery from the Future: Creating Physically-Consistent Visualizations of Climate

Data with Deep Generative Vision Models [188, 182]. This work leverages deep gen-

erative vision models to synthesize satellite imagery. To do so, I create a novel mode

to visualize climate data and a framework to evaluate physical consistency. Speifically,

the work contributes:

� a novel framework to measure physical consistency in synthetic satellite imagery,

� the first physically-consistent and photorealistic visualization of flood risks as

satellite imagery, and

� the first visualization of planned reforestation projects as satellite imagery.
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Chapter 2

Background and Related Works

2.1 Terminology

This section introduces the common terminology and essential background in function

approximation with deep learning. For the most part this thesis assumes familiarity

with deep learning and references additional resources for further background. I

recommed [29] for concepts in machine learning and pattern recognition, [107] for

deep learning, and [283] for surrogate modeling.

2.1.1 Emulation and function approximation

All contributions in this thesis have been formulized as supervised learning prob-

lems [158]. In a supervised learning problem the goal is to find a function, 𝑓𝜃, with

weights, 𝜃, that map an input, 𝑥, to a prediction, 𝑦, such that, 𝑓𝜃(𝑥) = 𝑦 [158]. The

function and weights are found by minimizing the expected loss over the training

dataset:

E𝑥,𝑦∼𝑋,𝑌ℒ(𝑓𝜃(𝑥), 𝑦) (2.1)

where 𝑥, 𝑦 are randomly sampled pairs from the dataset, 𝐷 = (𝑋, 𝑌 ), and the loss

function, ℒ, is computed between the predictions, 𝑦 = 𝑓𝜃(𝑥), and targets, 𝑦.
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Figure 2-1: Deep learning is a subset of machine learning that refers to the study of
computational models that have multiple processing layers that learn data representations
at multiple levels of abstraction [158]. Image taken from [107].

2.1.2 Deep learning

As visualized in Fig. 2-1, deep learning is a subset of machine learning that refers

to the study of computational models that have multiple processing layers that learn

data representations at multiple levels of abstraction [158]. Deep neural networks

(DNNs) are one of the most commonly used computational model in the field of deep

learning [106].

This thesis uses DNNs as nonlinear function approximators that can learn more

complex functions than other machine learning models such as nonlinear regression,
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support vector machines, Gaussian processes, or random forests [29]. Indeed, neural

networks with infinite units, 𝑛𝑘 → ∞, are universal function approximators [125].

Further, DNNs are easy to implement through open-source libraries [233] and can be

trained via efficient optimization algorithms to approximate high-dimensional func-

tions [323].

A basic building block in DNNs is called multi-layer perceptron, artificial neural

network, or fully-connected neural network (FCNN). FCNNs, 𝑓𝜃, map an input vector

with 𝑛0 elements, 𝑥 ∈ 𝑋 ⊂ R𝑛0 , that is also called feature vector or predictor, to an

output vector with 𝑛𝐾 elements, 𝑦 ∈ R𝑛𝐾 , that is also called prediction. The FCNN

is characterized by the concatenation of nonlinear functions, 𝑧𝑘, as follows:

𝑓𝜃(𝑥) = 𝑧𝐾(𝑥), (2.2)

𝑧𝑘+1(𝑥) = 𝜎(𝑊𝑘𝑧𝑘(𝑥) + 𝑏𝑘),

𝑧0(𝑥) = 𝑥,

where 𝑘 ∈ {0, ..., 𝑛𝐾} indexes the layers, 𝑊𝑘 ∈ R𝑛𝑘×𝑛𝑘−1 is the learned matrix of

weights or parameters, and 𝑏𝑘 ∈ R𝑛𝑘 is the learned bias vector. Further, 𝑧𝑘(𝑥) ∈ R𝑛𝑘

is the hidden state in layer 𝑘 that is also called latent state, learned representation,

or learned features. The FCNN architecture is described by the hyperparameters

𝑛𝑘 ∈ N which is the number of units in each layer, and 𝐾 ∈ N which is the number of

layers, 𝜎 which is the nonlinear activation function. Hyperparameters are parameters

that are not optimized via backpropagation of the loss function and often found via

domain expertise and/or random grid search. A common choice of activation function

is the rectified linear unit (relu), 𝜎 : R → R+ with 𝜎(𝑥) = max(0, 𝑥).

The FCNN is optimized to approximate the target, 𝑦 ∈ 𝑌 ⊂ R𝑛𝐾 , which is also

called predictand or ground-truth. Training or fitting the FCNN refers to finding

the optimal weights, 𝜃* = {𝑊𝑘, 𝑏𝑘}∀𝑘∈{0,...,𝑛𝐾}, that minimize the loss function in. A
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common choice for the loss function, ℒ, is the mean squared error (MSE),

ℒ(𝑓𝜃(𝑥), 𝑦) =
1

𝑛𝐾

∑︁
𝑖=1∈{1,...,𝑛𝐾)}

(𝑦𝑖 − 𝑓𝜃(𝑥)𝑖)
2. (2.3)

The weights are found via an optimization algorithm, such as stochastic gradient

descent or ADAM [146]. An essential step during optimization is to calculate the

gradient of the loss function with respect to the weights in each layer, 𝜕𝐿(𝑓𝜃(𝑥),𝑦)
𝜕𝑊𝑘

, which

is usually done via application of the chain rule and automatic differentation [18] in

process called backpropagation [323].

For a high number of layers, e.g., 𝑘 > 3, one typically refers to the neural net-

works as deep neural networks. Over the years, neural networks have been extended

to various model architectures that embed biases in spatial, temporal, latent, or

graph structure via convolutional neural networks (CNNs), recurrent neural networks

(RNNs), auto encoder-decoders (AEs), or graph neural networks (GNNs), respec-

tively. Other model architectures focus on modifications of the loss function, such as

generative adversarial networks (GANs), normalizing flows (flows) or diffusion-based

models.

In climate data, many spatial patterns are known and Section 2.3.2 reviews how

to incorporate this knowledge into deep learning architectures. A thorough review of

deep neural networks and their variations, properties, optimization, and applications

until 2016 can be found in [106].

2.2 Overview of Relevant Research Fields and Broad

Research Gaps

2.2.1 Emulation, surrogate, and reduced-order modeling

This thesis uses deep neural networks for surrogate modeling. Surrogate models

can be broadly categorized into interpolation-based, projection-based, or hierarchical
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models [283]. In interpolation-based of data-fit models, the original model is usually

approximated by fitting a regression model, such as linear regression, polynomial

approximation, Gaussian processes, random forests, or deep neural networks (DNNs),

to the input-output relationship [208]. Purely data-driven models are non-intrusive,

i.e., can fit black-box models, and hence require little domain expertise, but often

do not respect physical constraints and can fail to generalize beyond the training

data [252, 40, 321, 4]. This thesis considers purely data-driven interpolation-based

surrogates as too computationally expensive to emulate high-resolution (1km) climate

models and thus uses a hierarchical approach.

Most works in climate modeling rely on hierarchical models [274]. These models

use subgrid parametrizations in coarse-grid simulations to capture small-scale pro-

cesses, such as cloud formation [274]. As subgrid parametrizations are tradition-

ally based on heuristics or physical intuition, novel works propose machine learning

models to fit the subgrid parametrizations of coarse-grid to high-resolution simula-

tions [252, 337, 244]. The DNN-based parametrizations show great promise, reduc-

ing the computational cost of numerical simulations one to two orders of magnitude

in comparison to fully-resolved simulations [338, 104], but often suffer from stabil-

ity [252, 64], memory-complexity [8], computational cost of the training data [152],

locality [312], generalization [40], and lack quantified uncertainties. This thesis con-

tributes a new hierarchical surrogate model that uses neural operators to target the

issues of training data and locality in Chapter 3.

Projection-based or reduced order models (ROMs), such as proper orthogonal de-

composition, empirical orthogonal functions, or polynomial chaos expansion (PCE),

project the model evaluations into a lower-order subspace [283, 289, 241]. Projection-

based models can enforce physical-constraints, but often involve expensive compu-

tations or domain expertise [121]. Recent works explore DNNs to replace the com-

putationally expensive sections, but have mostly been demonstrated on simple, el-

liptic or parabolic, non-coupled differential equations [340]. I explored applications

of deep learning to polynomial chaos expansion in [187], but this thesis focuses in-

stead on leveraginmg ideas from projection-based methods to representing subgrid
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parametrizations in Chapter 3.

2.2.2 Links to climate communication

Climate communication is faced with persistent challenges to communicate in deeply

polarized and politicized environments, manage the growing degrees of overwhelm

and hopelessness, and transitioning from awareness and concern into action [207].

Visualizations have become a dominent mode of climate communication. But, many

climate visualizations feature the typical iconography of polar bears, melting glaciers,

extreme weather, globes, and politications [224]. Many of these visualizations can cre-

ate psychological distance, e.g., via portraying distant polar bears, cathartic climate

catastrophes, alienating politicians or protesters, or strongly politized art [313].

Instead, research suggests that modern visualizations of climate change need to:

1) rephrase climate change from an issue of abstract politics and science, to a people-

centered issue, 2) illustrate the link between causes and impacts, 3) and emphasize

solutions [313]. Polls across the US support the misunderstanding in causal links:

72% of Americans believe that global warming is happening but only 57% believe

that is is caused mostly by human activities [197]. Further, solutions need to em-

phasized as only 35% of Americans take action by discussing global warming at least

occassionally [126]

Policy simulations such En-ROADS are one possibility to increase causal under-

standing and action [264]. The causal understanding is created by letting users change

climate policies and inspect the impacts in real-time. However, existing policy simu-

lation only simulate global impacts which are more abstract and personally-irrelevant

than locally tailored climate impact projections. This thesis lays the foundations for

policy simulations with modeling backends that can simulate at a finer than global

resolution and can visualize local climate impacts, specifically, increased flood risks.

Another important element in communicating causal relationships are climate at-

tribution analyses [296]. Especially, extreme events raise the public question if the

event was more likely due to climate change. Attribution analyses require multiple

climate or weather model runs to accurately calculate extreme event occurence proba-
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bilities with and without climate change. Thus deep learning-based climate emulators

could contribute towards reducing the computational cost and make attribution ana-

lyes more accessible.

2.3 Expressing Domain Knowledge from Climate Sci-

ence in Deep Learning

2.3.1 Physics-informed deep learning

Deep learning emulators can be significantly faster than numerical solvers during

inference time. For example, [236] proposes a deep learning emulator of numerical

weather predictions that is multiple orders of magnitude faster than a US operational

weather model. It is less clear how to apply emulators in climate modeling (not

weather). Deep learning-based climate emulators are challenged by high-dimensional

datasets, long-term time series, and risk sensitive applications that require trust. To

complicate things further, the large quantities of data are often correlated and i.i.d.

data is scarce. As a result, deep learning emulators can be fast, but not trusted

for extrapolation tasks, hard to interpret, and too data-hungry [255, 129]. Out of

this forms a wide-spread belief that successful applications of deep learning in Earth

system modeling will be hybrid physical and deep learning methods [255, 141, 129,

142]. We call the broad area of hybrid modeling approaches physics-informed machine

learning (ML).

The motivation for physics-informed machine learning is to combine the trust

and interpretability of physics with the runtime complexity and flexibility of machine

learing methods. Yet, it is largely unknown what the best way to combine physical

knowledge with deep learning methods is [138]. To answer this, many recent works

have integrated physical laws in the input features, model architecture, loss function,

postprocessing, or evaluation. A full review has been gratefully compiled for physics

in general in [138] and weather in [142, 300]. Here, I extend the reviews to discuss

how to incorporate domain knowledge from the climate sciences in spatial inductive
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biases and soft or hard constraints.

2.3.2 Inductive bias, incorporating known spatial correlations,

and how to choose a deep learning architecture

One way to incorporate domain knowledge into deep learning models are inductive

biases [15]. An inductive bias is the set of assumptions that a machine learning al-

gorithm makes on the observed data [202]. In a Bayesian model, inductive biases

are typically incorporated via the choice of prior distribution [13]. Incorporating in-

ductive biases will reduce flexibility, but also reduce the amount of required training

data [103]. In deep learning, inductive biases can be expressed by the choice of input

feature selection, feature transformations, data augmentation, weight initialization,

activation functions, regularization, normalization layers, model architecture, opti-

mization algorithm and others. Much about inductive biases in deep learning is still

unknown. Here, I focus on a very relevant question for climate emulators: ’How can

we incorporate known spatial patterns, modes, and correlations of Earth data into

the model architecture choice?’

To answer this question this subsection and Table 2.1 reviews the most com-

mon model architectures in deterministic supervised learning under the lens of cli-

mate emulation: fully-connected neural networks (FCNNs) [107], convolutional neu-

ral networks (CNNs) [107], graph neural networks (GNNs) [115], neural operators

(NOs) [166], and transformers [83]. This section assumes basic familiarity with each

architecture and otherwise recommends reading the linked reference.

Fully-connected neural networks are often chosen if there are only a few in-

and output features, most commonly in PINNs to map a scalar location, 𝑥, and

time, 𝑡, to a scalar solution, 𝑢, of a PDE, such that, 𝑓fcnn : (𝑥, 𝑡) → 𝑢 [249]. By

default, FCNNs have no spatial inductive bias across the feature dimension as all

units in a layer are connected to all units in the next layer [115]. However, with

FCNNs formulated as, 𝑢 = 𝑓(𝑥, 𝑡), they will have a spectral bias towards learning

functions with low-frequency features [247, 13, 53] (more specifically towards large
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Table 2.1: Spatial inductive biases. Domain knowledge from the Earth sciences can be
expressed in the choice of deep learning architecture. For example, CNNs can be chosen to
learn local patterns, GNNs for non-local teleconnections, and neural operators for known
modes.

Architecture Relations

Spatial

Inductive Bias

In- or

Equivariance

Thesis Application

in Climate

Fully-connected all-to-all low-frequency - [252]

Convolutional
local

convolutions
locality and

shape or texture translation Chapter 4

Graph
message
passing

arbitrary
relations permutation Chapter 5

Neural Operator
spectral

transforms spectral
translation

bias Chapter 3

Transformer attention none
positional
(opt.) Chapter 6

eigenvectors of the neural tangent kernel [315]) and, with ReLu activations, to learn

piecewise linear functions. Some options exist to remove the spectral bias via Fourier

feature transforms [295]. In climate emulation, FCNNs have been chosen to learn local

parametrizations in climate models [252] or downscale climate projections [269] and

it is unclear if the spectral bias contributed to the accuracy or not. Beyond inductive

bias FCNNs are computationally too expensive for high-dimensional in- and outputs,

because the number of weights scales quadratically with the dimensionality of the

(flattened) input. As a result, FCNNs are scarcely used in image, video, or other

high-dimensional data representations.

Convolutional neural networks are currently the go-to choice for deep learning

on images partially due to them scaling linearly with the dimensionality of the (flat-

tened) input [107]. The learned convolutions are shared across the image. This gives

CNNs a locality bias towards learning local feature correlations and translation equiv-

ariance, i.e., the assumption that translating the input will translate the output by an

equal amount [107]. CNNs are also biased towards either shape or texture depending

on the dataset [164] and can be extended to other in- or equivariances [45]. In climate

emulation, CNNs have been chosen for nowcasting [310], seasonal forecasting [113],

weather prediction [89], climate modeling [319], and remote sensing [212]. I have
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chosen CNNs in the Earth Intelligence Engine because of the problem’s local nature

as detailed in Chapter 4. The locality bias and translation equivariance, however,

are not always desired in climate applications. Many climate phenoma are non-local

including, for example, large-scale wave patterns or teleconnections which are links

between weather phenomena at widely separated locations. Further, most climate

phenomena are not translationally equivariant as they are affected by location, for

example, cyclones have different dynamics in higher than lower latitudes. There exist

ways to reduce the locality bias in CNNs such as choosing dilated convolutions [180],

but in this thesis we have chosen other architectures: GNNs to capture teleconnec-

tions in seasonal forecasting in Section 5.1 and neural operators for learning non-local

parametrizations in Chapter 3.

Graph neural networks represent data as nodes and edges and learn graph

convolutions [115]. They have an arbitrary relation bias, i.e., an inductive bias towards

learning relationships between an arbitrary selection of node pairs [115]. Further,

GNNs have an permutation invariance bias, i.e., the prediction is biased maintain

constant under permutations of input nodes [115]. In climate emulation, GNNs are a

powerful method to express knowledge of non-local teleconnections, point observations

of ocean buoys and weather stations, climate networks, and other graph patterns.

Part of this thesis work was the first study of graph neural networks in (sub-)seasonal

forecasting detailed in Chapter 5. Our work was followed by impactful studies of

GNNs in weather forecasting [143] and fluid dynamics [38]. It is unclear for which

climate phenomena the arbitrary relation and permutation invariance bias are suitable

and details are discussed in Chapter 5.

Neural operators apply layers with spectral transformations, such as Fourier

transforms [166], PCA [26], wavelet transforms [111], spherical harmonics, or others.

Inductive biases in neural operators have not yet been studied to a large extent [300].

But, the spectral transformation can be interpreted as feature selection and will intro-

duce inductive biases according to the selection of transform. A Fourier transform,

for example, likely expresses a periodicity bias and a low-frequency bias, if high-

frequencies are cut-off. PCA with eigendecompositions will likely introduce a bias
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towards learning modes that express the high variances first. In climate emulation,

I hypothesize that neural operators will be a very impactful tool due to the many

studies suggesting the existence of spectral modes, such as ENSO, MJO, or other in

climate data. I have use Fourier neural operators to learn parametrizations in chaotic

multiscale dynamics, see Chapter 3.

Transformers are designed to express no spatial inductive biases [82]. Unless

location encodings are used transformers are also positionally invariant, i.e., the po-

sition of patches within an image can be permuted without changing the output [82].

Thus, transformers are known to require the largest amount of data within the men-

tioned model architectures. Transformers have achieved unparalled performance in

natural language modeling, e.g., ChatGPT [46], likely due to the sparsity of inductive

biases and abundance of data. For climate emulation, however, much domain knowl-

edge exists and independent and identically distributed (i.i.d.) data is more limited.

As a result, transformers coudl be too data inefficient and architectures that express

climate knowledge via inductive biases could be more successful. The full utility of

transformers in Earth system modeling is yet undiscovered and as a part of this thesis

I have been helping to explore the combination of transformers and neural operators

for ocean data assimilation [28].

Inductive biases are also incorporated in the selection of temporal (e.g., RNNs,

LSTMs, GRUs, or neural ODEs), probabilistic (e.g., Bayesian neural networks), unsu-

pervised (PCA, VAEs, etc.), semi-supervised learning (metric and constrastive learn-

ing) or other architectures which goes beyond the scope of this thesis and I refer

to [107] for an introduction.

2.3.3 Incorporating known equations via hard or soft con-

straints

Known ordinary (ODEs) or partial differential equations (PDEs) can be incorporated

in deep learning methods via soft and hard constraints. A popular approach to embed

equations as soft constraints is via the loss function [74]. The term physics-informed

39



neural networks (PINNs) has been coined to refer to neural networks that predict a

ODE or PDE solution, 𝑢̂, and then calculate a residual by plugging the solution into

the known equation [249]. The distance of the residual to zero will be used as loss

function, 𝐿 = 𝑓(𝑢̂). I have adopted this approach for exploratory work in uncertainty

quantification in [187]. Outside of this thesis, PINNs have been extended by over

2000 papers as extensively reviewed in [74], and theoretical proofs for consistency,

stability or convergence [278] exist for select equations. In theory, infinite-width fully

connected neural networks can approximate any continuous function [75]. In practice,

however, there is a non-zero global error between the approximated and ground-truth

solution due to the sum of errors that result from the optimization process not con-

verging to the global minimum, expressivity of the chosen deep learning architecture,

and domain shift between train and test data [74]. As a result, incorporating equa-

tions via soft constraints with PINNs is generally not guaranteed to conserve energy

or converge.

The alternative is to incorporate known physical equations as hard constraints.

Two methods for incorporating hard constraints is via the choice of neural network

output layer or postprocessing. In the output layer, choosing a sigmoid activation

function will bound the output to [0, 1] which can be scaled to match the desired

bounds of the target variable [118]. In postprocessing, neural networks can predict

intermediate physical variables from which other consistent variables can be com-

puted via known equations [338, 22]. This thesis uses the idea of hard constraints in

multiscale neural operator by predicting an intermediate variable, the streamfunction,

and then calculating velocities and vorticity from the streamfunction. More intricate

ways of incorporating hard constraints, e.g., in intermediate layers [81] are still an

open research question.
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Chapter 3

Multiscale Neural Operator: Creating

Fast PDE Surrogates by Learning

Resolution-variable Subgrid

Parametrizations

Chapter abstract: Numerical simulations in climate, chemistry, or astrophysics are

computationally too expensive for uncertainty quantification or parameter-exploration

at high-resolution. Reduced-order or surrogate models are multiple orders of magni-

tude faster than high-resolution simulations, but traditional surrogates are inflexible

or inaccurate and pure machine learning (ML)-based surrogates often uninterpretable.

We propose a hybrid, flexible surrogate model that leverages known physics for sim-

ulating large-scale dynamics and limits learning to the hard-to-model term. Here, we

learn the parametrization or closure which captures the effect of fine- onto large-scale

dynamics. This work is the first to learn parametrizations with neural operators.

Using neural operators creates the first resolution-variable, non-local, and flexible

parametrizations. Our multiscale neural operator (MNO) is motivated by a rich

literature in multiscale modeling and has quasilinear instead of quadratic runtime

complexity. MNO is more accurate than a pure machine learning model and base-
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Hard-to-Model Small-Scale DynamicsModeled Large-Scale Dynamics

Multiscale Neural Operator

Grid-independent Neural Operator

(a) Multiscale Neural Operator (b) Quasi-Geostrophic Turbulence

Figure 3-1: Left: Multiscale neural operator (MNO). Explicitly modeling all scales of
Earth’s weather is too expensive for traditional and learning-based solvers [227]. MNO dra-
matically reduces the computational cost by modeling the large-scale explicitly and learning
only the effect of fine- onto large-scale dynamics; such as turbulence slowing down a river
stream. We embed a resolution-variable neural operator in the large-scale physical simula-
tions as a “parametrization“, conceptually similar to stacking dolls [284]. Right: Quasi-
Geostrophic (QG) turbulence. We choose QG turbulence to illustrate MNO on high-
dimensional and turbulent climate data. MNO predicts the coarse-grained parametrization
(right) from a low-resolution vorticity input (mid). The non-local and periodic nature of
the parametrization motivates using neural operators.

line parametrizations as demonstrated on two chaotic equations from atmospheric

modeling: multiscale Lorenz96 and quasi-geostrophic turbulence.

3.1 Introduction and Contributions

Climate change increases the likelihood of storms, floods, wildfires, heat waves, bio-

diversity loss and air pollution [127]. Decision-makers rely on climate models to

understand and plan for changes in climate, but current climate models are compu-

tationally too expensive: as a result, they are hard to access, cannot predict local

changes (< 10𝑘𝑚), fail to resolve local extremes (e.g., rainfall), and do not reliably

quantify uncertainties [227]. For example, running a global climate model at 1𝑘𝑚 res-

olution can take ten days on a 4888×GPU node supercomputer, consuming the same

electricity as a coal power plants generates in one hour [98]. Similarly, in molecular

dynamics [16], chemistry [19], biology [335], energy [342], astrophysics or fluids [85],

scientific progress is hindered by the computational cost of solving partial differential

equations (PDEs) at high-resolution [138]. We are proposing a surrogate in Fig. 3-1
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that runs at low-resolution and then learns a corrective error term.

Surrogate or emulator models are fast, reduced-order approximations of numer-

ical simulations [243] and of significant interest in physics-informed machine learn-

ing [142, 255, 141, 101]. Machine learning (ML)-based surrogates have simulated

PDEs up to 1 − 3 orders of magnitude faster than traditional numerical solvers and

are more flexible and accurate than traditional surrogate models [138]. However, pure

ML-based surrogates are too data-hungry [253]; so, hybrid ML-physics models are cre-

ated, for example, via incorporating known symmetries [45, 16] or equations [325].

Most hybrid models represent the solution at the highest possible resolution which

becomes computationally infeasible in multiscale or very high-resolution physics; even

at optimal runtime [237, 238].

As depicted in Figs. 3-1 and 3-2, we simulate multiscale physics by running easy-

to-acces large-scale models and focusing learning on the challenging task: How can

we model the influence of fine- onto large-scale dynamics, i.e., what is the subgrid

parametrization term? The lack of accuracy in current subgrid parametrizations, also

called closure or residual terms, is one of the major sources of uncertainty in multi-

scale systems, such as turbulence or climate [227, 104]. Learning subgrid parametriza-

tions can be combined with incorporating equations as soft [249] or hard [23] con-

straints. Various works learn subgrid parametrizations, but are either inaccurate,

hard to share or inflexible because they are local [104], resolution-dependent [157],

or domain-specific [20], respectively as detailed in Section 3.2. Here, we formulate

the parametrization problem as learning non-local, resolution-variable neural opera-

tors [5].

We propose, multiscale neural operator (MNO), a novel learning-based PDE sur-

rogate for multiscale physics with the key contributions:

� The first surrogate to approximate parametrizations via neural operators.

� A learning-based multiscale PDE surrogate that has quasilinear runtime com-

plexity, leverages known large-scale physics, is resolution-variable, and does not

require autodifferentiable solvers.

� Demonstration of the surrogate on the chaotic, coupled, multiscale PDEs: mul-
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tiscale Lorenz96 and quasi-geostrophic turbulence.

3.2 Related Works

We embed our work in the broader field of physics-informed machine learning and

surrogate modeling. We propose the first surrogate that corrects a coarse-grained

simulation via learned, resolution-variable, non-local parameterizations.

Direct numerical simulation. Despite significant progress in simulating physics

numerically it remains prohibitively expensive to repeatedly solve high-dimensional

partial differential equations (PDEs) [138]. For example, finite difference, element,

volume, and (pseudo-) spectral methods have to be re-run for every choice of initial

or boundary condition, grid resolution, or parameters [91, 36]. The issue arises if the

chosen method does not have optimal runtime, i.e., does not scale linearly with the

number of grid points, which renders it infeasibly expensive for calculating ensem-

bles [36]. Select methods have optimal or close-to-optimal runtime, e.g., quasi-linear

𝑂(𝑁 log𝑁), and outperform machine learning-based methods in runtime and accu-

racy, but their implementation often requires significant problem-specific adaptations;

for example multigrid [43] or spectral methods [36]. We define a ’flexible’ method as a

method that requires few or no domain-specific adaptations. We acknowledge the ex-

istence of impressive resarch directions towards optimal and flexible non-ML solvers,

such as the spectral solver called Dedalus [48], but advocate to simultaneously explore

easy-to-adapt ML methods to create fast, accurate, and flexible surrogate models.

Surrogate modeling. Surrogate models are approximations, lightweight copies,

or reduced-order models of PDE solutions, often fit to data, and used for parameter

exploration [263] or uncertainty quantification [283, 243, 187]. Surrogate models via

SVD/POD [59], Eigendecompositions/KLE [100], Koopman operators/DMD [327],

take simplying assumptions to the dynamics, e.g., linearizing the equations, which

can break down in high-dimensional or nonlinear regimes [243]. Instead, our work

leverages the expressiveness of neural operators as universal approximations [62] to
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Multiscale Neural Operator

Large-scale 

model

Neural 

Operator

(a) Model Architecture

(b) Multiscale Lorenz96

Figure 3-2: Left: Model Architecture. A physics-based model, 𝒩 , can quickly propagate
the state, 𝑢̄𝑡, at a large-scale, but will accumulate the error, ℎ = 𝒩 (𝑢) − 𝒩 𝑢̄. A neural
operator, 𝒦𝜃, wraps the computational and implementation complexities of unmodeled fine-
scale dynamics into a non-local and resolution-variable term, ℎ̂, that iteratively corrects
the large-scale model. Right: Multiscale Lorenz96. We demonstrate multiscale neural
operator (MNO) on the multiscale Lorenz96 equation, a model for chaotic atmospheric
dynamics. Image: [251]

learn fast high-dimensional surrogates that are accurate in nonlinear regimes [186,

338, 72, 220]. Pure ML-based surrogate models have shown impressive sucess

in approximating dynamical systems from ground-truth simulation data – for ex-

ample with neural ODEs [244, 64, 119], GNNs [37, 50], CNNs [287], neural opera-

tors [166, 5, 236, 177, 134], RNNs [137, 253], GPs [57], reservoir computing [234, 220],

or transformers [60] – but, without incorporating physical knowlege become data-

hungry or poor at generalization (see [138, 24] and Fig. 3-7).

Physics-informed machine learning. Two main approaches of incorporating

physical knowledge into ML systems is via known symmetries [45] or equations [138].

Our approach leverages known equations for computing a coarse-grid prior; which

is complementary to using known equations as soft [249, 159, 339, 331, 341, 335]
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or hard constraints [108, 190, 23, 81, 22, 135] as these methods can still be used

to constrain the learned parametrization. In terms of symmetry, our approach has

a translational equivariance bias via Fourier transformations [166], but can be ex-

tended to other frameworks that embed in- or equivariance of PDEs [223] to rota-

tional [97, 298], Galilean [330, 239], scale [24], translational [293], reflectional [70] or

permutational [344] transformations.

The field of physics-informed machine learning is very broad, as reviewed most

recently in [325] and [138, 54, 139]. We focus on the task of learning fast and accu-

rate surrogate models when a fine-scale simulated dataset and a fast and approximate

coarse-grained simulation is available. This task differs from other interesting research

areas in equation discovery or symbolic regression [47, 173, 174, 171, 242], downscal-

ing or superresolution [332, 31, 154, 288, 309, 109], design space exploration or data

synthesis [65, 58], controls [27] or interpretability [302, 199]. Our work is comple-

mentary to data assimilation or parameter calibration [132, 133, 140, 342, 33] which

generally fit to observational data instead of models and differs from inverse modeling

and parameter estimation [230, 114, 336, 172] which usually fit parametrizations that

are independent of the previous state.

Correcting coarse-grid simulations via parametrizations. Problems with large

domains are often solved via multiscale methods, as defined in [237]. Multiscale meth-

ods simulate the dynamics on a coarse-grid and capture the effects of small-scale

dynamics that occur within a grid cell via additive terms, called subgrid parametriza-

tions, closures, or residuals [237, 200]. The term multiscale thus also refers to models

with only two scales [237]. Existing subgrid parametrizations for many equations are

still inaccurate [320] and ML outperformed them by learning parametrizations di-

rectly from high-resolution simulations; for example in turbulence [85], climate [104],

chemistry [116], biology [238], materials [170], or hydrology [21]. The majority of

ML-based parametrizations, however, is local [104, 221, 39, 41, 42, 338, 51, 21, 116,

170, 239, 169, 230, 330, 251], i.e., the in- and output are variables of single grid points,

which assumes perfect scale separation, for example, in isotropic homogeneous turbu-
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lent flows [226]. However, local parametrizations are inaccurate; for example in the

case of anisotropic nonhomogeneous dynamics [226, 312], for correcting global error of

coarse spectral discretizations [36], or in large-scale climate models [84, 234]. More re-

cent works propose non-local parametrizations, but their formulations either rely on a

fixed-resolution grid [312, 30, 157, 347, 61], an autodifferentiable solver [305, 281, 95],

or are formulated for a specific domain [20]. A single work proposes non-local and

resolution-variable parametrizations [235], but requires the explicit representation of

a high-resolution state which is computationally infeasible for large domains, such as

in climate modeling. We propose resolution-variable and non-local parametrizations

via neural operators to create fast and accurate surrogates.

Neural operators for resolution-variable, non-local parametrizations. Most

current learning-based non-local parametrizations rely on FCNNs, CNNs [157], or

RNNs [61], which are mappings between finite-dimensional spaces and dependent

on the spatial resolution. As a result, CNNs for example require by default to be

retrained after changing the grid resolution. Neural operators use a global kernel

to learn mappings in between infinite-dimensional function spaces [153] similar to

Laplacian, Hessian, or Jacobian. Neural operators lift the input from a spatial into

a spectral state via a Fourier [166], Eigen- [25], graph kernel [165, 5] or other trans-

form [177]. As a result, Fourier neural operator (FNO) for example is resolution-

variable, as defined in Appendix A.6.1. We are the first to formulate neural operators

for learning parametrizations.

3.3 Approach

We propose multiscale neural operator (MNO): a surrogate model with quasilinear

runtime complexity that corrects known coarse-grained simulations via a learned

resolution-variable, non-local parametrization. Similar to other concurrently devel-
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oped parametrizations [162], MNO propagates the dynamics according to:

𝜕𝑢̄

𝜕𝑡⏟ ⏞ 
Corrected Large-scale Dyn.

= 𝒩 (𝑢̄)⏟  ⏞  
Large-scale Dyn.

+ 𝒦𝜃(𝑢̄)⏟  ⏞  
Parametrization

(3.1)

3.3.1 Multiscale neural operator

Partial differential equations. We focus on partial differential equations (PDEs)

that can be written as initial value problem (IVP) via the method of lines [326]. The

PDEs in focus have one temporal dimension, 𝑡 ∈ [0, 𝑇 ] =: 𝐷𝑡, and (multiple) spatial

dimensions, 𝑥 = [𝑥1, ..., 𝑥𝑑]
𝑇 ∈ 𝐷𝑥, and can be written in the iterative, explicit,

symbolic form [91]:

𝜕𝑢

𝜕𝑡
−𝒩 (𝑢) = 0 with 𝑡, 𝑥 ∈ [0, 𝑇 ]×𝐷𝑥

𝑢(0, 𝑥) = 𝑢0(𝑥), ℬ[𝑢](𝑡, 𝑥) = 0 with 𝑥 ∈ 𝐷𝑥, (𝑡, 𝑥)∈[0, 𝑇 ]×𝜕𝐷𝑥

(3.2)

In our case, the (non-)linear operator, 𝒩 , encodes the known physical equations;

for example a combination of Laplacian, integral, differential, etc. operators. Further,

𝑢 : 𝐷𝑡 ×𝐷𝑥 → 𝐷𝑢 is the solution to the initial values, 𝑢0 : 𝐷𝑥 → 𝐷𝑢, and Dirichlet,

ℬ𝐷[𝑢] = 𝑢−𝑏𝐷, or Neumann boundary conditions, ℬ𝑁 [𝑢] = 𝑛𝑇𝜕𝑥𝑢−𝑏𝑁 , with outward

facing normal on the boundary, 𝑛⊥𝜕𝐵.

Scale separation. We transfer a concept from the rich and mathematical literature

in multiscale modeling [237] to consider a filter kernel operator, 𝒢*, that creates the

large-scale solution, 𝑢̄(𝑥) = 𝑢(𝑥) + 𝑢′(𝑥), where 𝑢′ are the small-scale deviations

and ·̄ denotes the filtered variable, 𝜑(𝑥) = 𝒢 * 𝜑 =
∫︀
𝐷𝑥
𝐺(𝑥, 𝑥′)𝜑(𝑥′)𝑑𝑥′. Assuming

the kernel, 𝐺, 1) preserves constant fields, 𝑎̄ = 𝑎, 2) commutes with differentiation,

[𝒢*, 𝜕
𝜕𝑠
] with 𝑠=𝑥, 𝑡, and 3) is linear, 𝜑+ 𝜓 = 𝜑 + 𝜓 [226], we can compute the

coarse-grained version of Eq. (3.2) as:

𝒢 * 𝜕𝑢
𝜕𝑡

=
𝜕𝑢̄

𝜕𝑡
= 𝒢 * 𝒩 (𝑢)

= 𝒩 (𝑢̄) + [𝒢*,𝒩 ](𝑢)

(3.3)
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where 𝒩 (𝑢̄) are the dynamics from plugging the coarse-grained solution into the

known large-scale equations. Propagating the coarse-grained solution introduces an

error, ℎ(𝑢) := [𝒢*,𝒩 ](𝑢) = 𝒢 * 𝒩 (𝑢)−𝒩 (𝒢 * 𝑢), which is called the subgrid(-scale)

parametrization, closure, or commutation error.

Approximations of the subgrid parametrization as an operator that acts only on

the coarse-grained solution, 𝑢̄, require significant domain expertise and are derived

on a problem-specific basis. In the case of isotropic homogeneous turbulence, for

example, the subgrid parametrization can be approximated as the spatial derivative

of the subgrid stress tensor, [𝒢*,𝒩 ](𝑢̄)turbulence ≈ 𝜕𝜏𝑖𝑗
𝜕𝑥𝑗

=
𝜕𝑢′𝑖𝑢

′
𝑗

𝜕𝑥𝑗
[226]. The goal in

ML-based parametrizations is to improve accuracy and reduce the derivation time for

new problems [239, 169, 230, 330].

Multiscale neural operator. We approximate the subgrid parametrization, [𝒢*,𝒩 ] ≈:

ℎ, via learning a neural operator on training data from a high-resolution simulation.

Let 𝒦𝜃 be a neural operator with the mapping:

[𝒢*,𝒩 ] ≈ 𝒦𝜃 : 𝑈̄(𝐷𝑥;R𝑑𝑢) → 𝐻(𝐷𝑥;R𝑑𝑢) (3.4)

where 𝜃 are the learned parameters and 𝑈̄ , 𝐻 are separable Banach spaces of all

continuous functions, 𝑢̄, ℎ, taking values, R𝑑𝑢 , defined on the bounded, open set,

𝐷𝑥 ⊂ R𝑑𝑥 , with norm ||𝑓 ||𝑈̄ = ||𝑓 ||𝐻 = max𝑥∈𝐷𝑥 |𝑓(𝑥)|. We embed the neural operator

as an autoregressive model such that the final multiscale neural operator (MNO)

model is:

𝑢̄(𝑡+∆𝑡) =

∫︁ 𝑡+Δ𝑡

𝑡

𝒩 (𝑢̄(𝜏)) +𝒦𝜃(𝑢̄(𝜏))𝑑𝜏 (3.5)

where the integral
∫︀ 𝑡+Δ𝑡

𝑡
𝜏 is solved with a finite difference method, such as the

Euler or 4th order Runge-Kutta method. MNO uses the mean-square error (MSE)

between the ground-truth, ℎ(𝑢), and predicted parametrization, ℎ̂ := 𝒦𝜃(𝑢̄) = 𝒦𝜃(𝒢 *

𝑢), as loss function, ℒ. We discuss alternative probabilistic, adversarial, physics-

informed, or temporal loss functions in Appendix A.1.
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Loss = E𝑡E𝑢̄|𝑢(𝑡)∼𝑝(𝑡)ℒ [𝒦𝜃(𝑢̄(𝑡)), ℎ(𝑢(𝑡))] (3.6)

The ground-truth data, 𝑢(𝑡) ∼ 𝑝(𝑡), is generated by integrating a high-resolution

simulation with varying parameters, initial or boundary conditions and uniformly

sampling time snippets according to the distribution 𝑝(𝑡). During training, the model

inputs are calculated by coarse-graining the high-resolution simulation at every time-

step, 𝑢̄(𝑡) = 𝒢 * (𝑢(𝑡)). The ground-truth parametrizations, ℎ(𝑢(𝑡)), are calculated as

functions of the high-resolution solution as detailed in Eq. (3.7) and Eq. (3.9). During

inference MNO is initialized with a large-scale state and integrates the dynamics in

time via coupling the neural operator and a large-scale simulation.

Choice of neural operator. Our formulation is general enough to allow the use of

many operators, such as Fourier [166], PCA-based [25], low-rank [145], Graph [165]

operators, or DeepOnet [314, 177]. Because DeepONet [177] focuses on interpolation

and assumes fixed-resolution sensor data, we decided to embed Fourier Neural Oper-

ator (FNO) [166] in MNO. We reimplemented the same FNO architecture as in [166]

to be parallelizable on large-scale datasets and tuned hyperparameters, as detailed

in Appendix A.5.1. FNO is a universal approximator of nonlinear operators [153, 62]

and can be formulated as autoregressive model [166, 236]. FNO is resolution-variable,

i.e., it can be trained and tested on equispaced grids of different size and resolution in

spatial space. The spectral resolution is fixed once the model is trained and error is

constant across different spatial resolutions, as discussed in Appendix A.6.1 and [166]-

Fig.3). We chose FNO due to the inductive biases of a Fourier transform; in climate

modeling many spatiotemporal phenomena can be described as recurring frequencies

or modes [290] which is implicitly assumed in the FNO architecture [300]. In com-

parison, a CNN would have introduced a locality bias [107]. A Fourier transform

is translationally symmetric on a torus and, in our case, introduces an appropriate

translational symmetry bias for multiscale Lorenz96 and QG turbulence. There are

many known equi- and invariances of the subgrid parametrization term [226, 239]

which could be incorporated in future design of neural operators.
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3.3.2 Illustration of MNO via multiscale Lorenz96

We illustrate the idea of MNO on a canonical model of atmospheric dynamics, the

multiscale Lorenz96 equation [175, 299]. This PDE is multiscale, chaotic, time-

continuous, space-discretized, 1D, nonlinear, displayed in Fig. 3-2-right and detailed in

Appendix A.3. Most importantly, the large- and small-scale solutions, 𝑋𝑘 ∈ R, 𝑌𝑗,𝑘 ∈

R ∀ 𝑗 ∈ {0, ..., 𝐽}, 𝑘 ∈ {0, ..., 𝐾}, demonstrate the curse of dimensionality : the num-

ber of the small-scale states grows exponentially with scale and explicit modeling be-

comes computationally expensive. Solving the full small-scale dynamics in Eq. (A.3),

for example, is quadratic: 𝑂(𝑁2) = 𝑂(𝐽𝐾). The large-scale portion is as follows:

𝜕𝑋𝑘

𝜕𝑡
=𝑋𝑘−1(𝑋𝑘+1−𝑋𝑘−2)−𝑋𝑘+𝐹⏟  ⏞  

Large-scale Dyn.:
𝜕𝑋̄𝑘
𝜕𝑡

−ℎ𝑠𝑐
𝑏

𝐽−1∑︁
𝑗=0

𝑌𝑗,𝑘(𝑋𝑘)⏟  ⏞  
Parametrization: ℎ

,
(3.7)

where 𝐹 is the forcing, ℎ𝑠 the coupling strength, 𝑏 the relative magnitude of scales, and

𝑐 the evolution speed. With the multiscale framework from Section 3.3.1, we define the

solution, 𝑢(𝑥), operator, 𝒩 (𝑢)(𝑥), and kernel, 𝐺(𝑥, 𝑥′), as detailed in Appendix A.3.1.

MNO then learns the parametrization term via a neural operator, 𝒦𝜃 = ℎ̂ ≈ ℎ,

and models:

𝜕𝑡
ˆ̄𝑋𝑘 = 𝜕𝑡𝑋̄𝑘 +𝒦𝜃(

ˆ̄𝑋0:𝐾)(𝑘) (3.8)

with the abbreviation, 𝜕𝑡 = 𝜕
𝜕𝑡
. The known large-scale dynamics without parametriza-

tion are, 𝜕𝑡𝑋̄𝑘, and the corrected large-scale dynamics, 𝜕𝑡 ˆ̄𝑋𝑘. The ground-truth

parametrization is ℎ(𝑥) = {−ℎ𝑠𝑐
𝑏

∑︀𝐽−1
𝑗=0 𝑌𝑗,𝑘(𝑋𝑘) if 𝑥 = 𝑘(𝐽+1) ∀𝑘 ∈ {0, . . . , 𝐾} and 0 otherwise}.

See Appendix A.4 for all terms.

The parametrization, 𝒦𝜃, accepts inputs that are sampled anywhere inside the

spatial domain, which differs from previous local [251] or resolution-dependent [61]

multiscale Lorenz96 parametrizations.

We create the ground-truth data via randomly sampled initial conditions, periodic

boundary conditions, and integrating the coupled equation with a 4th-order Runge-

Kutta solver. After a Lyapunov timescale the state is independent of initial conditions
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and we extract 4K snippets with 𝑇/∆𝑡 = 400steps length, corresponding to 10 Earth

days, for 1-step training. During test the model is run autoregressively on 1K samples

from a different initial condition, as detailed in Appendix A.3.

3.3.3 MNO for 2D Quasi-Geostrophic Turbulence

We further demonstrate MNO on a turbulent set of 2D Navier-Stokes equations. One-

layer quasi-geostrophic (QG) turbulence shown in Fig. 3-1b is a widespread model for

atmospheric turbulence at the equator and derived in Appendix A.2 and [196, 95].

Filtering out the small-scales lets us write QG turbulence for simulating vorticity, 𝜔̄,

in the parametrized large-scale equation:

𝜕𝑡𝜔̄ = −𝐽(𝜓, 𝜔̄) + 𝜈∇2𝜔̄ − 𝜇𝜔̄ − 𝛽𝜕𝑥𝜓 + 𝐹⏟  ⏞  
Large-scale Dyn: 𝒩 (𝜔̄)

+ 𝐽(𝜓, 𝜔̄)− 𝐽(𝜓, 𝜔)⏟  ⏞  
Parametrization: ℎ(𝜔)

, (3.9)

where 𝜓 is the streamfunction with 𝜔̄ = ∇2𝜓 and 𝒩 the nonlinear operator of the

known large-scale dynamics. The constant parameters are turbulent viscosity, 𝜈,

linear drag coefficient, 𝜇, and Rossby parameter, 𝛽. The source term, 𝐹 , is chosen to

induce significant turbulence with Reynolds number Re = 22× 104.

In the case of QG turbulence, calculating the nonlinear Jacobian operator, 𝐽(𝜓, 𝜔),

from a filtered state is analytically infeasible. Hence, we choose a neural operator,

𝒦𝜃, to learn the mapping from the filtered state, 𝜔̄, to the ground-truth subgrid

parametrization, ℎ, at 128 × 128 × 1 large-scale resolution. The final multiscale

neural operator for QG turbulence is:

𝜕𝑡𝜔̄(𝑥, 𝑦) = 𝒩 (𝜔̄)(𝑥, 𝑦) +𝒦𝜃(𝜔̄)(𝑥, 𝑦) (3.10)

3.4 Results

Our results demonstrate that multiscale neural operator (MNO) is faster than direct

numerical simulation, generates stable solutions, and is more accurate than current

parametrizations. We now proceed to discussing each of these in more detail.
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Figure 3-3: MNO is faster than direct numerical simulation. Our proposed multiscale
neural operator (orange) can propagate multiscale PDE dynamics in quasilinear complexity,
𝑂(𝑁 log𝑁). For a grid with 𝐾 = 215, MNO is ∼ 1000-times faster than direct numerical
simulation (black) which has quadratic complexity, 𝑂(𝑁2)

3.4.1 Runtime complexity: MNO is faster than a traditional

PDE solver

MNO (orange in Fig. 3-3) has quasilinear, 𝑂(𝑁 log𝑁), runtime complexity in the

number of large-scale grid points, 𝑁=𝐾, in the multiscale Lorenz96 equation. The

runtime is dominated by a lifting operation, here a fast Fourier transform (FFT),

which is necessary to learn spatial correlations in the spectral space. In comparison,

the direct numerical simulation (black) has quadratic runtime complexity, 𝑂(𝑁2),

because of the explicit representation of 𝑁2=𝐽𝐾 small-scale states. Both models are

linear in time, 𝑂(𝑇 ). Local parametrizations can achieve optimal runtime, 𝑂(𝑁), but

it is an open question if there exists a spectral transform other than FFT that yields

a non-local model in optimal runtime.

We ran MNO up to a resolution of 𝐾 = 224, which would equal 75𝑐𝑚/𝑝𝑥 in a

global 1D (space) climate model and only took ≈ 2𝑠 on a single CPU. MNO is three

orders of magnitude (1000-times) faster than DNS, at a resolution of 𝐾 = 215 or

200𝑚/𝑝𝑥. For 2D or 3D simulations the gains of using MNO vs. DNS are even higher

with 𝑂(𝑁2 log𝑁) vs. 𝑂(𝑁4) and 𝑂(𝑁3 log𝑁) vs. 𝑂(𝑁6), respectively [144]. The

runtime comparison is detailed in Appendix A.5.2. We focus on a runtime comparison,

but MNO might also have significant savings in memory: representing the state at

𝐾 = 217 in double precision occupied 64GB RAM in our DNS and 0.5MB in MNO.
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Method RMSE

Climatology 6.902
Traditional parametrizations 2.326
ML-based parametrization
[252] 2.053
MNO (ours) 0.5067

Figure 3-4: Left: MNO is more accurate than traditional parametrizations. A
sample trajectory illustrates how MNO (yellow/orange-dotted) can forecast the large-scale
physics (black-solid), 𝑋𝑘=0(𝑡). In comparison, ML-based blue-dotted) and traditional (red-
dotted) parametrizations quickly start to diverge. Note that the system is chaotic and small
deviations are rapidly amplified; even inserting the exact parametrizations in float32 instead
of float64 quickly diverges. Right: Accuracy. MNO is more accurate than traditional
parametrizations as measured by the root mean-square error (RMSE).

3.4.2 MNO is more accurate than traditional parametriza-

tions

Figure 3-4-left shows a forecasted trajectory of a sample at the left boundary, 𝑘 = 0,

where MNO (orange-dotted) accurately forecasts the large-scale dynamics, 𝑋0(𝑡),

(black-solid) while current ML-based (blue-dotted) [104] and traditional parametriza-

tions (red-dotted) quickly diverge. The quantitive comparison of RMSE and a mean/std

plot Fig. 3-4 over 1𝐾 samples and 200steps or 10days (∆𝑡 = 0.005 = 36min) confirms

that MNO is the most accurate in comparison to ML-based parametrizations, tradi-

tional parametrizations, and a mean forecast (climatology). Note, the difficulty of the

task: when forecasting chaotic dynamics even numerical errors rapidly amplify [226].

ML-based parametrizations is a state-of-the-art (SoA) model in learning parametriza-

tions and trains a ResNet to forecast a local, resolution-variable parametrization,
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ℎ𝑘 = NN(𝑋𝑘), similar to [104]. The traditional parametrizations (trad. param.)

are often used in practice and use linear regression to learn a local, resolution-variable

parametrization [200]. It was suggested that multiscale Lorenz96 is too easy as a

test-case for offline evaluation because traditional parametrizations already perform

well [250], but the significant difference between MNO and Trad. Params. shows

that online evaluation is still interesting. The climatology forecasts the mean of

the training dataset, 𝑋𝑘(𝑡) = 1/𝑇
∑︀𝑇

𝑡=0 1/𝑁
∑︀𝑁

𝑖=0𝑋𝑘,𝑖(𝑡). The full list of hyperpa-

rameters and model parameters can be found in Appendix A.5.3. The accuracy gain

likely stems from a change from local to global receptive fields of the parametriza-

tion. A comparison with CNNs or physics-constrained architectures [249, 81] are

interesting, but would evaluate different aspects which were out of scope, as detailed

in Appendix A.5.3.

3.4.3 MNO on time-series

Figure 3-5 shows that predicting Lorenz96’s large-scale dynamics with MNO is em-

pirically stable, i.e., the error does not diverge to infinity over time. We first plot a

randomly selected sample of the first large-scale state, 𝑋𝑘=0(𝑡) (left-black), to illus-

trate that the prediction is bounded. The MNO prediction (left-yellow) follows the

ground-truth up to an approximate horizon of, 𝑡 = 1.8 or 9 days, then differs from

the ground-truth solution, but stays within the bounds of the ground-truth predic-

tion and does not diverge to infinity. The RMSE over time in Figure 3-5-right shows

that MNO (yellow) is approximately more accurate than current ML-based (blue)

and traditional (red) parametrizations for ≈ 100%-longer time, measuring the time

to intersect with climatology. Despite the difficulty in predicting chaotic dynamics,

the RMSE of MNO reaches a plateau, which is slightly above the optimal plateau

given by the climatology (black). The RMSE is defined in Appendix A.5.4.
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Figure 3-5: MNO on long-term time series. MNO can propagate a sample state,
𝑋𝑘=0(𝑡), over a long time horizon without diverging to infinity (left). The right plot shows
that the RMSE of MNO plateaus for long-term forecasts, further confirming stability. Fur-
ther, MNO (yellow) maintains accuracy longer than ML-based parametrizations (blue) and
a climatology (black).

3.4.4 MNO in higher dimensions: quasi-geostrophic turbu-

lence

Figure 3-6 shows that MNO learns to predict large- and small-scale patterns in the

subgrid parametrization. Quantitative analysis on the test set confirms that MNO is

more accurate than a baseline parametrization that predicts the mean parametrization

of the training set, called null param.: RMSE of 8.3723𝑣𝑠.74.3126. Integrating the

dynamics over time in Fig. 3-7 shows that the hybrid models, MNO and null param.,

are more accurate than a pure machine learning (ML)-based surrogate. For the pure

ML surrogate, we trained a Fourier Neural Operator for autoregressive forecasting of

the coarse-grained vorticity: 𝜔̄𝑡+1 = 𝐹𝑁𝑂(𝜔̄𝑡), as detailed in Appendix A.5.3. While
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LR vorticity 
input

MNO param.
(ours)

Null
param.

Ground-truth 
param. 

RMSE: 8.3723 RMSE: 74.3126

Figure 3-6: MNO for Quasi-Geostrophic Turbulence. MNO can predict most large-
and small-scale patterns of the ground-truth subgrid parametrization, given the low-
resolution vorticity input. The RMSE is 9x lower than a baseline that predicts the mean
parametrization of the training set which is zero.

Ground-truth LR vorticity MNO (ours) Null param. Pure ML FNO

RMSE: 0.8114 RMSE: 0.9052 RMSE: 28.9987

Figure 3-7: If rolled out over time, a pure machine learning-based model, here Fourier
Neural Operator (FNO), diverges from the ground-truth vorticity, 𝜔̄𝑡100 , after ≈ 100 time
steps whereas the hybrid models, MNO and Null Param., follow it more accurately.

MNO slightly outperforms a baseline parametrization in the integrated forecast, the

difference is only marginal. The authors presume that extending the underlying

neural operator architecture could improve the integrated forecast, for example, by

incorporating temporal information or multiresolution spectral transforms, such as

multiwavelets. Appendix A.5.1 shows more results over larger predictions horizons.

3.5 Limitations and Future Work

We demonstrated the accuracy, speed, and stability of MNO on chaotic multiscale

Lorenz96 and accuracy on quasi-geostrophic turbulence. MNO can be extended to

parametrize non-local processes in global climate models, such as squall lines [312],

clouds [227], or gravity waves [90].
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MNO embeds the original FNO architecture where the spatial resolution and grid

size can be varied between train and test, but assumes an equispaced grid, fixed

spectral resolution, and a certain subset of initial and boundary conditions. Fu-

ture work could capture local discontinuities, e.g., along coastlines [134] with mul-

tiwavelets [110], incorporate non-periodic boundaries via Chebyshev polynomials, or

use Fourier transforms for non-equispaced grids [86], as detailed in Appendix A.6.

We implemented MNO to be myopic, i.e., we do not incorporate time in the

feature or latent space, because it might theoretically suffice for chaotic dynamics [167,

162]. However, we believe that combining MNO with temporal learning schemes,

such as, a posteriori learning [95], Neural ODEs [64], CNN-LSTMs [204], reservoir

computing [234], or FourCastNet [236], shows significant promise. We are particularly

interested in combining MNO with the pushforward trick [37] to create a temporal

parametrization that does not require an autodifferentiable solver. Combining MNO

with hard constraint models could also extend the prediction horizon; this is exciting

as there exist known symmetries for many parametrizations [239].

3.6 Conclusion

We proposed a hybrid physics-ML surrogate of multiscale PDEs that is quasilinear,

accurate, and stable. The surrogate limits learning to the influence of fine- onto

large-scale dynamics and uses neural operators for a resolution-variable, non-local

subgrid parametrization. We demonstrated multiscale neural operator on the chaotic

systems: multiscale Lorenz96 and quasi-geostrophic turbulence. MNO is faster than

direct numerical simulation (𝑂(𝑁 log𝑁) vs. 𝑂(𝑁2)) and more accurate (≈ 100%

longer prediction horizon) than baseline parametrizations for multiscale Lorenz96.

With the reduction in runtime MNO could enable rapid parameter exploration and

robust uncertainty quantification in complex climate models.
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3.6.1 Ethics Statement

Climate change is a defining challenge of our time and environmental disasters will

become more frequent: from storms, floods, wildfires and heat waves to biodiver-

sity loss and air pollution [127]. The impacts of these environmental disasters will

likely be unjustly distributed: island states, minority populations, and the Global

South are already facing the most severe consequences of climate change, while the

Global North is responsible for the most emissions since the industrial revolution [3].

Decision-makers require more accurate, accessible, and local tools to understand and

limit the economic and human impact of a changing climate [227]. We propose mul-

tiscale neural operator (MNO) to improve the parametrizations in climate models,

thus leading to more accurate predictions. Related techniques to MNO, specifically

neural operator-based surrogate models, could help reduce computational complexity

of large-scale weather and climate models. The reduced computational complexity

would make them more accessible to low-resource countries or allow for higher reso-

lution predictions. Unfortunately, discoveries for faster differential equations solvers

can and likely will be leveraged in ethically questionable fields, such as missile de-

velopment or oil discovery. We acknowledge the possible negative impacts and hope

that our targeted discussion and application to equations from climate modeling can

steer the our work towards a positive impact.

3.6.2 Reproducibility Statement

The code will be open-sourced. A list of hyperparameters per model is in Ap-

pendix A.5.3; data splits are explained in results and Appendix A.2; all simulation de-

tails in Appendices A.2 and A.3; background for the neural operator in Appendix A.7;

and ethics statement in Section 3.6.1. The full study used approximately 15K CPU

hours on a cluster.
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Chapter 4

Satellite Imagery from the Future:

Creating Physically-Consistent

Visualizations of Climate Data with

Deep Generative Vision Models

Chapter abstract: Long-term impacts of climate change are difficult to communi-

cate to a wide audience. Maps and other visualizations of geospatial data have helped

in this regard. But, most visualizations still focus on a mostly scientific audience and

omit the general public. To address this issue, we have developed a new approach that

creates ’satellite imagery from the future’. Our approach leverages deep generative

vision models to transform the outputs of Earth system models or human-induced

landscape changes into satellite imagery. To ensure trustworthy visualizations, we

condition and evaluate our model on segmentation maps of projected ground-truth

impacts. We demonstrate the effectiveness of our approach using two cases: flood-

ing and reforestation. To promote transparency and reproducibility, we are sharing

our code and dataset that includes a third case study of melting Arctic sea ice and

over 25,000 labeled image triplets which can be used to study segmentation guided
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Flood Visualization

climate-viz.github.io

Original Generated

Earth Intelligence Engine

Figure 4-1: We synthesize satellite imagery that visualizes flooding (right). The new
visualizations facilitate intuitive communication of climate risks, for example, via tabletop
exercises as seen on the left. Explore more results at climate-viz.github.io.

image-to-image translation in Earth observation 1.

4.1 Introduction

With climate change, natural disasters are becoming more intense [127]. Floods are

the most frequent weather-related disaster [56] and already cost the U.S. 4.1B USD

per year [217]; this damage is projected to grow over the next decades [127].

Visualizations of climate impacts are widely used by policy and decision makers

to raise environmental awareness and facilitate dialogue on long-term climate adapta-

tion decisions [277]. Visualizations of flood risks, for example, are used in local policy

making and community discussion groups as decision-aids for flood infrastructure

investments [277]. Current visualizations of flood impacts, however, are limited to

color-coded flood maps [218, 68, 216] or synthetic street-view imagery [291, 273],

which do not convey city-wide flood impacts in a compelling manner, as shown

1Code and data will be open-sourced at github.com/blutjens/earth-eie; an interactive demo is
available at climate-viz.github.io.
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in Fig. 4-3 and [276]. Our work generates synthetic satellite imagery of future coastal

floods that are informed by the projections of expert-validated flood models, as shown

in Fig. 4-1. As a map, this imagery will enable a more engaging communication of

city-wide flood risks to governmental offices. We call our visualization tool the Earth

Intelligence Engine. While visualizing climate risks such as flooding can encourage

pro-environmental behavior [297] it can also feel overwhelming [225]. Hence, we ex-

tend the Earth Intelligence Engine to also communicating hopeful positive action,

specifically, the effect of reforestation projects in Fig. 4-2.

We focus on deep generative vision models, such as generative adversarial net-

works (GANs) [105], as our method for visualization. Generative vision models have

generated impressive imagery of faces [130, 316], animals [348, 44], street-level flood

imagery [273], and recently even satellite observations [257, 96, 206, 280, 7]. Syn-

thetic satellite imagery, however, needs to be trustworthy [12]. Many complementary

approaches exist to increase the trustworthiness of generative vision models, includ-

ing interpretable networks [17], adversarial robustness [195, 271, 184], or probabilistic

predictions with uncertainty [301, 179, 183]. Here, we raise a new question of ’How

can we increase trust in synthetic satellite imagery through physical-consistency?’.

We define a synthetic image to be physically-consistent if the depictions in the

image are consistent with the output of a physics-based model, as detailed in Sec-

tion 4.5.3. Our definition of physical-consistency relates to the field of physics-

informed machine learning (ML) in which researchers find novel ways to embed physics

domain knowledge into deep learning methods [138, 248, 289, 252, 185]. We considered

various physics-informed ML methods to incorporate the physics of floods in a gener-

ative vision model as inputs [255], constrained representation [181, 108, 17], training

loss [249], hard output constraints [205, 81, 118], or evaluation function [161]. Vice

versa, we also considered to embed a generative vision model in physics, specifically,

in the differential equations of floods as learned parameters [102, 249], dynamics [64],

residual [140, 338], differential operator [248, 174], or solution [249]. Finally, we de-

cided to incorporate physics as input and evaluation functions. Specifically, we use

the 1-channel projections of a physics-based coastal flood model and 3-channel satel-
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Figure 4-2: The Earth Intelligence Engine generates ’satellite imagery from the
future’. Specifically, we visualize how flooding (left) or reforestation (right) would impact
the landscape as seen from space.

lite imagery as inputs to a deep generative vision model and evaluate the intersection

over union (IoU) of the generated image and flood input, as detailed in Section 4.5.

Our work makes the following contributions:

� a novel framework to measure physical-consistency in synthetic satellite imagery,

� the first physically-consistent and photorealistic visualization of flood risks as

satellite imagery,

� the first visualization of planned reforestation projects as satellite imagery, and

� an open-source dataset with over 25𝑘 labeled high-resolution image-triplets that

can be used to image-to-image translation in Earth observation.

4.2 Related Work

We generate trustworthy visualizations of climate adaptations and impacts by formu-

lating a semantic image synthesis task and applying deep generative vision models to
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solve it.

4.2.1 Generative vision modeling

We formulate the generation of satellite imagery as an image-to-image (im2im) trans-

lation problem: learn a mapping from satellite image and segmentation mask to

another satellite image [130]. Deep generative vision models have been most success-

ful at solving im2im problems [130]. Generative adversarial networks (GANs) have

been successfully used in semantic image synthesis, a subproblem in im2im, to gener-

ate photorealistic street scenery from semantic segmentation masks: DCGAN [245],

Pix2pixHD [316], DRPAN [316], SPADE [231], or OASIS [275]. Similarly, probabilis-

tic normalizing flows (NFs) [258, 179], variational autoencoders (VAEs) [147, 349],

autoregressive models [232], and – concurrently to this study – also diffusion-based

models ( [268] and Fig. B-4) have been adapted to im2im translation. Our use-case

requires a deterministic semantic image synthesis model that is capable of generating

realistic high-resolution (i.e., 1024x1024px) images. We decided to focus on GANs,

because VAEs generate less realistic images ([82, 349] and Fig. 4-4) and NFs, autore-

gressive, and diffusion-based models were not accessible for high-resolution semantic

image synthesis during this study. Further, our use-case only requires determinis-

tic outputs. So, we decided to extend the high-resolution semantic image synthesis

model, pix2pixHD [316], to take in 4-channel images that include physical information

and to generate satellite imagery that is both photorealistic and physically-consistent.

4.2.2 Climate change visualization tools

Visualizations of climate change are commonly used in policy making and community

discussions on climate adaptation [277, 69]. Landscape visualizations are used to raise

environmental awareness in the general public or policy [276, 273], because they can

convey the impacts of climate change, such as rising sea levels or coastal floods, in a

compelling and engaging manner ( [276], Fig. 4-3b). Most landscape visualizations,

however, are limited to regional information [291]. Additionally, most landscape vi-
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a) color-coded b) street view c) satellite (ours)

Figure 4-3: Physically-consistent satellite imagery (c) could enable more engaging
and relatable communication of city-scale flood risks [277]. Most existing visualiza-
tions of coastal floods or sea-level rise that are aimed towards the public rely on color-coded
geospatial rasters (a), that can be unrelatable or impersonal [218, 93, 67]. Alternative pho-
torealistic visualizations are often limited to local street-level imagery (b) [291, 273] and
lack further spatial context. Images, left-to-right: [218, 218, 291, 291, 112], ours.

sualizations require expensive physics-based renderings and/or high-resolution digital

elevation models [291]. Alternative visualization tools of coastal floods or sea-level

rise are color-coded maps, such as [214, 218, 67]. Color-coded maps convey the flood

extent on a city-wide scale, but are less engaging than a photorealistic image [277]. We

are generating compelling visualizations of future climate visualizations as satellite

imagery to aid in policy and community discussion on climate adaptation.

4.3 Experimental Results

As detailed in Section 4.5, we trained a deep generative vision model to synthesize

satellite imagery that depicts floods. Specifically, we trained a pix2pixHD GAN [316]

to translate a ’pre-flood’ satellite image of size (1024,1024,3) and a corresponding

’flood mask’ segmentation map that is derived from a ground-truth flood image

of size (1024,1024,1) to a ’post-flood’ satellite image tile that depicts floods of size

(1024,1024,3). The dataset is described in Section 4.5.1. This section analyses the

visual quality and physical-consistency of the generated imagery and underlying flood

segmentation model. We also evaluate the generalization performance to other loca-

tions, extend the model to visualize reforestation, and discuss a dataset for future

extension to melting Arctic sea ice.
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4.3.1 Evaluation Metrics.

Evaluating imagery generated by a GAN is difficult [333, 34]. Most evaluation metrics

measure photorealism or sample diversity [34], but not physical consistency [254] (see,

e.g., SSIM [318], MMD [35], IS [270], MS [303] , FID [123, 346], or LPIPS [343]).

To evaluate physical consistency we propose using the intersection over union

(IoU) between water in the generated imagery and water in the flood extent map.

This method relies on flood masks, but because there are no publicly available flood

segmentation models for Maxar RGB satellite imagery, we trained our own model

on ∼100 hand-labeled flooding images (Section 4.3.3). This segmentation model

produced flood masks of the generated and ground-truth flood image which allowed

us to measure the overlap of water in between both. When the flood masks overlap

perfectly, the IoU is 1; when they are completely disjoint, the IoU is 0.

To evaluate photorealism, we used the state-of-the-art perceptual similarity met-

ric Learned Perceptual Image Patch Similarity (LPIPS) [343]. LPIPS computes the

feature vectors (of an ImageNet-pretrained AlexNet CNN architecture) of the gener-

ated and ground-truth tile and returns the mean-squared error between the feature

vectors (best LPIPS is 0, worst is 1).

Because the joint optimization over two metrics poses a challenging hyperpa-

rameter optimization problem, we propose to combine the evaluation of physical

consistency (IoU) and photorealism (LPIPS) in a new metric (FVPS), called Flood

Visualization Plausibility Score (FVPS). The FVPS is the harmonic mean over the

submetrics, IoU and (1−LPIPS), that are both [0, 1]-bounded. Due to the properties

of the harmonic mean, the FVPS is 0 if any of the submetrics is 0; the best FVPS

is 1. In other words, the FVPS is only 1 if the imagery is both photorealistic and

physically-consistent.

FVPS =
2

1
IoU+𝜖

+ 1
1−LPIPS+𝜖

. (4.1)
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d) physics-informed    
GAN (ours)

e) GAN w/o 
physics

f) physics-informed 
VAEGAN

g) hand-craftedb) Flood mask inputa) pre-flood input c) ground-truth 
output

Figure 4-4: Top: Flooding. The proposed physics-informed GAN, (d), generates pho-
torealistic and physically-consistent flood imagery from the inputs, (a,b), outperforming
all other models, (e,f,g). The baseline GAN, pix2pixHD [316] (e), in comparison, receives
only a pre-flood image and no physical input. The resulting image, (e), is fully-flooded,
rendering the model untrustworthy. The VAEGAN, BicycleGAN [349] (f), creates glitchy
imagery (zoom in). A handcrafted baseline model (g), as used in common visualization
tools [67, 214], visualizes the correct flood extent, but is pixelated and lacks photorealism.
Bottom: Reforestation. The proposed pix2pixHD [316] GAN, (d), generates photore-
alistic and consistent reforestation imagery from the inputs, (a,b), outperforming baseline
models (e,f).

4.3.2 Physical-consistency and photorealism.

We evaluate the comparative physical-consistency and photorealism of our physics-

informed GAN via an ablation study of the flood mask (baseline GAN) and comparing

to a photoshopped baseline model. Figure 4-4 qualitatively shows that our condi-

tioned GAN outperforms a baseline GAN, as well as a handcrafted baseline model in

terms of both physical-consistency and photorealism.

A GAN without physics information generates photorealistic but non

physically-consistent imagery.

Figure 4-4e-top shows that the baseline GAN visualizes floods at locations where there

should be no flooding according to the flood mask in Fig. 4-4b-top. The inaccurately

modeled flood extent illustrates the physical-inconsistency of a baseline GAN. To

quantitatively evaluate the physical-consistency, we calculate a flood mask of the

predicted image via a segmentation model and measure the intersection over union
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(IoU) of the predicted and ground-truth flood mask. The IoU over the test set

which is detailed in Appendix B.1 is low (0.226) as shown in Table 4.1. Despite

the photorealism of the baseline GAN (LPIPS = 0.293), the physical-inconsistency

renders the model non-trustworthy for critical decision making as confirmed by the

low FVPS of 0.275. The baseline GAN is the default pix2pixHD [316], which only

uses the pre-flood image and no flood mask as input.

A handcrafted baseline model generates physically-consistent but not pho-

torealistic imagery.

Similar to common flood visualization tools [67], the handcrafted model overlays the

flood mask input as a hand-picked flood brown (#998d6f) onto the pre-flood image,

as shown in Fig. 4-4g. Because typical storm surge models output flood masks at

low resolution (30𝑚/𝑝𝑥 [218]), the handcrafted baseline generates pixelated, non-

photorealistic imagery. Combining the relatively high IoU of 0.361 and the poor

LPIPS of 0.415, yields a low FVPS score of 0.359, highlighting the difference to the

physics-informed GAN in a single metric.

The proposed physics-informed GAN generates physically-consistent and

photorealistic imagery.

To create the physics-informed GAN, we trained pix2pixHD [316] from scratch on

our dataset (200 epochs in ∼7hrs on 8×V100 Google Cloud GPUs). This model

successfully learned how to convert a pre-flood image and a flood mask into a pho-

torealistic post-flood image, as shown in Fig. 4-2. The model improves over all other

models in terms of IoU, LPIPS, and FVPS (Table 4.1). The learned image transfor-

mation “in-paints“ the flood mask in the correct flood colors and displays an average

flood height that does not cover structures (e.g., buildings, trees), as shown in 64

randomly sampled test images in Fig. B-3. Occasionally, city-scenes show scratch

patterns, e.g., Fig. B-3 (top-left). This could be explained by the unmodeled variance

in off-nadir angle, sun inclination, GPS calibration, color calibration, atmospheric

noise, dynamic objects (cars), or flood impacts, which is partially addressed in Sec-
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Table 4.1: In terms of photorealism (LPIPS) and physical consistency (IoU), our
physics-informed GAN outperforms three benchmarks: the baseline GAN without
physics; a physics-informed VAEGAN; and a handcrafted baseline. The proposed Flood
Visualization Plausibility Score (FVPS) trades-off IoU and LPIPS as a harmonic mean and
highlights the performance differences between the GAN with and without physics on low-
resolution flood mask inputs.

LPIPS ↓
high res.

LPIPS ↓
low res.

IoU ↑
high res.

IoU ↑
low res.

FVPS ↑
high res.

FVPS ↑
low res.

GAN w/ phys. (ours) 0.265 0.283 0.502 0.365 0.533 0.408
GAN w/o phys. 0.293 0.293 0.226 0.226 0.275 0.275

VAEGAN w/ phys. 0.449 - 0.468 - 0.437 -
Handcrafted baseline 0.399 0.415 0.470 0.361 0.411 0.359

tion 4.3.4. While our model also outperforms the VAEGAN (BicyleGAN), the latter

has the potential to create ensemble forecasts over the unmodeled flood impacts, such

as the probability of destroyed buildings.

4.3.3 Flood segmentation model.

Our approach requires a flood segmentation model to generate ground-truth flood

masks and evaluate the predicted imagery, but there does not exist any open-source

model that segments floods in high-resolution (<1m/px) satellite imagery. Hence,

we trained our own flood segmentation model. We chose a pix2pix segmentation

model [130] which uses a vanilla U-net as generator and trained it from scratch to

minimize a modified loss function that minimizes 𝐿1-loss and IoU in addition to ad-

versarial loss and finetuned the last layers on L1-loss. We hand-labelled pixel-wise

flood maps of 109 post-flood images to train the model. A four-fold cross validation

was performed leaving 22 images for testing in each split. The selected segmenta-

tion model has a mean IoU of 0.343 which matches the expected performance of

pix2pix [130]. The IoU is lower than state-of-the-art performance of segmentation

models [328] due to the size of our dataset. Further, many of our ground-truth labels

only have very few flooded pixels as shown in Fig. B-7 which skews the IoU towards

zero if not perfectly predicted.

Our labelled imagery is the first dataset for flood segmentation on visual high-
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resolution (< 1𝑚/𝑝𝑥) satellite imagery and will be made available as part of the

dataset. The full details on the flood segmentation model are described in Ap-

pendix B.2.

4.3.4 Generalization performance.

So far, all images were from Maxar-owned satellite imagery of hurricane Harvey in

Houston, TX. Hence, our results have shown that our pipeline can generate post-

flood imagery at select locations and train/test datasets that stem from the same

remote sensing instrument. The Earth Intelligence Engine, however, aims to visualize

global impacts of the climate challenge as seen from space. This subsection evaluates

the generalization capability across location, remote sensing instrument, and climate

phenomena.

Generalization across location and remote sensing instruments.

To visualize coastal flooding across the U.S. East coast our model needs to generalize

across location and remote sensing instrument. The original model in Section 4.3.2

used pre-flood images of Houston, TX from Maxar. Maxar imagery, however, is not

freely available across the full U.S. East Coast. Hence, we assembled another dataset

of pre-flood image tiles from the open-access U.S.-wide mosaic of 1.0𝑚/𝑝𝑥 visual

aerial imagery from the 2019 National Agriculture Imagery Program (NAIP) [308].

The pre-flood NAIP image tiles are paired with open-access Maxar post-flood satellite

imagery and a generated pixelwise flood segmentation mask. This creates a dataset of

6500 clean image-triplets that we are releasing as the flood-section of our open-source

dataset to study segmentation guided image-to-image (im2im) translation in Earth

observation.

The im2im translation task from NAIP aerial to Maxar satellite imagery is signif-

icantly more challenging than the Maxar→Maxar task, because the learned image-

transformation needs to account for all sources of variance in differing remote sensing

instruments. These are, for example, resolution, atmospheric noise, color calibration,
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inclination angle, and more. Indeed, applying the physics-informed GAN from Sec-

tion 4.3.2 without retraining generates unintelligible imagery in Fig. B-1-top. To

reduce the learning task complexity, we removed the variation within Maxar data,

via sourcing post-flood tiles from a single satellite pass over west Houston, TX on

8/31/2017, post-hurricane Harvey [198]. To re-run our pipeline, we labelled an ad-

ditional 260 flood segmentation masks (in ∼ 2hrs), retrained the flood segmentation

model, and re-trained the physics-informed GAN from scratch on the new dataset (for

15 epochs in ∼ 5hrs on 1× 𝑉 100 GPU). The resulting model did not outperform the

baseline in physical-consistency, which is likely due to the suboptimal performance of

this dataset’s segmentation model (IoU=0.23). However, the resulting model still out-

performs the baseline in photorealism (LPIPS=0.369 vs. 0.465) on a 20% test split.

While these flood maps are not ready for production our research shows that im2im

translation across remote sensing instruments is feasible, as well as, the potential to

visualize coastal flooding along the full U.S. East Coast in follow-up work.

Generalization across climate phenomena – visualizing reforestation

Visualizing negative climate impacts can evoke anger, fear, or guilt which can en-

courage pro-environmental behavior [297, 282, 9], respectively. These emotions can,

however, also feel overwhelming [225] and hope is needed to maintain environmen-

tal engagement [222]. Here we extend the Earth Intelligence Engine to visualize

the impact of positive action, specifically, to encourage policymakers, carbon finance

investors [256, 191], and landowners to implement reforestation.

To synthesize satellite imagery of reforested land, the Earth Intelligence Engine

uses an image of a deforested area along with a binary mask of where trees will be

planted as input. To train and evaluate the model we collected image-triplets of

an RGB pre-reforestation image, a binary reforestation area mask (1=reforestation),

and an RGB post-reforestation image, as illustrated in Fig. B-2. We assembled a

total of 1026 train and 246 test high-resolution (50cm/px) 1024x1024 image-triplets

via Google Earth Pro (Map data: Google, Maxar Technologies, CNS/Airbus). The

dataset spans four different countries: Uruguay, Sierra Leone, Peru, and Mexico, as
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Table 4.2: Reforestation accuracy. Our model quantitatively outperforms two baseline
models that apply a color mask in a random and spatial split.

LPIPS ↓
random split

LPIPS ↓
spatial split

GAN (ours) 0.503 0.574
Green mask (RGB=33,64,61) 0.794 0.848
Green mask (RGB=78,116,85) 0.845 0.957

detailed in Appendix B.1.

We trained the generative vision model that performed best on floods, pix2pixHD,

using several augmentation techniques and the default [316] hyperparameters, as de-

tailed in Appendix B.3.1. We evaluated the model on a random split and a spatial

split – testing on 107 held-out images from Guatemala) using LPIPS loss and compare

it to a baseline model that applies uniformly colored masks.

Figure 4-4d) shows how our model generates photorealistic visualizations of re-

forestation projects. The generated imagery looks more realistic than handcrafted

baseline models (e,f), where the reforested area pixels are set to a mean forest color.

Our quantitative analysis in Table 4.2 confirms that our model outperforms the base-

lines in both random and spatial split. Note however that LPIPS has limits as distance

metric, because the ground-truth post-reforestation image often contained unknown

features such as newly built houses.

Visualizing Arctic sea ice melt

The retreat of Arctic sea ice is one of the most important and imminent consequences

of climate change [127]. However, visualizations of melting Arctic sea ice are limited

to physics-based renderings, such as [209]. There also does not exist daily high-

resolution (less than 500m) visual satellite imagery due to satellite revisit rate and

cloud cover. To enable the extension of the Earth Intelligence Engine for visualizing

Arctic sea ice melt, we publish a dataset of ≈ 20𝑘 image pairs of Winter image,

Summer image, and ice segmentation mask, as detailed in Appendix B.1.
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4.4 Discussion and Future Work

Limitations.

Although our pipeline outperformed all baselines in the generation of physically-

consistent and photorealistic imagery of coastal floods, there are areas for improve-

ment in future works. For example, our flood datasets only contained 3 or 6.5𝑘

samples and were biased towards vegetation-filled satellite imagery; this data limita-

tion likely contributes to our model rendering human-built structures, such as streets

and out-of-distribution skyscrapers in Fig. B-3 top-left, as smeared. Although we

attempted to overcome our data limitations by using several state-of-the-art augmen-

tation techniques, this work would benefit from more public sources of high-resolution

satellite imagery (augmentation details in Appendix B.3). Apart from the data lim-

itation, smeared features are still a current concern in state-of-the-art GAN archi-

tectures [275]. Furthermore, the computational intensity of training GANs made it

difficult to optimize the models on new data. Improved transfer learning techniques

or foundation models as mapped out in Section 6.2.2 could address this challenge.

Lastly, satellite imagery is an internationally trusted source for analyses in defor-

estation, development, or military domains [117, 6]. With the increased capability of

data-generating models, more work is needed in the identification of and the education

around misinformation and ethical and trustworthy AI [271, 12]. We point out that

our satellite imagery is synthetic, should only be used as a scientific communication

aid to better explain our results to decision makers or the general public [277], and we

take first steps towards guaranteeing trustworthiness in synthetic satellite imagery.

Cloud-penetrating satellite imagery.

Remote sensing commonly faces the problem of missing frames, due to cloud-cover,

orbital alignment, or cost of high-resolution imagery [350, 311]. The Earth Intelli-

gence Engine can be seen as a gap-filling model that combines the information from

low-resolution flood maps and high-resolution pre-flood image mosaics to infer the

missing high-resolution post-flood satellite imagery. For example after floods, the

74



arrival of the first visual images is often delayed until clouds pass or expensive drone

surveys are conducted. Synthetic-aperture radar (SAR) is cloud-penetrating and of-

ten returns the first available medium-resolution flood maps (at ∼ 10m/px) [78]. The

Earth Intelligence Engine could visualize the medium-resolution SAR-derived flood

extent maps. However, future work will be necessary to extend the trustworthiness

of generated flood visualizations in disaster response, for example, via incorporating

information on the flood height, building damage, or the raw SAR signal. The current

visualizations are aimed towards media or policy to communicate the possible extent

of future floods in a compelling manner [277].

Vision for the future.

We envision a global visualization tool of climate impacts and adaptation techniques.

By changing the input data, future work can visualize impacts of other well-modeled,

climate-attributed events, including Arctic sea ice melt, hurricanes, wildfires, or

droughts. Non-binary climate impacts, such as inundation height, or drought strength

could be generated by replacing the binary flood mask with continuous model pre-

dictions. Opportunities are abundant for further work in visualizing our changing

Earth. This work opens exciting possibilities in generating realistic imagery with the

potential impact of improving climate mitigation and adaptation.

4.5 Methods

The proposed pipeline uses a deep generative vision model to synthesize post-event

images from pre-event images and a focus-indicating segmentation mask. Specifically,

we synthesize

� post-flood images from pre-flood images and a flood extent map, as shown

in Fig. 4-5, and

� post-reforestation images from deforested land images and a reforestation area

map, as shown in Fig. B-2.
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4.5.1 Data overview.

Flooding

Obtaining ground-truth post-flood images that display standing water is challenging

due to cloud-cover, time of standing flood, satellite revisit rate, increased atmospheric

noise, and cost of high-resolution imagery. This work leverages the xBD dataset [112],

a collection of pre- and post-disaster images from events like Hurricane Harvey or

Florence, from which we obtained ∼3k pre- and post-flood image pairs with the

following characteristics: ∼.5m/px, RGB, 1024×1024px/img, Maxar DigitalGlobe.

The coastal flood model is the Sea, Lake and Overland Surges from Hurricanes

(SLOSH) model [131], developed by the National Weather Service (NWS). SLOSH

estimates storm surge heights from atmospheric pressure, hurricane size, forward

speed, and track data, which are used as a wind model driving the storm surge. The

SLOSH model consists of shallow water equations, which consider unique geographic

locations, features, and geometries. The model is run in deterministic, probabilistic,

and composite modes by various agencies for different purposes, including NOAA,

National Hurricane Center (NHC) and NWS. We use outputs from the composite

approach – that is, running the model several thousand times with hypothetical hur-

ricanes under different storm conditions. As a result, we obtain a binary flood hazard

map from [218] as displayed in Fig. 4-3a which are storm-surge, height-differentiated,

flood extents at 30m/px resolution. The flood hazard maps do not intersect with

the locations of existing post-flood imagery. To get around the data limitation, we

generate and coarse-grain segmentation maps of the post-flood imagery to 30m/px

for training and evaluation and use binarized flood hazard maps during test. Future

works will extend the state-of-the-art ADvanced CIRCulation model (ADCIRC) [178]

model, which is described in [93] and has a stronger physical foundation with better

accuracy, and higher resolution than SLOSH.
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Flood map
GAN

Pre-flood sat. img.

Post-flood satellite image

(a) Model Architecture

Ground-truth
summer sat. img

GAN
Ice segmentation

Winter sat. img.

(b) Extension to Arctic sea ice melt

Figure 4-5: Top: Model Architecture. Our model leverages the semantic image synthesis
model, Pix2pixHD [316], and combines a pre-flood satellite image with a physics-based flood
map to generate post-flood satellite imagery. Bottom: Arctic sea ice melt. We publish a
dataset of 25,000 labeled image triplets for segmentation guided image-to-image translation
which in includes an additional case study on melting Arctic sea ice.
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4.5.2 Model architecture.

The central model of our pipeline is a generative vision model that learns the physically-

conditioned image-to-image transformation from pre-flood image to post-flood im-

age. We leveraged the existing implementation of pix2pixHD [316]. Pix2pixHD is a

state-of-the-art semantic image synthesis model that uses multi-scale generator and

discriminator architectures to generate high-resolution imagery. We extended the

input dimensions to 1024×1024×4 to incorporate the focus area mask. The result-

ing pipeline is modular, such that it can be repurposed for visualizing other climate

impacts.

4.5.3 Trust in flood images through physical-consistency.

We define a physically-consistent model as one that fulfills laws of physics, such as,

conservation of momentum, mass, and energy [289]. For example, most coastal flood

models consist of numerical solvers that resolve the conservation equations to generate

flood extent predictions [131]. Here, we consider a flood image to be physically-

consistent if it depicts the predictions of a physically-consistent model.

Specifically, we define our generated satellite imagery, 𝐼𝐺 ∈ ℐ = [0, 1]𝑤×ℎ×𝑐 with

width, 𝑤 = 1024, height, ℎ = 1024, and number of channels, 𝑐 = 3, to be physically-

consistent if it depicts the same flood extent as the binary flood map, 𝐹 ∈ ℱ =

{0; 1}𝑤×ℎ. We implemented a flood segmentation model, 𝑚seg : ℐ → ℱ , to measure

the depicted flood extent in the generated image. If the flood extent of a generated

image and the coastal flood model match within a margin, the image is in the set of

physically-consistent images, i.e,. 𝐼phys ∈ ℐphys = {𝐼𝐺 ∈ ℐ : ||𝑚seg(𝐼𝐺) − 𝐹 || < 𝜖}.

The generated image is considered photorealistic, if it is contained in the manifold

of naturally possible satellite images, 𝐼photo ∈ ℐphoto ⊂ ℐ. Hence, we are looking

for a conditional image generation function, 𝑔, that generates an image that is both,

physically-consistent and photorealistic, i.e, 𝑔 : ℐphoto ×ℱ → ℐphoto ∩ ℐphys. Here, we

condition the GAN on the flood map, 𝐹 , and use a custom evaluation function to

identify the generation function, 𝑔.
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Chapter 5

Deep Learning-based Emulators in

Downscaling and Impact Modeling

Chapter abstract: The previous chapters have described the main contributions

in the dynamics and visualization section of the envisioned climate emulator. This

section outlines various contributions in dynamics, downscaling, and impact modeling

that I have contributed to during this thesis.

5.1 The World as a Graph: Improving El Niño Fore-

casts with Graph Neural Networks

Deep learning-based models have recently outperformed (sub-)seasonal forecasting

models in terms of accuracy, such as for predicting El Niño-Southern Oscillation

(ENSO) [113]. However, most deep learning-based ENSO forecasts are based on

convolutional neural networks which can be difficult to interpret and are biased to

learn small- instead of large-scale atmospheric patterns, as mentioned in Table 2.1. In

comparison, graph neural networks (GNNs) can be biased to learn large-scale spatial

dependencies and can be interpreted via the learned edge connections [15]. In this

work, I contributed towards the first application of graph neural networks to seasonal

forecasting. We designed a novel graph connectivity learning module that enabled
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(a) 1 lead month
f

(b) 3 lead month

(c) 6 lead month (d) 9 lead month

Figure 5-1: The world as a graph. This thesis contributed towards the first application of
graph neural networks for improving ENSO forecasts in [50]. We interpreted the learned edge
connections of a graph neural network via plotting the eigenvector centrality of each node
as a heatmap. The heatmap visualizes the influence of each node onto the learned graph.
As expected, nodes with the highest eigenvector centrality (dark red) for 1 lead months are
in the ONI region (5N-5S, 120W-170W), shifting to the Western Pacific for 3-6 lead month,
and become more global with 9 lead months. The full discussion is in [50]. Interpreting
learned weights in deep learning-based emulator is a future direction for collecting evidence
for climate theories.

a GNN model to learn large-scale spatial interactions jointly with the actual ENSO

forecasting task. Our model, Graphiño, is more accurate than a state-of-the-art CNN-

based model [113] for forecasts up to six months ahead. Additionally, we show that

our model can be interpreted via the learned connectivity structures in Fig. 5-1 that

correlate with the ENSO anomaly pattern. The full analysis is documented in [50].

5.2 WiSoSuper: Deep Generative Vision Models for

Downscaling Wind and Solar Fields

The climate can vary substantially within the 10-100km output of a global climate

model [334]. These variations are called microclimates and are prominently found in

urban areas, forests, mountaineous areas, or water bodies. Downscaling or superres-

olution methods correct the local biases in large-scale climate projections [79]. To

do so, downscaling methods map large-scale climate projections and fine-scale con-
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text information onto fine-scale projections at 100m-1km [124]. The impact of deep

learning on downscaling methods differs between the two main approaches: statistical

downscaling and dynamical downscaling.

In statistical downscaling, statistical models are fit to interpolate large- and onto

fine-scale projections. Default methods are mostly based on random forests, XG-

Boost, or polynomials that are fit to correct biases in local 3x3 stencils [124]. The

learned local stencil is independent of space and applied equally to all areas of the

image. Deep learning methods have a wider receptive field and more parameters than

the default statistical methods. With this, deep learning methods could outperform

current statistical downscaling approach in terms of accuracy.

Dynamical downscaling methods, in opposition run a dynamical regional weather/climate

model to downscale the output of a global climate model [334]. This approach is often

considered more accurate than statistical downscaling, but comes at higher compu-

tational cost and set-up time. Deep learning models could be trained to emulate

the mapping in dynamical downscaling datasets from large- to fine-scale projections.

With this, deep learning methods could significantly decrease computational cost for

applying the downscaling approach to new regions or climate projections.

Within this thesis, I contributed to a study that evaluates deep generative vi-

sion models for statistical downscaling of weather forecasts [154]. We focused on

wind and solar forecasts which are needed in the green energy transition for opti-

mized siting and scheduling of renewable power plants [307]. Operational forecasts

from numerical weather prediction models only have a spatial resolution of 10 to

20-km [294], which leads to sub-optimal usage and development of renewable en-

ergy farms [73]. Recently, deep learning-based models have outperformed traditional

downscaling methods, for example, the physics-informed resolution-enhancing gen-

erative adversarial network (PhIREGAN) [288]. In this contribution, we provide a

thorough and extensible benchmark of leading deep learning-based super-resolution

techniques, including the enhanced super-resolution generative adversarial network

(ESRGAN) [317] and an enhanced deep super-resolution (EDSR) network [168], on

the wind and solar data in Fig. 5-2. We evaluate the accuracy on physics-informed
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Figure 5-2: This thesis contributes to WiSoSuper in which we benchmarked various
deep generative vision models on downscaling wind and solar data. Specifically, we trained
PhiREGAN, EDSR, and ESRGAN to predict a high-resolution wind field (bottom) from
an artificially generated (via bicubic upsampling) low-resolution image (top). We compare
model performances on RMSE and physics-informed metrics.

metrics such as the wind kinetic energy spectrum and solar normalized variogram.

Future work, could integrate the physics-informed metrics into the loss function, ex-

tend the benchmark to normalizing flows and diffusion-based models, or compile a

benchmark dataset on real instead of synthetic data. The full analysis can be found

in [154].

5.3 Digital Twin Earth – Coasts: Developing a Fast

and Physics-informed Surrogate Model for Coastal

Floods via Neural Operators

One example in impact modeling are models that predicting coastal flood risks. Ris-

ing sea levels are one of the most significant results of climate change, potentially

threatening lives and damaging infrastructure in the coastal regions [150]. The ac-

celerating rate of sea level rise will exacerbate coastal flooding, particularly under

the increasing coastal populations and in some regions an increase in the severity of

extreme storms [127, 88]. Physics-based numerical models, such as Nucleus for Eu-
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ropean Modelling of the Ocean (NEMO) [194], have been developed to simulate and

predict dynamics of sea surface height. These physical models – driven by wind speed

and mean sea level atmospheric pressure – simulate the dynamics of water velocity

and sea surface height by solving the mass and momentum conservation equations.

Yet running these physics-based models can be extremely computationally expensive

depending on the simulation time, the domain size and resolution, due to the need to

numerically resolve multi-physics and multi-scale dynamics represented through cou-

pled nonlinear equations in large spatial domains [240]. In particular, these complex

simulators are not fast enough for reliable risk estimation, uncertainty quantification,

or real-time predictions [240], and are replaced by models with physical approxima-

tions that sacrifice accuracy for computational efficiency [14].

Hybrid physics-ML models could potentially replace expensive forward simula-

tions by statistical representations through regression [138]. But, training classical

physics-informed neural networks is difficult due to the need to resolve the discretized

PDE in the loss function [249]. Indeed, researchers found that these approaches are

unable to represent dynamics of simple cases such as a one-dimensional two-phase

flow model [99]. On the other hand, the recently proposed Fourier Neural Operator

(FNO) [166] shows a promising alternative by learning the dynamics in the frequency

domain. In doing so, FNO is not limited to one specific instance of a PDE but di-

rectly learns the solution operator of the PDE, which makes it resolution-variable in

the physical space [166].

Here, I contributed towards the first “coastal digital twin,” an emulator built on

state-of-art physics-informed ML techniques to produce computationally lightweight

surrogate models that provide fast and accurate predictions of sea surface heights

in coastal regions. As a proof-of-concept experiment, we developed the emulator

in Fig. 5-3 for NEMO simulations in northwestern Europe using an improved version of

FNO and published the code at gitlab.com/frontierdevelopmentlab/fdl-2021-digital-

twin-coasts/coastaltwin.

Our results show:

� a 45x acceleration achieved by FNO compared with NEMO simulation.
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Figure 5-3: Digital twin Earth – Coasts. Within impact modeling, we applied a deep
learning to emulate sea surface height (SSH) based on NEMO atmospheric forcings, including
both the bathymetry profile and the dynamics of mean sea level pressure (MSLP), horizontal
wind speed (U10), and vertical wind speed (V10).

� an overall improvement of FNO in comparison to a baseline UNet model [261]

in emulating sea surface height,

� the adverse impact of non-periodic boundary conditions on FNO accuracy, and

� the extension of FNO to learn multivariate dynamics (note that FNO was used

for univariate cases in its original development [166]),

The full analysis can be found in [134].
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Chapter 6

Future Work

Section 3.5 and Section 4.4 have described limitations and next steps of the main

thesis contributions. This section maps out concrete follow up work and larger existing

research challenges.

6.1 Climate Communication: Integrating Climate Em-

ulators in Policy Simulations

Climate change continues to be a politically polarizing issue [197]. Gratefully, most

people in the US are aware and many even concerned about climate change [197].

But, converting awareness into action across all political and systemic levels remains

one of the most fundamental societal challenges [128]. Climate policy simulations

such as En-ROADS help create political consensus by increasing the sense of hope

and urgency, as detailed in [264] and Section 2.2.2. This thesis has been written under

the umbrella of an envisioned higher-resolution policy simulation, called the climate

pocket. The climate pocket would map climate policy choices to locally relevant

climate impacts.

This thesis contributed submodules towards the climate pocket: I synthesized

a new visualization of floods as satellite imagery [188], contributed foundational ad-

vances towards fast hybrid physics-ML climate models [192], and contributed to works
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Figure 6-1: The climate pocket is an envisioned end-to-end climate emulator that maps
emissions to local climate projections.

in downscaling [154] and impact models [134]. Integrating these advances into policy

simulations will pose at least two projects: 1) an end-to-end emulator that maps

emissions to local (100km) climate projections and 2) global visualizations of flood

hazard maps.

6.1.1 The climate pocket: developing an end-to-end climate

emulator from emissions to climate impacts

This subsection maps out next steps and speculative challenges towards creating

the climate pocket, an end-to-end climate emulator from emissions to local climate

projections in Fig. 6-1. The subsection is structured into data generation, model

development and evaluation, and dissemination.

Data generation

During data generation we will have to take choices in: data sources, in- and output

variables, data generating model, and spatiotemporal resolution.

� Data sources: We can choose between existing modeled data [2], modeling
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new data [211], reanalysis [122] and observational data [215]. It most likely

the easiest to start with existing modeled data and start modeling new data

once existing data sources are insufficient. Fitting a deep learning model on

only observatial data would likely overfit and not be trustworthy for future

predictions; fitting a model on observational and modeled data would be more

akin to climate data assimilation than climate emulation, but a worthy approach

for data augmentation in (sub-)seasonal forecasts [50]. To get started with

existing modeled data, I have co-authored a tutorial on how to download data

of one model from the CMIP6 data archive at https://github.com/blutjens/

cesm-emulator/blob/main/code/explore_cesm_data.ipynb.

� In- and output variables: The ESGF repository of CMIP6 data contains over

20PB of data and 300 distinct variables [87]. The decision which in- and output

variables to download from this stack is a function of stakeholder relevance, data

availability, and necessity for successful emulation. The inputs to the climate

pocket should be the outputs of the climate energy policy models in En-ROADS

which are global greenhouse gas emissions or concentrations over time [92]. It is

likely preferable to work with emission data as the mapping from emissions to

concentrations is better represented in CMIP6 climate models than En-ROADS.

Choosing CO2 emission data over time would be a good start because there is

more CO2 data than other greenhouse gases. For the first iteration, the climate

pocket could output variables with high skill such as extreme temperatures [322].

Then, it can be extended towards variables with lower predictive skills such as

extreme precipitation or variables from downstream climate impact models,

such as flood, wildfire, compound drought, or hurricane risk models.

� Data generating model: The CMIP6 dataset contains approximately 100

climate models from different modeling centers [2]. Emulating a single model

rather than the ensemble of models will allow for better interpretability of

the emulator. This is because different climate models are known to have

higher/lower accuracy in different regions or physical phenomena [322]. The
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decision which model to pick will be a function of data availability, model skill,

and accessibility of model documentation, among others. For example, NCAR

CESM2 would be a suitable choice to start [211].

� Spatiotemporal resolution: The envisioned climate pocket should have spa-

tial resolution <= 100𝑘𝑚 resolution to allow for state-scale climate policy plan-

ning. The temporal resolution desired is unclear. On the one hand seasonally

aggregated projections of extreme statistics in landmark years, e.g., 2025, -30,

-40, and -50, would likely suffice for most stakeholders. On the other hand, the

ground-truth simulation is run at 30𝑚𝑖𝑛− 1ℎ𝑟 resolution and it is unclear how

much of this temporal accuracy is needed to accurately emulate statistics on

landmark years.

Model development and evaluation

For model development, various temporal mappings are possible:

� An Instantaneous mapping from global greenhouse gas concentrations,

𝑐𝑜2𝑔𝑙𝑜𝑏𝑎𝑙−𝑚𝑒𝑎𝑛(𝑡) ∈ R, to local surface temperatures, 𝑡𝑎𝑠0:𝐿𝑎𝑡,0:𝐿𝑜𝑛(𝑡) ∈ R(𝐿𝑎𝑡,𝐿𝑜𝑛),

would capture annual to decadal trends, but average over variations of shorter

time-scale.

� A myopic autoregressive mapping from emissions and state at time, t,

[𝑐𝑜2𝑔𝑙𝑜𝑏𝑎𝑙−𝑚𝑒𝑎𝑛(𝑡), 𝑡𝑎𝑠0:𝐿𝑎𝑡,0:𝐿𝑜𝑛(𝑡)] ∈ R× R(𝐿𝑎𝑡,𝐿𝑜𝑛), to the next steps state,

𝑡𝑎𝑠0:𝐿𝑎𝑡,0:𝐿𝑜𝑛(𝑡 + 1) ∈ R(𝐿𝑎𝑡,𝐿𝑜𝑛), would take a Markovian assumption. With

the Markovian assumption this method would require that the state contains

more than, 𝑡𝑎𝑠, and rather captures all inputs necessary to uniquely describe

the current state of the climate, i.e., temperatures, pressure, humidities, etc.

However, describing the full state of the climate in a state vector description is

likely infeasible.

� An autoregressive mapping with memory from emissions and states from

previous time steps, [𝑐𝑜2𝑔𝑙𝑜𝑏𝑎𝑙−𝑚𝑒𝑎𝑛(𝑡 − 𝑡ℎ : 𝑡), 𝑡𝑎𝑠0:𝐿𝑎𝑡,0:𝐿𝑜𝑛(𝑡 − 𝑡ℎ : 𝑡)] ∈ R(𝑡ℎ) ×
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R(𝐿𝑎𝑡,𝐿𝑜𝑛,𝑡ℎ), to the next time step, 𝑡𝑎𝑠0:𝐿𝑎𝑡,0:𝐿𝑜𝑛(𝑡 + 1) ∈ R(𝐿𝑎𝑡,𝐿𝑜𝑛), could over-

come some issues of explicitly encoding a state vector. The memory or latent

state in this autoregressive model would be expected to encode the current state

of the climate.

� A functional mapping from all time steps of emissions, 𝑐𝑜2𝑔𝑙𝑜𝑏𝑎𝑙−𝑚𝑒𝑎𝑛(𝑡0 :

𝑇 ) ∈ R(𝑇 ), to all time steps of climate, 𝑡𝑎𝑠0:𝐿𝑎𝑡,0:𝐿𝑜𝑛(0 : 𝑇 ) ∈ R(𝐿𝑎𝑡,𝐿𝑜𝑛,𝑇 ) is

also possible. This set-up would encode all temporal information, but would be

computationally very demanding especially with a higher-dimensional climate

state than surface temperatures. This set-up is also counterintuitive, because

the climate evolves forward in time and not backward.

A subset of these temporal mappings is reviewed in [300]. Regardless, identifying the

best temporal mapping will be an aspect of deeper theoretical and empirical study.

The deep learning architecture would likely be chosen to learn both temporal

and spatial correlations. We summarized the choice for spatial architectures in Sec-

tion 2.3.2. For capturing temporal relations, one can consider gated recurrent units

(GRUs), recurrent neural networks (RNNs), long-short term memory networks (LSTMs),

transformers, or state-of-the-art architectures such as FourCastNet [236] or MetNet-

2 [89]. The models will likely not work out of the box on the given climate data. A

successful deep learning architecture will need to answer questions on how to conserve

energy over time, how to remain computationally tractable, how to reduce training

data requirements for large-scale patterns, how to embed assumptions on multiscale

spatiotemporal patterns, and others.

The evaluation of the model would combine metrics from machine learning, such as

root mean square error (RMSE) or anomaly correlation coefficient (ACC) over time,

with metrics from climate science, such as the existence of a double intertropical con-

vergence zone (ITCZ) [252] and skill [322]. The evaluation also needs to take extreme

event statistics into account, e.g., by measuring accuracy of Gaussian or binned prob-

ability distributions of predicted daily maximum temperature. A fair evaluation will

baseline the deep learning-based emulator against non-neural network approaches,
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such as, physical simplifications [92] or linearizing Green’s function approach [94].

Dissemination

Lastly to disseminate the emulator researchers would need to collaborate with ex-

isting NGOs, non-profit, start-ups, or industry. If distributed by a non-profit such

as, Climate Interactive, the emulator could reach beyond 200.000 people and help

decision makers in industry and policy understand pathways for climate mitigation

and adaptation [263]. To engage machine learning researchers in climate emula-

tion, I have co-started to develop a tutorial that introduces DL in climate emula-

tion github.com/blutjens/climate-emulator-tutorial.

6.1.2 Creating global visualizations of flood hazard maps

Data collection

The generated flood visualizations in Chapter 4 visualize floods only in Houston,

TX and do not generalize to other regions. Scaling the model to a global scale will

require the following data products: (1) a diverse set of high-resolution aerial imagery

of past floods with (2) associated pre-flood aerial imagery to train a global model and

(3) a global flood hazard map of all areas of interest with (4) open-source global

high-resolution aerial imagery of all areas of interest.

Assembling (1) is likely the largest challenge: the Maxar Open data program

publishes ≈ 1𝑚/𝑝𝑥 satellite imagery after major global flood events for the past ≈ 10

years [80]. However, there is no open-source GUI to explore the imagery, no open-

source API to download the imagery, most areas are cloud-covered, and cloud masks

are not published. Alternatively, the NOAA National Geodetic Survey Emergency

Response Imagery Database provides aerial≈ 0.5𝑚/𝑝𝑥 post-flood imagery after major

US flood events since 2003 [210]. The NOAA imagery is mostly cloud-free, explorable

via a map viewer, and higher resolution, but only available for the US. Developing

a global visualization of floods will likely use a combination of both datasources

and possibly additional datasets. Finding visibly flooded areas has been an arduous
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manual task and only < 0.1% of all pixels are flooded. An active learning process

with a deep learning-based flood segmentation model might be very helpful to speed-

up this task. It would also be very helpful if a satellite company, such as Planet or

Maxar, publishes a set of high-resolution flood imagery that contain ground-truth

flood segmentation maps.

For (3), Climate Central’s flood hazard map at 10m/px is the highest resolution

openly accessible flood map [292]. For (2) and (4) OpenStreetMap imagery is likely

the best resource although selected countries offer higher-resolution aerial imagery,

e.g., USA with NAIP at 1𝑚/𝑝𝑥 [308] or Portugal with SNIG 0.25𝑚/𝑝𝑥 [1].

Model development and evaluation

After data collection, a segmentation model will need to be trained to create flood

segmentation masks for every post-flood image. Next, a deep generative vision model

will need to be trained to predict post-flood from pre-flood image and flood segmen-

tation mask. Running inference on the global satellite mosaic and tiled flood map

will still be a significant research and engineering challenge. This is mostly due to

the computational cost, but it also challenging to create a homogeneous map because

all generated tiles will have slightly different color, contrast, and resolution [96]. As

intermediate step, it will be easier to generated flood maps at select global locations,

including flood-prone areas such as Pakistan; Puerto Rico; Coimbra, Portugal and

regions of large economic impact, including Shanghai, Shenzhen, the Ganges delta,

and New Orleans [292].

The segmentation and generative model will need to be evaluated and trained to

reduce regional biases of (in-)accuracy [151]. Further, the generated imagery would

be evaluted in terms of (1) physical-consistency via comparing the intersection over

union (IoU) of the generated and ground-truth flood extent, (2) perceptual qual-

ity via PSNR, LPIPS [343], and (3) human-centered evaluation metrics. Human-

centered metrics include subjective evaluation of perceptual quality [345], self-report

measures of flood-related beliefs and attitudes before and after seeing the generated

imagery [264], and behavioral measures to taking action [313].
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Figure 6-2: Integrating flood visualizations. Future work could extend the contributed
flood visualizations (left) to global visualization layers and integrate them in existing policy
simulations, such as the En-ROADS model (right).

Dissemination

After having generated a single global flood visualization layer, the next step, would be

to generate multiple global maps that match multiple CO2 emission scenarios. These

maps would enable the visual exploration of local flood impacts as a result of multiple

climate scenarios. The model behind En-ROADS, called C-ROADS, already projects

global mean temperature and sea level rise among others [92]. Recently, the projected

global sea level rise of C-ROADS was linked with Climate Central’s 10m resolution

flood hazard maps Fig. 6-2. Generating a layer of visual satellite imagery for every

flood hazard map that is currently used in En-ROADS would allow easy integration.

Finaly, the integrated visualizations would enable a more engaging communication

of city-wide flood risks to community-discussion groups, governmental offices, or the

general public, especially if the decision-exploration tool is supported by experts in

flood risk communication, such as Climate Central.

6.2 Deep Learning in Earth System Modeling

6.2.1 DailyMelt: diffusion-based models for spatiotemporal

downscaling of (Ant-)arctic surface meltwater maps

Successful adaptation to the increasing climate and extreme weather risks requires

high-resolution (HR) forecasts. As running HR models is expensive, models are run
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at low-resolution (LR) and later downscaled, interpolated, or superresolved onto HR

grids, as mentioned in Section 1.2. Recently generative adversarial networks (GANs)

that we benchmarked in [154] have outperformed current statistical and dynamical

downscaling methods in accuracy, and runtime, respectively. Most GANs, however,

suffer from mode collapse [286] and do not account for the ill-posed nature of the

problem: one LR input corresponds to many HR scenarios [179]. Normalizing flows

and diffusion-based methods account for this problem by modeling the full distribu-

tion and dramatically outperform GANs on superresolution tasks, but normalizing

flows are expensive to train [229]. Here, I contribute to preliminary work in applying

diffusion-based methods for downscaling data in the Earth sciences [193].

We picked the application of downscaling (Ant-)arctic surface meltwater. This

is important because ice melting in Greenland and Antarctica has increasingly con-

tributed to rising sea levels. Yet, the exact speed of melting, existence of abrupt

tipping points, and in-detail links to climate change remain uncertain. Ice shelves

essentially prevent the ice sheet from slipping into the ocean and better prediction of

collapses is needed. Meltwater at the surface of ice shelves indicates ice shelf collapse

through destabilizing ice shelves via fracturing and flexural processes [10] and is likely

impacted by a warming climate [148]. Maps of meltwater have been created from in-

situ and remote observations, but their low and irregular spatiotemporal resolution

severely limits studies [149].

In particular, there does not exist daily high-resolution (< 500m) maps of surface

meltwater. We propose the first daily high-resolution surface meltwater maps by

developing a deep learning-based downscaling method, called DailyMelt [193], that

fuses observations and simulations of varying spatiotemporal resolution, as illustrated

in Fig. 6-3. The created maps will improve understanding of the origin, transport,

and controlling physical processes of surface meltwater. Moreover, they will act as a

unified source to improve sea level rise and meltwater predictions in climate models.

To synthesize surface meltwater maps, we leverage observations from satellites

(MODIS, Sen-1 SAR) which are high-resolution (500m, 10m), but have substantial

temporal gaps due to repeat time and cloud coverage. We fuse them with simulations
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Figure 6-3: Diffusion-based models could increase the accuracy of spatial downscaling
with deep generative vision models. I contributed to formulate the downscaling of (Ant-
)arctic surface meltwater maps as a deep generative vision problem [193]. We have collected
the depicted dataset over the Helheim Glacier, Greenland and will benchmark diffusion-
based downscaling models on it.

(MAR) and passive microwave observations (MEaSURE) that are daily, but low-

resolution (6km, 3.125km). In a significant remote sensing effort, we have downloaded,

reprojected, and regridded all products into daily observations for our study area over

Greenland’s Helheim glacier as displayed in Fig. 6-3.

Within deep generative vision models, diffusion-based models promise sharp and

probabilistic predictions [268]. We have implemented SRDiff [163] and tested it on

spatially downscaling the wisosuper wind data [154]. As a baseline model, we will im-

plement a statistical downscaling model that is a local hybrid physics-linear regression

model [219]. In our planned benchmark, we expect a baseline UNet architecture that

minimizes RMSE to create blurry maps and a generative adversarial network that

minimizes adversarial loss to create sharp but deterministic maps. We have started

with spatial downscaling and will later include temporal downscaling.

In summary, we hope to create the first daily high-resolution (500m) surface melt-

water maps, introduce the first diffusion-based model for downscaling Earth sciences

data, and create the first benchmark dataset for downscaling surface meltwater maps.
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Figure 6-4: Open-source foundation models in Earth monitoring could reduce train-
ing data requirements and increase accuracy across many tasks.

6.2.2 Foundation models for reducing data requirements

Chapter 4 concluded that many deep learning applications in remote sensing and

Earth monitoring are limited by the dataset size. Similarly, training climate emula-

tors requires large-scale datasets from high-resolution simulations which are compu-

tationally very expensive to generate [319, 98]. There does not yet exist a solution to

circumvent the cost of generating a high-resolution ground-truth dataset [129]. Var-

ious ideas exist in transfer learning, active learning, or reducing learning complexity

in Chapter 3. Here, I contribute to a proposal of another way which is reducing data

requirements via fine-tuning foundation models.

Recent advances in self-supervised learning have shown that pre-training large

neural networks on large amounts of unlabeled data can lead to significant improve-

ments in performance on downstream tasks [63]. These networks, which have been

called foundation models [32], have transformed natural language processing (NLP)

with BERT [77] and GPT-3 [46] and computer vision with CLIP [246] and DINO [55].

However, their applicability to remote sensing and tasks in Earth system modeling

has been limited.

To address the gap in remote sensing, I have contributed to a benchmark for

foundation models in remote sensing that comprises six classification and six seg-

mentation tasks [156]. The Earth monitoring tasks were curated to be relevant for

climate change and accompanied with easily accessible code and a robust evaluation

protocol. I believe that open benchmarks like this will encourage the development of

publicly available foundation models that can boost progress in Earth monitoring.

In climate emulation, only exploratory research in foundation models exists to-
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day [213, 265]. This is likely due to the novel challenges that climate emulation poses

to foundation models: datasets exceed petabytes, for example, CMIP6 is 20PB while

the dataset in ChatGPT is only 570GB [46]. The plethora of variables, dynamics,

temporal and spatial scales that could be modeled within Earth system modeling is

hard to fathom and training one model that works across all tasks exceeds the scale

of current foundation models by far. It is also unclear which self-supervised learn-

ing method, e.g., via masking, next-step predictions, constrastive learning, etc. will

perform best on climate data.

6.2.3 Establishing long-term stability and physical consistency

in ML-based emulators

Current spatiotemporal deep learning models, such as RNNs, CNN-LSTMs or trans-

formers, forecast short - to medium term time-series (10s-100s of steps), which has

enabled emulators in nowcasting [89] or weather modeling [236]. However, successful

emulation in climate modeling requires statistics after millions of timesteps. Explicit

integration of short time steps is the default, but likely not the best way to generate

statistics of long-term time series. Further, successful methods will need to preserve

physical-consistency [129]. Deep learning models that predict statistics of long-term

spatiotemporal sequences are needed and could be developed by drawing parallels be-

tween deep learning, structure preserving integrators, stability theory, and multiscale

physics [237]. Further, stability guarantees will need to be developed by working on

equations of increasing complexity—from multiscale Lorenz96 over quasi-geostrophic

turbulence to coupled climate simulations.

6.3 Establishing Cross-scientific Community and Col-

laborations

Climate change is a challenge across all disciplines and communities [128]. My re-

search has focused on technical contributions in academia, but within this thesis had
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to bridge fields in Earth system modeling, deep learning, numerical methods, and

climate policy, which has only been possible through collaborations.

Machine learning and climate science research happens mostly in distinct commu-

nities. To incentivize collaboration we need journals, workshops, academic positions,

grants, and large-scale research collaborations that focus on interdisciplinary contri-

butions. As part of my PhD work I have contributed to bridging the communities

by organizing the NSF Machine Learning for Polar Regions workshop and teach-

ing at the Caltech Computer Vision for Ecology Summer Workshop [71]. Beyond

workshops, there are two new journals in Environmental Data Science and AI for the

Earth Systems, but ML conferences also need to be more receptive to interdisciplinary

work. Beyond academica, collaborations between tech companies, such as Deepmind

or NVIDIA, with governmental institutions seems fruitful to combine expertise in ML

operations, server infrastructure, and research with expertise in the distribution of

trustworthy weather and climate information to industry, politics, and the general

public.

As climate change is a global challenge we need stronger incentives, agendas, and

communities to work together.
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Appendix A

Appendix: Multiscale Neural

Operator

A.1 Choosing a loss function

Similar to problems in superresolution [179], there exist multiple realizations of the

learned commutation error, [𝒢*,𝒩 ](𝑢̄), for a given ground-truth, [𝒢*,𝒩 ](𝑢). Using

MSE will learn a smooth average and future work will explore adversarial losses [105]

or an intersection between neural operators and normalizing flows [258] or diffusion-

based models [285] to account for the stochasticity [324].

Using a physics-informed loss [249] would be another complementary extension

to MNO. But, MNO does not require the large-scale solver to be autodifferentiable

which significantly simplifies the implementation in large preexisting models in, e.g.,

climate. Any changes in the loss function should have this in mind.

Lastly, our implementation of MNO uses an a priori loss function and could likely

be improved by implementing an a posteriori loss functions, i.e., a loss functions that

propagates the loss over multiple time steps similar. Depending on the implemen-

tation an a posteriori loss function requires an autodifferentiable solver [95] or does

not [37].
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A.2 Quasi-geostrophic turbulence

We demonstrated multiscale neural operator on a high-dimensional system, specif-

ically the one-layer quasi-geostrophic (QG) turbulence depicted in Fig. 3-1b. QG

turbulence is a derivative of the Navier-Stokes equations and a good model for at-

mospheric turbulence at the equator. The equations are derived from the incom-

pressible, i.e., ∇ · 𝑢 = 0, Navier-Stokes equations by 1) taking the curl of velocity

field, 𝑤 = ∇× 𝑢, and 2) assuming the beta-plane approximation, 𝑓 = 𝑓0 + 𝛽𝑦, and

hydrostatic, 𝜕𝑝
𝜕𝑧

= −𝜌𝑔, and geostrophic, 𝑓𝑣 = 1
𝜌
𝜕𝑝
𝜕𝑥
; 𝑓𝑢 = −1

𝜌
𝜕𝑝
𝜕𝑦
, balances [196]. The

resulting equations, called quasi-geostrophic turbulence, are given by:

𝜕𝑡𝜔 + 𝐽(𝜓, 𝜔) = 𝜈∇2𝜔 − 𝜇𝜔 − 𝛽𝜕𝑥𝜓 + 𝐹

𝜔 = ∇2𝜓
(A.1)

where 𝜔 is the vorticity, 𝑢 = [𝑢, 𝑣]𝑇 = [−𝜕𝑦𝜓, 𝜕𝑥𝜓]𝑇 is the velocity vector, 𝜓 is

the streamfunction, 𝐽(𝜓, 𝜔) = 𝜕𝑥𝜓𝜕𝑦𝜔 − 𝜕𝑦𝜓𝜕𝑥𝜔 is the nonlinear Jacobian opera-

tor. Further, the parameters are the turbulent viscosity, 𝜈, linear drag coefficient, 𝜇,

Rossby parameter, 𝛽, and varying source term, 𝐹 . Vorticity can be computed with

𝜔 = 𝑧 · ∇ × 𝑢 = 𝜕𝑥𝑣 − 𝜕𝑦𝑢

Filtering the equation with a kernel results in the parametrized large-scale equa-

tion given by [95]:

𝜕𝑡𝜔̄ + 𝐽(𝜓, 𝜔̄) = 𝜈∇2𝜔̄ − 𝜇𝜔̄ − 𝛽𝜕𝑥𝜓 + 𝐹 + 𝐽(𝜓, 𝜔̄)− 𝐽(𝜓, 𝜔)⏟  ⏞  
Parametrization: ℎ(𝜓,𝜔)

(A.2)

where we used a cutoff kernel in spectral space: 𝐺𝛿(𝑘) = 0, ∀𝑘 > 𝜋∆𝑥̄−1. Cut-

ting of high-frequencies likely generates the high-frequency patterns in the target

parametrization, illustrated in Fig. 3-1b.

We then aim to approximate the subgrid-scale (SGS) parametrization, 𝒦𝜃 ≈ ℎ,

with the neural operator.

The QG turbulence equation is solved with a pseudospectral solver in space and

RK4 explicit time integration. We choose the parameters, 𝑁𝑥 = 𝑁𝑦 = 512, ∆𝑡 = 480s,
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𝜇 = 1.25 × 10−8s−1, 𝜈 = 352m2/s, 𝛽 = 0, and Reynolds number, Re = 22 × 104.

The variables are non-dimensionalized with 𝑇𝑑 = 1.2 × 106𝑠, i.e., ∆𝑡solver = ∆𝑡/𝑇𝑑

and 𝐿𝑑 = 504 × 104/𝜋𝑚, i.e., ∆𝑥solver = 2𝜋/𝑁𝑥. The reduced system is run with

scale 𝛿 = 4, such that 𝑁̄𝑥 = 𝑁̄𝑦 = 128. The forcing initiates turbulent mixing and

simulates slowly varying wind stress according to the solution of, 𝐹 = 𝐶𝑓 (𝑡)[cos(4𝑦+

𝜋 sin(1.4𝑡)) − cos(4𝑥 + 𝜋 sin(1.5𝑡))], and 0.5||𝐹 ||2 = 3 with enstrophy injection rate,

𝐶𝐹 (𝑡).

To generate turbulent chaotic dynamics that are decoupled from the initial state,

the simulation is initialized with some large-scale Fourier states and warmed up for

10000 iterations on the high-resolution grid. After warm-up we generate 80000 steps

on the high-resolution (HR) grid – totaling 20000 low-resolution iterations. We store

a coarse-grained version of the HR vorticity as training inputs and coarse-grained

ground-truth parametrizations, ℎ(𝜓, 𝜔) = 𝐽(𝜓, 𝜔̄)−𝐽(𝜓, 𝜔), as training targets lever-

aging the useful code from [95]. During training, the vorticity and parametrization

are treated as 1-channel images. The integration is in spectral space, but we store

data in real space – future work extends MNO to a (pseudo-)spectral solver with

reduced mappings to real space.

We split the data into train, validation, and test set by sampling continuous snip-

pets with length 20 iterations randomly without replacement. We found that testing

extrapolation to future data or splitting the data into snippets that are not auto-

correlated in time requires a significantly larger dataset which was computationally

prohibitive for this study. Using our current approach the test data is within the

training distribution yet individual samples are distinct from training samples.

A.3 Multiscale Lorenz96

A.3.1 Detailed equations on MNO for multiscale Lorenz96

The full set of multiscale Lorenz96 equations write:
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𝜕𝑋𝑘

𝜕𝑡
=𝑋𝑘−1(𝑋𝑘+1−𝑋𝑘−2)−𝑋𝑘+𝐹⏟  ⏞  

Large-scale Dyn.:
𝜕𝑋̄𝑘
𝜕𝑡

−ℎ𝑠𝑐
𝑏

𝐽−1∑︁
𝑗=0

𝑌𝑗,𝑘(𝑋𝑘)⏟  ⏞  
Parametrization: ℎ

,

𝜕𝑌𝑗,𝑘
𝜕𝑡

=−𝑐𝑏𝑌𝑗+1,𝑘(𝑌𝑗+2,𝑘−𝑌𝑗−1,𝑘)−𝑐𝑌𝑗,𝑘+
ℎ𝑠𝑐

𝑏
𝑋𝑘.

(A.3)

With the multiscale framework from Section 3.3.1, we define:

𝑢(𝑥) = [𝑋0, 𝑌0,0, 𝑌1,0, ..., 𝑌𝐽,0, 𝑋1, 𝑌0,1, ...

, 𝑋𝐾 , ..., 𝑌𝐽,𝐾 ]𝑥 ∀𝑥∈𝐷𝑥={0, ..., 𝐾(𝐽 + 1)}

𝒩 (𝑢)(𝑥) =

⎧⎪⎨⎪⎩
𝜕𝑋𝑘

𝜕𝑡
if 𝑥=𝑘(𝐽+1) ∀𝑘∈{0, . . . , 𝐾}

𝜕𝑌𝑗,𝑘
𝜕𝑡

otherwise,

𝐺(𝑥, 𝑥′) =

⎧⎪⎨⎪⎩1 if 𝑥′ = 𝑘(𝐽 + 1) ∀𝑘 ∈ {0, . . . , 𝐾}

0 otherwise,

with the solution, 𝑢, operator, 𝒩 , and kernel, 𝐺.

A.3.2 Details and Interpretation

The equation contains 𝐾 variables, 𝑋𝑘 ∈ R, and 𝐽𝐾 small-scale variables, 𝑌𝑗,𝑘 ∈ R

that represent large-scale or small-scale atmospheric dynamics such as the movement

of storms or formation of clouds, respectively. At every time-step each large-scale vari-

able, 𝑋𝑘, influences and is influenced by 𝐽 small-scale variables, 𝑌0:𝐽,𝑘. The coupling

could be interpreted as 𝑋𝑘 causing static instability and 𝑌𝑗,𝑘 causing drag from turbu-

lence or latent heat fluxes from cloud formation. The indexes 𝑘, 𝑗 are both interpreted

as latitude, while 𝑘 ∈ {0, ..., 𝐾−1} indexes boxes of latitude and 𝑗 ∈ {0, ..., 𝐽−1} in-

dexes elements inside the box. Illustrated on a 1D Earth with a circumference of 360∘

that is discretized with 𝐾 = 36, 𝐽 = 10, one a spatial step in 𝑘, 𝑗 would equal 10∘, 1∘,

respectively [175]; we choose 𝐾 = 𝐽 = 4. A time step with ∆𝑡 = 0.005 would equal

36 minutes [175].

We choose a large forcing, 𝐹 > 10, for which the equation becomes chaotic. The
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last terms in each equation capture the interaction between small- and large-scale,

𝑓𝑥,𝑘 = −ℎ𝑐
𝑏

∑︀𝐽
𝑗=0 𝑌𝑗,𝑘(𝑋𝑘), 𝑓𝑦. The scale interaction is defined by the parameters

where ℎ = 0.5 is the coupling strength between spatial scales (with no coupling if ℎ

would be zero), 𝑏 = 10 is the relative magnitude, and 𝑐 = 8 the evolution speed of

𝑋 − 𝑌 . The linear, −𝑋𝑘, and quadratic terms, 𝑋2
* , model dissipative and advective

(e.g., moving) dynamics, respectively.

The equation assumes perfect “scale separation” which means that small-scale vari-

ables of different grid boxes, 𝑘, are independent of each other at a given time step,

𝑌𝑗1,𝑘2(𝑡)⊥𝑌𝑗2,𝑘1(𝑡) ∀𝑡, 𝑗1, 𝑗2, 𝑘1 ̸= 𝑘2. The separation of small- and large-scale variables

can be along the same or different domain and the discretized variables would then

be 𝑦 ∈ [0,∆𝑥] or 𝑦 ∈ [𝑦0, 𝑦end], respectively. The equation wraps around the full

large- or small-scale domain by using periodic boundaries, 𝑋−𝑘:=𝑋𝐾−𝑘, 𝑋𝐾+𝑘:=𝑋𝑘,

𝑌−𝑗,𝑘:=𝑌𝐽−𝑗,𝑘, 𝑌𝐽+𝑗,𝑘:=𝑌𝑗,𝑘. Note that having periodic boundary conditions in the

small-scale domain allows for superparametrization, i.e., independent simulation of

the small-scale dynamics [52] and differs from the three-tier Lorenz96 where vari-

ables at the borders of the small-scale domain depend on small-scale variables of the

neighboring k [299].

A.3.3 Simulation

The initial conditions are sampled uniformly from a set of integers,𝑋(𝑡0) ∼ 𝑈(−5,−4, ..., 5, 6),

as a mean-zero unit-variance Gaussian 𝑌 (𝑡0) ∼ 𝒩 (0, 1), and lower scale Gaussian

𝑍(𝑡0) ∼ 0.05𝒩 (0, 1). The train and test set contains 4k and 1k samples, respectively.

Each sample is 𝑇 = 1 model time unit (MTU) or 200 (=𝑇/∆𝑡) time-steps long, which

corresponds to 5 Earth days (= 𝑇/∆𝑡 * 36min with ∆𝑡 = 0.005) [175]. Hence, our

results test the generalization towards different initial conditions, but not robustness

to extrapolation or different choices of parameters, 𝑐, 𝑏, ℎ, 𝐹 . The sampling starts

after 𝑇 = 10. warm-up time. The dataset uses double precision.

We solve the equation by fourth order Runge-Kutta in time with step size ∆𝑡 =

0.005, similar to [176]. For a PDE that is discretized with fixed time step, ∆𝑡, the

ground-truth train and test data, ℎ𝑥,0:𝐾(𝑡), is constructed by integrating the coupled
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large- and small-scale dynamics.

Note, that the neural operator only takes in the current state of the large-scale

dynamics. Hence, , i.e., it uses the full large-scale spatial domain as input, which

exploits spatial correlations and learns parametrizations that are independent of the

large-scale spatial discretization.

Our method can be queried for infinite time-steps into the future as it does not

use time as input.

We are incorporating the prior knowledge from physics by calculating the large-

scale dynamics, 𝑑𝑋𝐿𝑆,0:𝐾 . Note that the small-scale physics do not need to be known.

Hence, MNO could be applied to any fixed time-step dataset for which an approximate

model is known.

A.4 Appendix to Illustration of MNO via multiscale

Lorenz96

The other large-scale (LS) and fine-scale (FS) terms are

filtered FS dynamics, 𝒩 (𝑢)(𝑥) =

⎧⎪⎨⎪⎩
𝜕𝑋𝑘

𝜕𝑡
if 𝑥 = 𝑘(𝐽 + 1) ∀𝑘 ∈ {0, . . . , 𝐾}

0 otherwise

LS dynamics, 𝒩 (𝑢̄)(𝑥) =

⎧⎪⎨⎪⎩
𝜕𝑋̄𝑘

𝜕𝑡
if 𝑥 = 𝑘(𝐽 + 1) ∀𝑘 ∈ {0, . . . , 𝐾}

0 otherwise

with abbreviation,
𝜕𝑋̄𝑘

𝜕𝑡
:= 𝑋𝑘−1(𝑋𝑘+1 −𝑋𝑘−2)−𝑋𝑘 + 𝐹

LS state, 𝑢̄(𝑥) = 𝒢 * 𝑢(𝑥) = [𝑋0, 0, ..., 0, 𝑋1, 0, ..., 𝑋𝐾 ]

(A.4)

A.5 Appendix to Results

A.5.1 Quasi-geostrophic turbulence
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Ground-truth LR vorticity Null Param. MNO (ours) Pure ML FNO

t2

t10

t100

t500

t1000

(a) Solution

RMSE: 0.0059 RMSE: 0.0053 RMSE: 0.0140

RMSE: 0.0123RMSE: 0.0244 RMSE: 0.3421

Ground-truth LR vorticity Err: Null param. Err: MNO (ours) Err: Pure ML FNO

t2

t10

t100

RMSE: 0.8114RMSE: 0.9052 RMSE: 28.9987

RMSE: 11.3703RMSE: 11.8127 RMSE: 195.7174

t500

RMSE: 20.0800RMSE: 21.6169 RMSE: 190.8134

t1000

(b) Error

Figure A-1: Autoregressive forecast of quasi-geostrophic turbulence over time.
Left: The hybrid models, MNO and Null Param., follow the coarse-grained high-resolution
solution, titled Ground-truth LR vorticity, more closely than a pure machine learning (ML)
model. Right: Calculating the error of predicted - ground-truth solution and RMSE
shows that MNO is significantly more accurate than a pure ML model, but only slightly
more accurate than a null parametrization.

Accuracy in autoregressive forecasts. We now compare the accuracy of the

learned models during autoregressive forecasting. To do so, we use the last state

of the training dataset as initial state and integrate all models autoregressively over

time. Autoregressively meaning that each model updates the internal state with its’

forecasted state.

Figure A-1a shows that an autoregressive forecast with the hybrid models, Null

Param. and MNO, closely follow the ground-truth coarse-grained vorticity from a

high-resolution simulation (left). In comparison, a pure machine learning (ML)-based

model using Fourier neural operators diverges from the ground truth after ≈ 100 time

steps. The difference between Null Param. and MNO is only marginal, as seen in the

solution in Fig. A-1a and error in Fig. A-1b. Both, Null param. and MNO slightly lag

behind the ground-truth solution in Fig. A-1a. If zoomed in, one can see that the Null

Param. contains slightly more high-frequency speckle noise than MNO which could
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Reference ground-
truth vorticity Null param. MNO param. 

(ours)
Ground-truth 

param.

t2

RMSE: 74.3126 RMSE: 8.3723

t1000

RMSE: 66.8683 RMSE: 112.3092

t10

RMSE: 77.5222 RMSE: 15.2251

t100

RMSE: 64.4431 RMSE: 41.4118

t500

RMSE: 77.1870 RMSE: 151.9765

Figure A-2: Parametrization accuracy over time. In an autoregressive forecast, MNO
predicts the parametrization more accurately than a baseline null parametrization until
≈ 100 time steps. After this, a null parametrization is more accurate.

indicate that learning the ground-truth parametrization with MNO can reconstruct

missing high-frequency features.

Figure A-2 compares the ground-truth parametrizations (mid-left) and predicted

parametrizations in MNO (right) in the autoregressive forecast. The MNO parametriza-

tion matches the ground-truth parametrization very closely for the first 𝒪(10) time

steps: the learned parametrization visually captures the large-scale features of long

lines and small-scale oscillatory peaks. The RMSE confirms quantitatively that

the predicted parametrization has higher accuracy than a baseline null parametriza-

tion. The RMSE is calculated as the difference between predicted and ground-truth

parametrizations. These parametrizations are calculated on the autoregressive fore-

casts of each vorticity simulation. After ≈ 100 time steps, the null parametrization

is more accurate than the MNO-based parametrization. This is likely due to MNO’s

forecast drifting over time into a regime that was not seen during training. We believe

that extending MNO to temporal architectures could alleviate these issues, for exam-

ple, by using a pushforward [37] or in-situ loss function [95] or a model architecture
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Figure A-3: Multiscale Lorenz96 mean accuracy over time. MNO (orange) forecasts
the mean (solid) of the ground-truth DNS (blue) more accurately in comparison to ML-
based parametrizations (green) and climatology (red). The standard deviations is plotted
as dotted lines.

with temporal memory.

A.5.2 Multiscale Lorenz96

Accuracy Figure A-3 shows that the predicted mean of MNO (solid orange) closely

follows the ground-truth (solid blue). The ML-based parametrization (solid green)

follows the ground-truth only for a few time steps (until∼ 𝑡 = 0.125). The climatology

(solid red) depicts the average prediction in the training dataset. None of the models

accurately represents the standard deviation (blue dotted).

Details of the runtime comparison The runtimes have been calculated by choos-

ing the best of 1-100k runs depending on grid size on a single-threaded Intel Xeon

Gold 6248 CPU@2.50GHz with 164Gb RAM. We time a one step update which, for

DNS, is the calculation of Eq. (3.7) and for MNO the calculation of Eq. (3.8), i.e.,

the sum of a large-scale step and a pass through the neural operator.

In Fig. 3-3, the runtime of MNO and DNS plateaus at low-resolution (𝐾 < 29),

because runtime measurement is dominated by operations whose cost is independent

of spatial resolution. DNS plateaus at a lower runtime, because MNO contains several

fixed-cost matrix transformations. The runtime of DNS has a slight discontinuity at

𝐾 ≈ 29 due to extending from cache to RAM memory.
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A.5.3 Model configuration

Multiscale Lorenz96: MNO For multiscale Lorenz96 we use the number of chan-

nels, 𝑛𝑣 = 64, number of retained modes, 𝑘max = 3, number of Fourier layers, 𝑛𝑑 = 3,

and no batch norm layer. The time-series modeling task uses a history of only one

time step to learn chaotic dynamics [167]. We are using ADAM optimizer with learn-

ing rate, 𝜆 = 0.001, number of epochs, 𝑛𝑒 = 2 [146]. MNO uses float32 precision.

Training took 1 : 50min on a single core Intel i7-7500U CPU@2.70GHz.

Multiscale Lorenz96: ML-based parametrization The ML-based parametriza-

tions uses a fully-connected neural network (FCNN) with 𝑛layers = 2 and 𝑛units = 32

units. The model contains a residual connection from the input to the output layer.

The model is optimized with Adam [146] with learning rate 0.01, 𝛽 = (0.9, 0.999),

𝜖 = 1 * 10−8, trained for 20𝑛epochs = 20.

Multiscale Lorenz96: Traditional parametrization The traditional parametriza-

tion uses least-squares to find the best linear fit. Inference is conducted with 𝑦 = 𝐴𝑥.

This parametrization is local, which in this case, means that the weight matrix is

shared across every grid point and the in- and outputs are one-dimensional, 𝑥, 𝑦 ∈ R.

The weight matrix, 𝐴, is computed on the training set with 𝐴 = (𝑋𝑇𝑋)−1𝑋𝑇𝑌 , where

𝑋 and 𝑌 are the concatenation of input large-scale features and target parametriza-

tions, respectively.

Quasi-geostrophic turbulence: MNO To model quasi-geostrophic turbulence

with MNO, we chose the number of channels, 𝑛𝑣 = 20, number of retained modes,

𝑘max = 64, number of Fourier layers, 𝑛𝑑 = 3, and no batch norm layer. We are using

ADAM optimizer with initial learning rate, 𝜆 = 0.01, batch size of 20 snippets that

each contain 20 time steps. The learning rate is decayed by a factor of 𝛾 = 0.5 every

15 steps. We train in parallel on 40 Intel Xeon Gold 6248 CPUs with at 2.50GHz

for 𝑛epochs = 19 which takes ≈ 6ℎ𝑟𝑠. These are the hyperparameters with the best

validation performance in random grid search over the ranges: 𝑛𝑣 ∈ {5, 10, 20, 32},
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𝑘max ∈ {12, 32, 64}, 𝑛𝑑 ∈ {1, 3, 4}, 𝜆 ∈ {0.1, 0.01, 0.001}, batch size ∈ {20, 56},

𝜆 ∈ {0.1, 0.01, 0.001}, 𝛾 ∈ {0.1, 0.5}, and learning rate step size ∈ {10, 15, 20}. All

runs used the maximum number of epochs, 𝑛𝑒 = 100, and stopped when the validation

loss increased. For data augmentation, we tried using horizontal and vertical flip

augmentations, but found that they reduced the train and validation performance.

This indicates that we are operating in a regime of limited data and more data could

increase the performance.

Quasi-geostrophic turbulence: Null Param. The null parametrization predicts

the global mean over all parametrizations in the training dataset. In this case the

mean parametrization is zero and we call this model Null Param.

Quasi-geostrophic turbulence: Pure ML FNO. The pure machine learning-

based model trains a 2D Fourier neural operator [166] to autoregressively forecast

the coarse-grained simulation: 𝜔̄FNO(𝑡 + ∆𝑡) = 𝜔̄FNO(𝑡). The model uses the same

dataset of a coarse-grained high-resolution simulation and the same train/val/test

data split than the other QG turbulence models. In comparison to the other models

the ground-truth prediction target of the pure ML model is the coarse-grained high-

resolution simulation at the next time step and not the parametrization. The pure ML

FNO uses the same hyperparameters as the FNO that learns the parametrizations

in MNO, except the pure ML model is stopped after 𝑛𝑒 = 16 epochs. We tested

minor variations of the hyperparameters, but only found decreasing performance.

We lacked the computational resources for a full hyperparameter sweep over the

same hyperparameter ranges as MNO.

Model configuration: Other parametrizations Comparing FNO vs. CNN-

based parametrizations [11] would be interesting to, e.g., analyse the effects of spec-

tral transform vs. locality biases, respectively. FNO could be more accurate due to

the periodic features in our problems, but we do not claim that FNO is more accurate

than a CNN-based parametrization. For this study, the comparison was out of scope

and we note that the accuracy gains in Fig. 3-4 stem, instead, from a change from
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local to global receptive fields and in Fig. 3-7 from a pure ML to hybrid ML-physics

architecture. We also do not compare against methods that require an autodifferen-

tiable solver. Models with soft or hard constraints, e.g., PINNs [249] or DC3 [81], are

complementary to MNO.

A.5.4 Evaluation

The RMSE over time for multiscale Lorenz96 is calculated as:

RMSE(𝑡) =
1

𝐾

𝐾∑︁
𝑘=0

√︀
(
1

𝑁

𝑁∑︁
𝑖=0

(𝑋̂𝑘,𝑖(𝑡)−𝑋𝑘,𝑖(𝑡))
2). (A.5)

A.6 Appendix to Limitations

A.6.1 Resolution-variable

We have stated that MNO is resolution-variable. We refer to a model architecture

as resolution-variable if it can be trained and tested on grids of different resolu-

tions without retraining the model or significant sacrifices in accuracy. MNO is

resolution-variable because the underlying neural operator, here a Fourier neural op-

erator (FNO), is resolution-variable. For FNO to be resolution-variable, it assumes

that the in- and outputs are represented on equispaced grids which are grids with

uniform spacing in between every neighboring cell [166]. Further, FNO assumes that

all necessary information to reconstruct the in- and output is represented at the given

spatial resolutions [166].

To understand resolution-variability in detail, we analyze the Fourier layer, specif-

ically, the operation ℱ−1(𝑅𝜑 ·ℱ𝑣𝑖) from Eq. (A.6). All other transformations in FNO

are shared transformations that are the same for every grid point, thus resolution-

independent. The Fourier transform, ℱ , and inverse Fourier transform, ℱ−1, are

implemented via torch.fft and torch.ifft, respectively which currently assume

an equispaced grid. Replacing this transform with a transform on non-equispaced

grids [86] would lift the assumption of equispaced grids.
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After the Fourier transform, the spectral signal is multiplied with a matrix, 𝑅𝜑. In

the current application this matrix multiplication will also set all Fourier frequencies

beyond the cut-off frequency, 𝑘max, to zero. As a result, the number of retained

spectral modes, 𝑘max, is less or equal to the number of spatial grid points, 𝑁̄ , during

training: 𝑘max <= 𝑁̄train. The number of retained spectral modes, 𝑘max, is fixed after

training.

If the spatial resolution during test is finer than the training resolution, 𝑁̄test >

𝑁̄train, the architecture will cut-off all frequencies beyond, 𝑘max. If the first 𝑘max

frequencies of the test signal are the same, whether it is represented on the higher,

𝑁̄test, or lower, 𝑁̄train, resolution grid, FNO will be resolution-invariant. Here, we

assume that the first 𝑘max frequencies will be approximately the same and thus call

FNO resolution-variable. If the test resolution is lower than the training resolution,

𝑁̄test < 𝑁̄train, we fill in zeroes as higher resolution frequencies.

A.6.2 Complex initial and boundary conditions

We have evaluated MNO on equations with periodic boundary conditions. As a re-

sult, using Fourier transforms was a natural choice. Realistic Earth System Models,

however, account for complex boundary conditions such as coastlines, bathymetry, an

Arctic cycle cut-off, etc. Thus, extensions of FNO to more complex boundary condi-

tions, for example, via incorporating Chebyshev polynomials in the vertical direction

or spherical hermonics are very interesting.

We have also evaluated MNO only on deterministic initial conditions (ICs). In re-

alistic weather and climate modeling, however, ICs are often partially known and un-

certain. The uncertainty in ICs can be accounted for via combining physics-informed

ML models with data assimilation or ensemble runs [142]. Further, MNO was only

evaluted on IC profiles that naturally occur in chaotic multiscale Lorenz96 and QG-

turbulence simulations. In practice, ICs can show inversions, sharp gradients, and

other features that can be investigated in more detail.
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A.7 Fourier Neural Operator

Our neural operator for learning subgrid parametrizations is based on Fourier neu-

ral operators [166]. Intuitively, the neural operator learns a parameter-to-solution

mapping by learning a global convolution kernel. In detail, it learns the opera-

tor to transforms the current large-scale state, 𝑋(𝑥0:𝐾 , 𝑡) ∈ R𝐾×𝑑𝑋 to the subgrid

parametrization, 𝑓
𝑥
(𝑥0:𝐾 , 𝑡) := 𝑋0:𝐾 ∈ R𝐾×𝑑𝑋 with number of grid points, 𝐾, and

input dimensionality, 𝑑𝑋 , according to the following equations:

𝑣0 = 𝑋0:𝐾𝑃
𝑇 + 1𝐾×1𝑏𝑃

𝑣𝑖+1 = 𝜎

(︂
𝑣𝑖𝑊

𝑇 +

∫︁
𝐷𝑥

𝜅𝜑(𝑥, 𝑥
′)𝑣𝑖(𝑥

′)𝑑𝑥′
)︂

≈ 𝜎
(︀
𝑣𝑖𝑊

𝑇 + 1𝑛𝑣×1𝑏𝑊 + ℱ−1(𝑅𝜑 · ℱ𝑣𝑖)
)︀

𝑓𝑥,0:𝐾 = 𝑣𝑛𝑑
𝑄𝑇 + 1𝐾×1𝑏𝑄

(A.6)

First, MNO lifts the input via a linear transform with matrix, 𝑃 ∈ R𝑛𝑣×𝑑𝑋 , bias,

𝑏𝑃 ∈ R1×𝑛𝑣 , vector of ones, 1𝐾×1, and number of channels, 𝑛𝑣. The linear transform

is local in space, i.e., the same transform is applied to each grid point.

Second, multiple nonlinear “Fourier layers” are applied to the encoded/lifted state.

The encoded/lifted state’s, 𝑣𝑖 ∈ R𝐾×𝑛𝑣 , spatial dimension is transformed into the

Fourier domain via a fast Fourier transform. We implement the FFT as a multipli-

cation with the pre-built forward and inverse Type-I DST matrix, ℱ ∈ C𝑘max×𝐾 and

ℱ−1 ∈ C𝐾×𝑘max , respectively, returning the vector, ℱ𝑣𝑖 ∈ C𝑘max×𝑛𝑣 .

The dynamics are learned via convoluting the encoded state with a weight matrix.

In Fourier space, convolution is a multiplication, hence each frequency is multiplied

with a complex weight matrix across the channels, such that 𝑅 ∈ C𝑘max×𝑛𝑣×𝑛𝑣 . In

parallel to the convolution with 𝑅, the encoded state is multiplied with the linear

transform, 𝑊 ∈ R𝑛𝑣×𝑛𝑣 , and bias, 𝑏𝑊 ∈ R1×𝑛𝑣 . From a representation learning-

perspective, the Fourier decomposition as a fast and interpretable feature extraction

method that extracts smooth, periodic, and global features. The linear transform can

be interpreted as residual term concisely capturing nonlinear residuals.
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So far, we have only applied linear transformations. To introduce nonlinearities,

we apply a nonlinear activation function, 𝜎, at the end of each Fourier layer. While the

non-smoothness of the activation function ReLu, 𝜎(𝑧) = max(0, 𝑧), could introduce

unwanted discontinuities in the solution, we choose it resulted in more accurate models

than smoother activation functions such as tanh or sigmoid.

Finally, the transformed state, 𝑣𝑛𝑑
, is projected back onto solution space via an-

other linear transform, 𝑄 ∈ R𝑑𝑋×𝑛𝑣 , and bias, 𝑏𝑄.

The values of all trainable parameters, 𝑃,𝑅,𝑊,𝑄, 𝑏*, are found by using a nonlin-

ear optimization algorithm, such as stochastic gradient descent or, here, Adam [146].

We have used MSE between the predicted, 𝑓𝑥, and ground-truth, 𝑓𝑥, subgrid parametriza-

tions as loss. The neural operator is implemented in pytorch, but does not require an

autodifferentiable PDE solver to generate training data. During implementation, we

used the DFT which assumes a uniformly spaced grids, but can be exchanged with

non-uniform DFTs (NUDFT) to transform non-uniform grids [86].

A.8 Neural networks vs. neural operators

Most work in physics-informed machine learning relies on fully-connected neural net-

works (FCNNs) or convolutional neural networks [138]. FCNNs however are mappings

between finite-dimensional spaces and learn mappings for single equation instances

rather than learning the PDE solver. In our case FCNNs only learn mappings on fixed

spatial grids. We leverage the recently formulated neural operators to extend the for-

mulation to arbitrary grids. The key distinction is that the FCNN learns a parameter-

dependent set of weights, Φ𝑎𝑦 , that has to be retrained for every new parameter

setting. The neural operator is a learned function mapping with parameter-variable

weights, Θ, that takes parameter settings as input and returns a function over the spa-

tial domain, 𝐺Θ(𝑎𝑦). In comparison, the forcing term is approximated by an FCNN

as 𝑓𝑥,Φ(𝑥𝑘; 𝑎𝑦) = 𝑔Φ𝑎𝑦
(𝑥𝑘) and by a neural operator as 𝑓𝑥,Θ(𝑥𝑘; 𝑎𝑦) = 𝐺Θ(𝑎𝑦)(𝑥𝑘). The
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mappings are given by:

FCNN: 𝑔Φ𝑎𝑦
: 𝐷𝑥 → R𝑑𝑋 ,

NO: 𝐺Θ : 𝐻𝑎𝑦(𝐷𝑥;R𝑑𝑎𝑦 ) → 𝐻𝑋(𝐷𝑥;R𝑑𝑋 ).
(A.7)

𝐻𝑎𝑦 is a function space (Banach) of PDE parameter functions, 𝑎𝑦, that map the

spatial domain, 𝐷𝑦, onto 𝑑𝑎𝑦 dimensional parameters, such as ICs, BCs, parameters,

or forcing terms. 𝐻𝑋 is the function space of residuals that map the spatial domain,

𝐷𝑥, onto the space of 𝑑𝑋-dimensional residuals, R𝑑𝑋 .
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Appendix B

Appendix: Satellite Imagery from the

Future

B.1 Dataset

B.1.1 Pre- and post-flood imagery

Post-flood images that display standing water are challenging to acquire due to cloud-

cover, time of standing flood, satellite revisit rate, and cost of high-resolution imagery.

To the extent of the authors’ knowledge, xBD [112] is the best publicly available

data-source for preprocessed high-resolution imagery of pre- and post-flood images.

More open-source, high-resolution, pre- and post-disaster images can be found in

unprocessed format on DigitalGlobe’s Open Data repository [80].

� Data Overview: 3284 flood-related RGB image pairs from seven flood events

at 1024×1024px of ∼0.5m/px resolution of which 30% display a standing flood

(∼1370).

� The dataset contains imagery of hurricanes (Harvey, Florence, Michael, Matthew

in the U.S. East or Golf Coast), spring floods (2019 in Midwest U.S.), a tsunami

(in Indonesia), and the monsoon (in Nepal).

� Our evaluation test set is composed of 216 images: 108 images of each hurricane

115



d) physics-informed    
GAN (ours)

b) Flood mask inputa) NAIP pre-flood c) Maxar post-flood

Figure B-1: Generalization across remote sensing instruments. Our first model was
trained on satellite imagery from Maxar. The model is very sensitive to changes in the
inputs: when we change the inputs from Maxar to NAIP aerial images the model generates
unintelligible imagery (top-row, right). This is likely due to the changes in resolution, color
calibration, atmospheric noise, and more. To overcome this issue and train a model that
generalizes across remote sensing instruments, we have compiled an additional dataset of
6500 image-pairs with 1.0𝑚/𝑝𝑥 input aerial NAIP imagery and 0.5𝑚/𝑝𝑥 output Maxar
satellite imagery (a, c in two bottom rows). While the generated imagery in d) is not
production ready it does suggest that a retrained model can learn to translate images across
different remote sensing instruments.

Harvey and Florence. The test set excludes imagery from hurricane Michael or

Matthew, because the majority of tiles does not display standing flood.

� We did not use digital elevation maps (DEMs), because the information of low-

resolution DEMs is contained in the storm surge model and high-resolution

DEMs for the full U.S. East Coast were not publicly available.

B.1.2 Pre- and post-reforestation imagery

We went through all of VERA registered ARR (Afforestation, Reforestation, and

Revegetation) carbon projects, and downloaded the shapefiles (.kmz) when they were
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available. We used Google Earth Pro [source] to first confirm that historical imagery

was available, meaning that high-resolution imagery was available over the years for

the specific regions from the shapefiles and had no clouds. Then we visually verified

that the reforestation did happen. These conditions were considered satisfied if we had

imagery of bare land where we could see trees planted and grown over the years. In

that case, we considered “pre-reforestation” as the earliest available imagery before we

could see that trees were planted. For instance, if on the high-resolution imagery, we

saw that trees were planted in 2010, then we would go back in time to the previously

available imagery which could be 2009 or 2005, depending on the regions. For the

“post-reforestation” imagery, we selected the most recent imagery available without

clouds, so ideally it would be 2022. Our dataset timestamps go from 2005 to 2022

with some in-between years when those years were not available or not good quality

(too many clouds, overlapping rasters from different years, etc).

Figure B-2: Model Architecture for Reforestation. Our model leverages the semantic
image synthesis model, Pix2pixHD, and combines a pre-reforestation satellite image with a
reforestation map to generate post-reforestation satellite imagery.

Ultimately, the selected high-resolution images of before and after reforestation

were exported from Google Earth Pro (Map data: Google, Maxar Technologies,

CNS/Airbus) with a resolution of 4800x4800 and an eye altitude of 1500 meters.
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Figure B-3: Generated post-flooding imagery of 64 randomly chosen tiles of hurri-
canes Harvey and Florence test set.

The image of the pre-reforestation with the visual of the shapefile layer was also ex-

ported to be then used as the binary reforested area mask. The image with the visual

of the shapefile was converted to a binary mask using an image processing method

that removed all non-white pixels.

The 1024x1024 tiles were generated from the 4800x4800 exported images. The

binary reforestation area masks were stacked on top of the RGB images. Only tiles

that had pixels belonging to a reforested area were saved.

B.1.3 Pre- and post-melt Arctic sea ice imagery

To visualize melting Arctic sea ice we created 19445 image-triplets of pre-melt image,

post-melt image, and post-melt segmentation mask, as displayed in Fig. B-5. We

found ∼ 20𝑘 matching pre- and post-melt images by finding matching pairs across

27172 Winter images in 1st Oct. 2019 - 1st May 2020 and 32433 Summer images

in 1st Jun. - 31st Aug. 2020 within the study area in Fig. B-6a. We downloaded

cloud-free Sentinel-2 MSI Level 1-C visual imagery at 10m/px resolution in tiles of

1024x1024px that matched the criteria. Our ice segmentation model creates binary ice
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Figure B-4: Dalle-2. We prompted the diffusion-based model, DALL·E 2, to generate
´A realistic and physically-consistent satellite image of Houston, TX being flooded.´ The
visualized urban scenery is noisy and lacks the detail of buildings (zoom in). The blur is
likely due to the complexity of generating the high-frequency and structured information that
characterizes satellite images. This further indicates the continued challenge that generating
satellite imagery, instead of drawings or first person images, is still posing to deep generative
vision models.

segmentation masks (1=ice) by thresholding grayscaled images into white and non-

white (intensity < 255) areas, x = (1 if x==1 else 0). We created the post-melt

segmentation masks by applying the segmentation model on the post-melt imagery.

After creating segmentation masks, we rejected all image pairs that only contain

ocean or land(mask=0). Figure B-6b shows the final locations of all image pairs.

B.2 Flood Segmentation Model

We evaluate the physical-consistency of the generated flood imagery by measuring

intersection over union (IoU). Specifically, we measure the IoU of a flood mask that

is derived from the generated image via a flood segmentation model with the ground-

truth flood mask that was used as input. Here, we provide additional methodology

and results for the flood segmentation model.

We trained two independent flood segmentation models – one for the main exper-
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Winter

Ground-Truth Summer
(a) Data Samples

Figure B-5: We allow the extension of Earth Intelligence Engine to visualize melting Arctic
sea ice by publishing an according dataset.

iments on 109 labelled images in the Maxar → Maxar dataset in Section 4.3.2 and

another on the 260 labeled images in the NAIP → Maxar dataset in Section 4.3.4.

Our implementation is a pix2pix model [130] where we added on an IoU loss. For both

datasets, we used a UNet with 120 trainable layers to predict 1-channel segmentation

masks from 3-channel images of size 1024x1024. The loss function is a weighted sum

(1:1:5) of a vanilla GAN loss, L1 loss, and negative IoU wrt. the ground-truth seg-

mentation mask. We trained the model for 80 epochs with batch size, 8, and learning

rate, 0.0002, on 4 GPUs. For the Maxar → Maxar dataset, we then fix the first

100 layers and fine-tune the last 20 layers network for 80 epochs using only L1 and

IoU loss (0:1:3) and otherwise the same hyperparameters. For the NAIP → Maxar

dataset, we did not fine-tune the network. We experimented with decreasing the num-

ber of epochs and removing the GAN loss to train a UNet on L1+IoU, which both

individually decreased performance. Otherwise, we are using the default parameters

in https://github.com/junyanz/pytorch-CycleGAN-and-pix2pix. As a train-test split

we used a 5-fold cross validation to maximize usage of our limited data, i.e., we split

the dataset into 5 equally sized partitions and train the model with considered hyper-

parameters 5-times on 4 partitions while holding out 1 partition. After finding the
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(a) Study Area

(b) Final data distribution

Figure B-6: We compiled a dataset of ∼ 20𝑘 image-pairs of the Arctic to visualize melting
Arctic sea ice.

model with the best hyperparameters, we train it on the full labeled dataset and use

it to infer masks on the rest of the unlabeled data. The model for Maxar → Maxar

was trained similarly.

The model on the Maxar → Maxar dataset has IoU 0.343 and on the NAIP →

Maxar dataset has IoU 0.23. Many images in our dataset display very little flooding

and, hence, achieving high IoU scores is very difficult. For a better understanding that

the quality of our current segmentation model should be sufficient, we are plotting 20

randomly selected samples from the NAIP → Maxar test set in Fig. B-7.

The segmentation model could be improved, e.g., by considering more novel seg-

mentation architectures, such as, PSPNet, PAN, or DeepLabv3+. Due to the limited
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amount of data, we expect semi-supervised learning to impact the performance more

than architectural choices. Specifically, future work could pretrain a network on a

reconstruction loss or on other remote sensing tasks and datasets. Unfortunately,

during development of this study there did not exist an accessible backbone that was

pretrained on visual satellite imagery. We explored using ImageNet backbones, but

they classified "background" for every image, which led us to believe that mid-to-

late-stage layers have little to no signal and only early layers would be useful.

B.3 Experiments

B.3.1 Data augmentation.

To visualize floods, we applied standard data augmentation, here rotation, random

cropping, hue, and contrast variation, and state-of-the art augmentation - here elastic

transformations [279]. Furthermore, spectral normalization [203] was used to stabilize

the training of the discriminator. A relativistic loss function has been implemented

to stabilize adversarial training. We also experimented with training pix2pixHD on

LPIPS loss. Quantitative evaluation of these experiments, however, showed that they

did not have significant impact on the performance and, ultimately, the results in

the paper have been generated by the pytorch implementation of pix2pixHD [316]

extended to 4-channel inputs.

To visualize reforestation, we used downscale (to 0.8 scale), h- and v-flip, and

colorjitter (brightness=0.4, contrast=0.2, saturation=0, hue=0) augmentations with

𝑝 = 0.67 from the albumentations library [49]. The model hyperparameters are chosen

to equal the pytorch implementation in [316].

B.3.2 Pre-training LPIPS on satellite imagery.

The standard LPIPS did not clearly distinguish in between the handcrafted baseline

and the physics-informed GAN, contrasting the opinion of a human evaluator. This

is most likely because LPIPS currently leverages a neural network that was trained
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on object classification from ImageNet. The neural network might not be capable to

extract meaningful high-level features to compare the similarity of satellite images.

In preliminary tests the ImageNet-pretrained network would classify all satellite im-

agery as background image, indicating that the network did not learn features to

distinguish satellite images from each other. Future work, will use LPIPS with a net-

work trained to have satellite imagery specific features, e.g., Tile2Vec or a land-use

segmentation [259] model.
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Figure B-7: Generated segmentation masks for 20 randomly chosen tiles of NAIP → Maxar
test dataset (zoom in). The mean IoU across the dataset is 0.23.
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