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Figure 2. Flow-Chart of the NLP Trainer pipeline. 

Figure 3. Flow-Chart of the 
NLP Inference pipeline. 

Figure 1. Flow-Chart of the Workflow for the  Rhino Health Platform. 

Model Parameters Value
Hidden layer 12
Attetion head 12
Hidden size 768
FFN* size 3072

Vocabulary size 30522
Max. position embeddings 512

Activation gelu
Dropout 0.1

Total Parameters 110M

Table 1. Model Parameters used 
for Clinical-Bert Model

Data Distribution
Ø Mimic dataset containing the discharge

summary was used for training purpose.
Ø Training dataset consists of 5006 samples,

~81 % of the dataset.
Ø Training data for the federated learning was

randomly distributed between 2 client, and
the data split was 50% between the clients.

Ø Validation set consists of 573 samples , ~9
% of the dataset.

Ø Testing set consists of 584 samples , ~9 %
of the dataset.

Figure 4. Receiver Operating Characteristic (ROC) curve obtained 
using centralized training framework vs federated training 

framework.

RESULTS

Figure 5. Precision Recall Curve (PRC) obtained using 
centralized training framework vs federated training 

framework.

Table 2. Results obtained from centralized training 
framework vs federated training framework.

Centralized Model Federated Model
Accuracy 65.75% 69.86%
F-1 Score 64.29% 69.76%

Senstitivity 62.07% 70.00%
Specificity 69.39% 70.00%

PPV 66.67% 69.52%
NPV 64.97% 70.21%

AUROC 0.71 0.75
AUPRC 0.66 0.72

ModelsMetrics
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Ø The development of an NLP-based federated learning model for clinical
risk prediction task is proposed as a solution to improve the accuracy and
efficiency of clinical risk prediction.

Ø This model will be trained on locally stored clinical data at different
healthcare institutions. Federated learning approach will be used for model
training and testing to maintain patient privacy.

Ø By leveraging the power of NLP and the distributed nature of federated
learning, this model has the potential to significantly enhance clinical risk
prediction by leveraging diverse datasets while also preserving patient
privacy.

ØLarge language models have shown strong performance on various
tasks including natural language understanding, natural language
inference, named entity recognition and question answering (1-3). Pre-
trained language models are used for the tasks as it helps in faster
convergence.

ØWhile their performance is typically strong, a major bottleneck for
training large language models is the need for large datasets, which are
expensive and time-consuming to gather and annotate. For certain data
modalities, such as electronic health records and finance datasets, this
problem is exacerbated due to restrictions and privacy concerns (4).

ØWe propose a federated training framework for language models,
which uses pre-trained models for training on datasets held at each
institution, which helps in data privacy and helps in distributed
learning. This approach of distributed learning improves convergence
speed and offers results comparable to centralized training.

Ø We use the Medical Information Mart for Intensive Care – III (mimic-III)
dataset for predicting patient readmission. It consists of ~58 K electronic
health records from ~38K patients in the intensive care unit between 2001 to
2012 (5). We used patient discharge notes for training. We split the discharge
data into 3 subsets depending on the length of stay i.e., discharge notes at 3
days, 2 days and at end of stay.

Ø Pre-trained ClinicalBERT Model was used to predict patient readmission (6).
The pretrained ClinicalBERT model weights encode information on clinical
language. In order to adapt this model to our task, we perform model fine-
tuning on the given task of patient readmission. The pretrained model
requires less data for model convergence. Fine-tuning model weights on the
similar task achieves better results than training a given model from scratch.

Ø The model takes patient clinical notes as input and outputs the patient’s risk
of readmission within 30-days. Model parameters are fine-tuned to
maximize log-likelihood of this binary classifier. Final prediction for patient
readmission was obtained by thresholding (> 0.5) output probability maps.

Ø Data is preprocessed as follows:
a) words were converted to lowercase
b) line breaks were removed
c) special characters were removed
d)sentence detection via SpaCy is used to segment notes
e) rule-based modifications of special cases are made (e.g., M.D. replaced

with MD, removing decimal-based numbers, replacing medication
details)

Ø Rhino Health platform was used for all federated training and inference (7).
Rhino Health uses Nvidia Flare platform for the federated distributed
architecture. This helps in bringing the benefits of Nvidia’s architecture and
Rhino Health’s platform for an effective federated pipeline for the task of
patient readmission (8-10).

Ø This work demonstrates the use of federated learning for training large
language models on decentralized datasets across multiple hospitals or
medical institutions.

Ø FL pipelines that leverage data from multiple hospitals will allow
researchers to train more robust AI models that generalize to different
patient demographics and have less bias.

Ø The advantage of our approach was use of limited resource (patient
data and gpu’s) for federated training and preserving data privacy for
training and inference purpose, which is a key for medical institutions.

Ø All FL is done in a decentralized fashion, allowing hospitals to train
stronger models while mitigating privacy concerns.
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Ø All results were obtained from the held-out testing set which was used to
evaluate both training frameworks.

Ø AUROC value for the ClinicalBert model using centralized training was 0.71
Ø AUROC value for the ClinicalBert model using federated training with 2

clients was 0.75
Ø AUPRC value for the federated model was better compared to the centralized

model by 0.6.
Ø F-1 score, accuracy, sensitivity and specificity for the centralized model was

64.29%, 65.75%, 62.07%, and 69.39% and for federated model was 69.76%,
69.86%, 70.00%, and 70.00% respectively.
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