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#### Abstract

This thesis investigates the connection between the geometry of Schubert varieties and Gelfand-Cetlin coordinates on flag manifolds. In particular, we discovered a connection between Schubert calculus and combinatorics of the Gelfand-Cetlin polytope.

In [13] Guillemin and Sternberg constructed a set of action coordinates on a flag manifold, which maps this flag manifold to the Gelfand-Cetlin polytope. We show that every Schubert cycle is equivariantly cohomologous to a canonical linear combination of preimages of faces of the Gelfand-Cetlin polytope.

These faces can be identified with RC-graphs, which play a crucial role in the theory of Schubert polynomials. Using RC-graphs, we give a generalized Littlewood-Richardson rule, which provides an algorithm for multiplying certain Schubert polynomials by Schur polynomials.
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## Chapter 1

## Introduction

The main goal of this thesis is to understand the connection between the classical theory of Schubert varieties and the less studied theory of Gelfand-Cetlin action coordinates. The thesis contains two almost independent parts. The first part constructs new cycles for Schubert varieties using faces of the Gelfand-Cetlin polytope and the second part describes a generalized Littlewood-Richardson rule for multiplying Schur polynomials by Schubert polynomials. This rule involves the theory of RC-graphs, which are generalizations of Young tableaux and turn out to be closely related to the Gelfand-Cetlin polytope.

### 1.1 Schubert varieties and Gelfand-Cetlin theory

In [13] Guillemin and Sternberg defined a set of action coordinates on each flag manifold. Given a weight $\lambda$ of $S U(n)$, these coordinates give a "moment" map $\Phi$ on the manifold of complete flags $F l_{n}$, which takes $F l_{n}$ onto the classical Gelfand-Cetlin polytope. (This polytope was originally introduced in [10]. Lattice points inside the polytope give a canonical basis of the irreducible representation of $S U(n)$ with the highest weight $\lambda$.) Roughly speaking, the set of these action coordinates is a classical mechanic analogue of the GelfandCetlin basis in quantum mechanics. Since we can think of a set of action coordinates as a solution to a classical mechanical system, it is natural to assume that we can learn a lot about $F l_{n}$ just by looking at these coordinates.

In the second chapter we try to show how most of the information about the Schubert calculus can be extracted from the combinatorics of the Gelfand-Cetlin polytope.

Let us recall a few facts about Schubert varieties. For each permutation $w \in S_{n}$ we
can define a subvariety $X_{w} \in F l_{n}$, called a Schubert variety. The cohomology classes [ $X_{w}$ ] defined by Schubert varieties form a basis for the cohomology of $F l_{n}$. Moreover, if we consider the standard $n-1$ torus $T$ action on $F l_{n}$, each Schubert variety defines an equivariant cohomology class and they generate $H_{T}^{*}\left(F l_{n}\right)$ as a $S\left(\mathfrak{t}^{*}\right)$ module $\left(S\left(\mathrm{t}^{*}\right)\right.$ is the algebra of the polynomials on the dual $\mathfrak{t}^{*}$ of the Lie algebra of $T$.)

In Section 2.2 we will define a set of reduced faces of the Gelfand-Cetlin polytope and for each reduced face $D$ define a permutation $w(D)$. (These faces can be identified with an already known combinatorial object called RC-graphs.) It turns out that all the information about the equivariant cohomology classes of the Schubert varieties is contained in these reduced faces. We will prove the following three theorems, which link the Schubert calculus to the combinatorics of the Gelfand-Cetlin polytope.

The first theorem says which Schubert varieties map to faces of the Gelfand-Cetlin polytope under the map $\Phi$ and hence have a set of action coordinates themselves. Proposition 2.3.2 also shows that these Schubert varieties are actually Kempf varieties, which were algebraically degenerated to toric variety by Gonciulea and Lakshmibai in [12].

Theorem 2.3.1 If, for a permutation $w$, there is a unique reduced face $D$ with $w(D)=w$ then $\Phi^{-1}(D)=X_{w}$.

The second theorem shows that each equivariant cohomology class defined by a Schubert variety is given by an equivariant cycle, defined by taking preimages of certain prescribed reduced faces of the Gelfand-Cetlin polytope.

Theorem 2.4.1 For a permutation $w \in S_{n}$, let

$$
W_{w}=\Phi^{-1}\left(\bigcup_{w(D)=w} D\right) .
$$

Then $W_{w}$ defines an equivariant cohomology class $\left[W_{w}\right] \in H_{T}^{*}\left(F l_{n}\right)$ and

$$
\left[X_{w}\right]=\left[W_{w}\right] .
$$

The third theorem shows that double Schubert polynomials $P_{w}$ can be written explicitly in terms of the combinatorial information about the reduced faces of the Gelfand-Cetlin
polytope. We will define $P_{w}$ as well as polynomials $P_{D}$ for each reduced face $D$ in Section 2.5 .

Theorem 2.5.1 For a permutation $w, P_{w}$ is equal to the sum of $P_{D}$ with $w(D)=w$, that is

$$
P_{w}=\sum_{w(D)=w} P_{D}
$$

The organization of the second chapter is the following. In section 2.1 we fix notations and recall basic definitions. Section 2.2 deals with combinatorics of the faces of the Gelfand-Cetlin polytope. In particular, we define reduced faces and their corresponding permutations. Section 2.3 proves Theorem 2.3.1, while Section 2.4 proves our main result: Theorem 2.4.1. The proof of this theorem contains two major parts. The first part shows that the equivariant cohomology class $\left[W_{w}\right]$ is well defined using the technical Lemma 2.4.2. The second part proves that $\left[X_{w}\right]=\left[W_{w}\right]$ using Kirwan injectivity theorem. In Section 2.5 we present Theorem 2.5 . 1 and show that it is essentially equivalent to a result proved by Fomin and Kirillov in [7]. Section 2.6 gives another example of equivariant cohomology classes, which can be realized using preimages of faces of the Gelfand-Cetlin polytope. Finally, in the Appendix, we define equivariant cohomology using currents and prove that this definition coincides with the standard definition of equivariant cohomology. (We need this to define equivariant cohomology classes given by preimages of the faces of the Gelfand-Cetlin polytope.)

### 1.2 RC-graphs and Littlewood-Richardson rule

In the third chapter we provide a "Littlewood-Richardson" rule for multiplying certain Schubert polynomials by Schur polynomials. It turns out that we can think of Young tableaux as being special RC-graphs (which are also reduced faces of the Gelfand-Cetlin polytope). This leads to a straightforward generalization of the Schensted algorithm (see [1]). In the special case, considered by us in this thesis, this algorithm preserves some of the key properties of the classical Schensted algorithm for Schur polynomials. (This allows us to prove a more general Littlewood-Richardson rule than was previously known.)

We will denote by $w$ a permutation, which permutes all integers, which are not greater than $n$, such that there exists $N$ with $w(i)=i$ for every $i \leq-N$. Moreover, we will always
assume that $w$ possesses the following property:

$$
w(i)>w(i-1) \text { if } i \leq 0 .
$$

Let $\mu=\left(\mu_{1}, \ldots, \mu_{n}\right)$ be a partition with $\mu_{1} \geq \ldots \geq \mu_{n}$. Then we can associate to each partition a permutation $w(\mu)$, which will be defined in Section 3.1. Let $S_{w}$ be the Schubert polynomial of $w$ and let $S_{\mu}=S_{w(\mu)}$ be the Schur polynomial of $\mu$. Since Schubert polynomials form a basis for the ring of all polynomials, we can write

$$
S_{w} S_{\mu}=\sum_{u} c_{w, \mu}^{u} S_{u}
$$

where the sum is taken over all permutations $u$. The coefficients $c_{w, \mu}^{u}$ are known to be positive and are called the generalized Littlewood-Richardson coefficients. Our goal is to provide a rule for computing these coefficients.

An RC-graph $R$ will be a collection of tuples $\{(i, k) \mid i, k \leq n\}$, which satisfy some additional properties. Graphically an RC-graph represents a planar history of the permutation $w_{R}$ (again, we always assume $w_{R}$ satisfies the property that $w(i)>w(i-1)$ if $\left.i \leq 0\right)$. Each RC-graph can be thought of as a table of intersecting and nonintersecting strands, such that no two strands intersect more than once. The details are provided in Section 3.1.

Define $x^{R}$ to be the product of all $x_{k}$ 's, with one $x_{k}$ for each $(i, k) \in R$. Then we have

$$
S_{w}=\sum_{w_{R}=w} x^{R} .
$$

Moreover to each Young tableaux $Y$ of shape $\mu(Y)$ we can associate a unique RC-graph $R(Y)$, which satisfies $w_{R(Y)}=w(\mu(Y))$ and

$$
S_{\mu}=\sum_{\mu(Y)=\mu} x^{Y}=\sum_{\mu(Y)=\mu} x^{R(Y)}
$$

This shows that RC-graphs are generalizations of Young tableaux and suggests that we can generalize a lot of properties of Young tableaux to RC-graphs.

In particular, Bergeron and Billey in [1] provided a generalization of the Schensted insertion algorithm to the case of RC-graphs. We describe this algorithm for the special Schubert polynomials considered here in Section 3.2. We denote by $R \leftarrow k$ the result of
the insertion of a number $1 \leq k \leq n$ into an RC-graph $R$, and by $R \leftarrow Y$, the result of the insertion of a Young tableau $Y$ into an RC-graph $R$.

The key fact, which makes the generalized Littlewood-Richardson rule possible to prove is the following lemma, which generalizes the row bumping lemma (see [9]) in the case of the classical Schensted algorithm. We will give precise definitions of the paths of insertions in Section 3.3. Roughly speaking these paths are the parts of RC-graphs, which are changed during the insertion algorithms. Let us emphasize the fact that the following lemma does not hold for the general insertion algorithm of Billey and Bergeron, but works only in the special case we consider.

Lemma 3.2.2 If $x \leq y$, then the path of $x$ is weakly to the left of the path of $y$ in $R \leftarrow x y$. If $x>y$ then the path of $x$ is weakly to the right of the path of $y$ in $R \leftarrow x y$.

This lemma plays a pivotal role in the proof of the following theorem which describes the Littlewood-Richardson rule mentioned above.

Theorem 3.3.1 Let $w$ be a permutation, which satisfies $w(i)>w(i-1)$ for each $i \leq 0$ and let $\mu$ be any partition. Choose any $R C$-graph $U$ and set $w_{U}=u$. Then $c_{w, \mu}^{u}$ is equal to the number of pairs $(R, Y)$ of an $R C$-graph $R$ and a Young tableau $Y$ with $w(R)=w$ and $\mu(Y)=\mu$, such that $R \leftarrow Y=U$.

The proof of this theorem consists of three major steps. The first step is to prove the theorem for the simplest partitions $\nu_{m}$, which are just given by one number $m$. The second step is to show that all other Schur polynomials can be expresses in terms of the simplest Schur polynomials $S_{\mu_{m}}$. And finally, the third step is to prove $\left(R \leftarrow Y_{1}\right) \leftarrow Y_{2}=R \leftarrow$ $\left(Y_{1} \leftarrow Y_{2}\right)$. The theorem follows easily from these facts.

The organization of the third chapter is as follows. In Section 3.1 we recall basic definitions and properties of RC-graphs and Young tableaux. Section 3.2 describes the insertion algorithm together with the proof of Lemma 3.2.2, and section 3.3 proves Theorem 3.3.1 using the three facts mentioned above. Finally Section 3.4 proves these three technical facts.

## Chapter 2

## Equivariant Cohomology Classes of Schubert Varieties and

## Gelfand-Cetlin Action Coordinates

### 2.1 Preliminaries

### 2.1.1 Flag manifolds

Let $G=S U(n)$ with a Cartan subtorus $T$. Let $\mathfrak{g}, \mathfrak{t}$ be their Lie algebras and let $\mathfrak{g}^{*}, \mathfrak{t}^{*}$ be the corresponding duals. We can identify $\mathfrak{g}^{*}$ with $n \times n$ traceless Hermitian matrices, while $\mathfrak{t}$, which consists of diagonal matrices with $\left(x_{n}, \ldots, x_{1}\right)$ on the diagonal and with $\sum_{i} x_{i}=0$, gets identified with $\mathbb{R}^{n-1}$. Choose a positive Weyl chamber $\mathfrak{t}_{+}^{*}$ inside $\mathfrak{t}^{*}$ such that simple roots are given by $x_{i+1}-x_{i} \in \mathfrak{t}^{*}$. For $\lambda \in \operatorname{int}\left(\mathfrak{t}_{+}^{*}\right)$ let $O_{\lambda}$ be the coadjoint orbit which passes through $\lambda$.

We will think of $O_{\lambda}$ as the set of $n \times n$ traceless Hermitian matrices with fixed eigenvalues given by $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ with $\lambda_{1}<\ldots<\lambda_{n}$. If $A \in O_{\lambda}$ and $v_{1}, \ldots, v_{n}$ are the respective eigenvectors of the matrix $A$ then the vector spaces $V_{i}$ spanned by $v_{1}, . ., v_{i}$ form a complete flag in $\mathbb{C}^{n}$. This identifies $O_{\lambda}$ with the flag manifold $F l_{n}$.

The Weyl group of $G$ is generated by simple reflections $s_{i}$ given by sending $x_{i+1}$ to $x_{i}$ and $x_{i}$ to $x_{i+1}$. It can be identified with the group $S_{n}$ of permutations of $n$ elements. When no confusion may arise we will also denote by $s_{i}$ a simple transposition, which permutes elements $i$ and $i+1$ when acted on a right of a permutation $w$, that is $w s_{i}(i)=w(i+$

1) and $w s_{i}(i+1)=w(i) . s_{1}, \ldots, s_{n-1}$ generate $S_{n}$. The composition $w=s_{i_{1}} \ldots s_{i_{k}}$ is a reduced expression of $w$ if there is no way of writing $w$ as a product of less than $k$ simple transpositions. The length of $w$ is then equal to $k$ and is denoted by $l(w)$. The longest permutation $w_{0}$ has length $\frac{n(n-1)}{2}$ and satisfies $w_{0}(i)=n-i+1$. We say that a permutation $w$ is greater than $w^{\prime}$ with respect to the Bruhat order if there exist a reduced expression $w=s_{i_{1}} \ldots s_{i_{k}}$ such that by deleting some simple transpositions from it we get a reduced expression for $w^{\prime}$.

For a permutation $w$ we define the Schubert variety $X_{w} \subset F l_{n}$ as the set of all flags $V=\left(V_{1}, \ldots, V_{n}\right)$ in $\mathbb{C}^{n}$ which satisfy $\operatorname{dim}\left(V_{i} \cap F_{j}\right) \geq \#\{k \leq i, w(k)>n-j\}$ for all $i, j$ $\left(\left(F_{1}, \ldots, F_{n}\right)\right.$ is the flag given by the diagonal matrix $\left.\left(\lambda_{n}, \ldots, \lambda_{1}\right).\right)$ A result of Chevalley (see [5]) states that $w \leq w^{\prime}$ with respect to the Bruhat order if and only if $X_{w^{\prime}} \subset X_{w}$.

The Cartan subgroup of $G$, the $n-1$ dimensional torus $T$, acts on $F l_{n}$ in a Hamiltonian fashion. Denote by $\phi: F L_{n} \rightarrow t^{*}$ a moment map of this action. We can choose $\phi$ to be just the composition of the inclusion $O_{\lambda} \rightarrow \mathfrak{g}^{*}$ and the projection $\mathfrak{g}^{*} \rightarrow \mathfrak{t}^{*}$. More explicitly, $\phi(A)$ is given by taking the diagonal elements of a Hermitian matrix $A$. The image of $\phi$ is a convex polytope which is invariant with respect to the Weyl group $W=S_{n}$ action.

The fixed point set of the $T$ action on $F l_{n}$ is given by the preimages of the vertices of the polytope $\phi\left(F l_{n}\right)$. These vertices form a Weyl group orbit $W \circ\left(\lambda_{n}, \ldots, \lambda_{1}\right)$. To a fixed point $p$ we associate a permutation $w_{p}$, such that $\phi(p)=w_{p}\left(\lambda_{n}, \ldots, \lambda_{1}\right)=\left(\lambda_{w_{p}(n)}, \ldots, \lambda_{w_{p}(1)}\right)$. This identifies the set of the fixed points of the $T$ action with the Weyl group $S_{n}$.

Let us describe the weights of the $T$ action on the tangent space $T_{p} F l_{n}$ for each fixed point $p$. If $w_{p}$ is just the identity element of $S_{n}$, then this set of weights is just the set of all negative roots $\Delta_{-}=\left\{x_{i}-x_{j} \mid i<j\right\}$. For general $p$, the set of weights of the $T$ action on $T_{p} F l_{n}$ is given by $w_{p} \Delta_{-}=\left\{x_{w_{p}^{-1}(i)}-x_{w_{p}^{-1}(j)} \mid i<j\right\}$.

### 2.1.2 Gelfand-Cetlin action coordinates on flag manifolds

The Gelfand-Cetlin action coordinates on $F l_{n}$, which originally appeared in [13], are defined as follows. For a Hermitian $n \times n$ matrix $A$ with eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$, consider a $(n-k) \times$ ( $n-k$ ) submatrix $A_{k}$ consisting of the intersection of the first $n-k$ rows and the first $n-k$ columns. Denote by $\lambda_{k+1, k} \leq \ldots \leq \lambda_{n, k}$ the eigenvalues of $A_{k}$, where $\lambda_{i, 0}=\lambda_{i}$. The collection of all of these functions for all $k$ forms a set of Gelfand-Cetlin coordinates on $F l_{n}$. These functions satisfy the following inequalities which come from the classical minimax
principle:

$$
\lambda_{i, k} \leq \lambda_{i+1, k+1} \leq \lambda_{i+1, k} .
$$

These inequalities define the Gelfand-Cetlin polytope in $\mathbb{R}^{\frac{n(n-1)}{2}}$.
Moreover, if we denote by $\Phi$ the map which takes $F l_{n}$ to $\mathbb{R}^{\frac{n(n-1)}{2}}$, then $\Phi\left(F l_{n}\right)$ is the whole Gelfand-Cetlin polytope and $\Phi$ provides a set of action coordinates on $F l_{n}$ (with respect to the Kirillov-Kostant symplectic form on $O_{\lambda}$ ). In other words, the functions $\lambda_{i, k}$ form a set of commuting independent Hamiltonians, whose flows, where defined, are periodic. Notice that the function $\lambda_{i, k}$ is not smooth if and only if $\lambda_{i, k}=\lambda_{i+1, k}$ or $\lambda_{i, k}=$ $\lambda_{i-1, k}$. So, if we define an open dense set $U$ in $F l_{n}$ to be the set of all Hermitian matrices with $\lambda_{i, k} \neq \lambda_{i+1, k}$ for every $i, k$, then $\left.\Phi\right|_{U}$ is a moment map of a $\frac{n(n-1)}{2}$ dimensional torus action on $U$.

The action of the Cartan subtorus $T$ on $F l_{n}$ is a subaction of the $\frac{n(n-1)}{2}$ dimensional torus action on $U$ mentioned above. So that, if $P$ is the natural projection from the GelfandCetlin polytope to $t^{*}$, then $\phi=P \circ \Phi$. This projection $P$ is given by:

$$
P\left(\lambda_{i, k}\right)=\left(\lambda_{n, n-1}, \sum_{i} \lambda_{i, n-2}-\lambda_{n, n-1}, \ldots, \sum_{i} \lambda_{i, 1}-\sum_{i} \lambda_{i, 2}, \sum_{i} \lambda_{i, 0}-\sum_{i} \lambda_{i, 1}\right)
$$

or, in other words, the coordinate $x_{k}$ of the moment $\operatorname{map} \phi$ is given by $\sum_{i} \lambda_{i, k-1}-\sum_{i} \lambda_{i, k}$. For more details about Gelfand-Cetlin action coordinates see [13].

### 2.2 Combinatorics of the Gelfand-Cetlin polytope

It turns out that there is a strong connection between Schubert varieties and preimages of the faces of the Gelfand-Cetlin polytope. We devote this section to talking about the combinatorics of these faces.

### 2.2.1 Reduced Faces

It is easy to see that each face $D$ of the Gelfand-Cetlin polytope is given by a set of equalities of types $A$ and $B$ :

$$
\begin{aligned}
\lambda_{i, k}=\lambda_{i+1, k+1} & \left(A_{i, k}\right) \\
\lambda_{i, k}=\lambda_{i, k+1} & \left(B_{i, k}\right)
\end{aligned}
$$

Each face will be described by a triangular diagram (denoted by the same letter $D$ ) which will consist of these equalities. To explain better what we mean by these diagrams we provide the following examples.


Figure 1: Examples of faces of the Gelfand-Cetlin polytope.

In Figure $1, n=3$, the first diagram is the face given by the equalities $A_{1,0}, B_{3,0}$ and $B_{3,1}$ (in other words: $\lambda_{1}=\lambda_{2,1}$ and $\lambda_{3}=\lambda_{3,1}=\lambda_{3,2}$ ). The second face is defined by $A_{1,0}$ and $A_{2,1}\left(\lambda_{1}=\lambda_{2,1}=\lambda_{3,2}\right)$. Finally, the last diagram is defined by $A_{2,1}$ and $A_{2,0}\left(\lambda_{2,1}=\lambda_{3,2}\right.$ and $\left.\lambda_{2}=\lambda_{3,1}\right)$.

A word of warning is in place. Not all these equalities are independent. For example, if the equalities $A_{i, k}$ and $B_{i+1, k}$ hold then they force both $A_{i, k-1}$ and $B_{i, k-1}$ to hold. So, we will always assume that all the equalities for the given face are included in the triangular diagrams. For example, in Figure 2 all diagrams define the same face, but we will only use the third diagram when we talk about this face.


Figure 2: These diagrams define the same face in the Gelfand-Cetlin polytope.

We will be mainly interested in the faces given only by the equalities of type $A_{i, k}$. For each such face $D$ we define a permutations $w(D)$ in the following way. Each equality $A_{i, k}$ will produce a simple transposition $s_{i}$. To define $w(D)$ we compose these simple transpositions by going from right to left in each row of the diagram $D$ and by going from the bottom row to the top one. We will be interested only in those faces for which the expressions for the permutation $w(D)$ given by our diagrams are reduced. We call these faces reduced.

For example, Figure 1 contains two diagrams with no $B_{i, k}$ 's in them. These are the second and third diagrams. But only the second diagram is reduced, since $w($ third diagram $)=$ $s_{2} s_{2}=$ id, while $w($ second diagram $)=s_{1} s_{2}=(231)$.

The reduced faces of the Gelfand-Cetlin polytope have been studied before. They turn
out to be equivalent to the RC-graphs, which were introduced by Fomin and Kirillov in [7] and were later studied by Bergeron and Billey in [1]. (Indeed, if we substitute each equality $A_{i, k}$ in $D$ by intersecting strands, and all the equalities $A_{i, k}$ not in $D$ by nonintersecting strands and then connect the strands, we will get an RC-graph.)

We will not attempt to give here a detailed discussion of RC-graphs and postpone it until Chapter 3, but will recall some basic facts about them and translate these facts into the language of the Gelfand-Cetlin polytope.

- Let $D$ be a reduced face, such that $A_{i, k}, A_{i+1, k}$ and $A_{i+\ell+1, k+\ell}$ are not in $D$ for some $i, k$ and $\ell$, but all other $A_{i^{\prime}, k^{\prime}}$ with $k \leq k^{\prime} \leq k+\ell$ and $0 \leq\left(i^{\prime}-k^{\prime}\right)-(i-k) \leq 1$ are in $D$. Then we can substitute $A_{i+\ell, k+\ell}$ by $A_{i+1, k}$ without changing $w(D)$. (We also can go backwards.) These operations are called ladder moves of size $\ell$ at the place ( $i, k$ ). Examples of ladder moves of sizes 1 and 2 are shown on Figure 3.
- For every permutation $w$ there exist a unique reduced diagram $D_{w}$ (which we will call the Gelfand-Cetlin diagram of $w$ ), such that every other reduced diagram $D$ with $w(D)=w$ can be constructed from $D_{w}$ by a sequence of ladder moves, which substitute $A_{i+\ell, k+\ell}$ by $A_{i+1, k}$ (but not the other way).
- Each Gelfand-Cetlin diagram $D_{w}$ satisfies the following property. If an equality $A_{i, k}$ is a part of it and $i \geq k+1$, then $A_{i-1, k}$ is also a part of $D_{w}$. In other words, the equalities $A_{i, k}$ are concentrated strictly to the left in each row of $D_{w}$.


Figure 3: Examples of ladder moves of sizes 1 and 2.

We need to describe all the permutations $w$ for which there is a unique face $D$ with
$w(D)=w$. It is easy to see that each Gelfand-Cetlin face $D_{w}$ produces a reduced expression of $w(D)$ of the form $u_{1} \ldots u_{n-1}$ with $u_{k}=s_{j_{k}} s_{j_{k}+1} \ldots s_{k-1} s_{k}$.

Proposition 2.2.1 A permutation $w$ has a unique face $D$ with $w(D)=w$ if and only if $j_{k}+1 \geq j_{k+1}$ for every $k$.

Proof. Look at the Gelfand-Cetlin diagram $D_{w}$ of $w$. It is clear that it is impossible to apply any ladder moves to it if and only if $j_{k}+1 \geq j_{k+1}$ for every $k$. Hence proposition holds.

### 2.2.2 Nondegenerate Vertices

Another type of face we are going to be interested in is a vertex (face of dimension zero) of the Gelfand-Cetlin polytope for which $\lambda_{i, k} \neq \lambda_{i+1, k}$ for every $i, k$. In other words, each such vertex is an image of some fixed point $p \in F l_{n}^{T}$. The diagram $D$, which defines such a vertex has the following property:

- Each row $k$ of $D$ contains exactly $n-k-1$ equalities and $A_{i, k}$ 's are strictly to the left of $B_{i^{\prime}, k}$ 's.

These vertices will be called nondegenerate vertices of the Gelfand-Cetlin polytope. (We call them nondegenerate vertices, since these are exactly the simple vertices of the GelfandCetlin polytope, i.e. vertices with precisely $\frac{n(n-1)}{2}$ edges coming out of them.) For example, the first diagram in Figure 1 is a nondegenerate vertex.

For each nondegenerate vertex $p$ (which is denoted by the same letter $p$ as the fixed point of the $T$ action it corresponds to) we define the diagram $D_{p}$ to contain all the equalities $A_{i, k}$ from the diagram which defines $p$ but none $B_{i, k}$ 's. Clearly $D_{p}$ is a reduced face (moreover, it is even a Gelfand-Cetlin face), so we set $w_{p}=w\left(D_{p}\right)$. To check that the definition of $w_{p}$ coincided with the geometric definition given in the previous section we will give another combinatorial definition of $w_{p}$.

Since $p$ is a vertex, each $\lambda_{i, k}$ has to be equal to one of $\lambda_{j}$ 's. For each $\lambda_{j}$ choose the largest $k$ with $\lambda_{i, k}=\lambda_{j}$ for some $i$ and set $w_{p}(k+1)=j$. It is easy to see that $w_{p}$ is well-defined and the two combinatorial definitions of $w_{p}$ are the same.

Let us now use the second combinatorial definition of $w_{p}$ to show that it coincides with the geometric definition given in the previous section. We can think of the preimage $\Phi^{-1}(p)$
of a nondegenerate vertex $p$ as of a diagonal matrix $A$ given by by its diagonal elements $\left(\lambda_{i_{n}}, \ldots, \lambda_{i_{1}}\right)$. We need to prove that $i_{k}=w_{p}(k)$. Recall that in the row $k-1$ of the diagram $p$, the unique eigenvalue which is not equal to any $\lambda_{i, k}$ is $\lambda_{i, k-1}=\lambda_{w_{p}(k)}$. But, since all the eigenvalues of $A_{k-1}$ are the same as the eigenvalues of $A_{k}$, except for the eigenvalue $\lambda_{i, k-1}=\lambda_{w_{p}(k)}$, and $A$ is diagonal, we can conclude that $\lambda_{i, k-1}=\lambda_{w_{p}(k)}=\lambda_{i_{k}}$ and hence $i_{k}=w_{p}(k)$. This shows that the three definitions of $w_{p}$ are the same.

### 2.2.3 Edges coming out of the nondegenerate vertices

Let us describe all the edges, which come out of the nondegenerate vertices. The direction of these edges will determine the weights of the $\frac{n(n-1)}{2}$ dimensional torus action on $T_{p} F l_{n}$. It is not difficult to explicitly describe these weight, but we will be only interested in the projection of these edges onto $t^{*}$. In other words, we will need to know the weight of the $T$ action on $T_{p} F l_{n}$.

There are exactly $\frac{n(n-1)}{2}$ edges coming out of each nondegenerate vertex, one edge for each equality $A_{i, k}$ or $B_{i, k}$ in the diagram of $p$. If we remove one equality $A_{i, k}$ (or $B_{i, k}$ ) from the diagram of $p$, we get an edge (a one-dimensional face of the Gelfand-Cetlin polytope) coming out of $p$, which we denote by $e_{i, k}$.

Recall that the projection $P$, takes the Gelfand-Cetlin polytope to $\mathrm{t}^{*}$ by

$$
P\left(\lambda_{i, k}\right)=\left(\lambda_{n, n-1}, \sum_{i} \lambda_{i, n-2}-\lambda_{n, n-1}, \ldots, \sum_{i} \lambda_{i, 1}-\sum_{i} \lambda_{i, 2}, \sum_{i} \lambda_{i, 0}-\sum_{i} \lambda_{i, 1}\right)
$$

Moreover, $P \circ \Phi$ is the moment map $\phi$ of the $T$ action on $F l_{n}$ and takes $F l_{n}$ to $\mathfrak{t}^{*}$.
Fix a nondegenerate vertex $p$, set $w=w_{p}$. We are interested in the projections of the edges $P\left(e_{i, k}\right)$ for each $A_{i, k}$ in the diagram of $p$. This projection will clearly be a ray coming out of the vertex $P(p)$ and pointing into the direction of the root $x_{\tilde{k}+1}-x_{k+1}$ of $G$, where $\tilde{k}$ is the largest possible row of the diagram of $p$ with the property that $\lambda_{i, k}=\lambda_{j, \bar{k}}$ for some $j$. Proposition 2.2.2 For each edge $e_{i, k}$ defined by removing $A_{i, k}$ from $p$, the root $x_{\tilde{k}+1}-x_{k+1}$ satisfies

- $k<\tilde{k}$
- $w(k+1)>w(\tilde{k}+1)$.

In particular, all of the above roots form the set $\Delta_{+} \cap w \Delta_{-}$.

Proof. The fact that $k<\tilde{k}$ is obvious. To prove the second property, find $\ell_{1}$ which satisfies $\lambda_{\ell_{1}}=\lambda_{i, k}=\lambda_{j, \tilde{k}}$. Then $w(\tilde{k}+1)=\ell_{1}$. Let $\ell_{2}=w(k+1)$ then there exists $j^{\prime}$ such that $\lambda_{\ell_{2}}=\lambda_{j^{\prime}, k}$, moreover, $k$ is the largest possible with this property. This implies that neither $A_{j^{\prime}, k}$ nor $B_{j^{\prime}, k}$ are in the diagram of $p$, but since $A_{j, k}$ is in the diagram of $p$ we conclude that $j^{\prime}>j$. Hence $\lambda_{j^{\prime}, k}>\lambda_{j, k}$, which implies that $\lambda_{\ell_{2}}>\lambda_{\ell_{1}}$. Hence $\ell_{2}>\ell_{1}$ and $w(k+1)>w(\tilde{k}+1)$.

Finally, recall that $w$ takes $x_{i}-x_{j}$ into $x_{w^{-1}(i)}-x_{w^{-1}(j)}$. Hence the two properties of $x_{\tilde{k}+1}-x_{k+1}$ show that each such root is indeed in $\Delta_{+} \cap w \Delta_{-}$. Since the number of roots in $\Delta_{+} \cap w \Delta_{-}$and the number of equalities $A_{i, k}$ in the diagram of $p$ are the same and both equal to $\ell(w)$, we can easily conclude that $\Delta_{+} \cap w \Delta_{-}$and the set of roots $x_{\tilde{k}+1}-x_{k+1}$ defined by the edges with $A_{i, k}$ removed are the same.

### 2.2.4 $\mathrm{Fl}_{3}$ inside $\mathrm{Fl} l_{n}$

For each ladder move we are going to define an inclusion of $F l_{3}$ into $F l_{n}$. These inclusions will be used in the proof of Lemma 2.4.2.

Given a ladder move at the place $(m, k)$ of size $\ell$ set $k_{1}=k+\ell+2, k_{2}=k+2$ and $k_{3}=k+1$. Then we take all matrices $A \in O_{\lambda}$, which are diagonal outside the intersection of the rows $k_{1}, k_{2}, k_{3}$ and the columns $k_{1}, k_{2}, k_{3}$ of $A$ (the rows of $A$ are numbered starting with the bottom one, going to the top one, similarly the columns are numbered from right to left). Moreover, we specify the diagonal entries of $A$ as follows. Starting at the top left corner and going to the bottom right corner of $A$, the diagonal entries should be $\lambda_{1}, \ldots, \lambda_{m-k-1}$ then $\lambda_{m+\ell+2}, \ldots, \lambda_{n}$ between the rows 1 and $k_{1}$, then $\lambda_{m+\ell+1}, \ldots, \lambda_{m+3}$ between the rows $k_{1}$ and $k_{2}$ and then $\lambda_{m-k}, \ldots, \lambda_{m+2}$ between the rows $k_{3}$ and $n$.

The set of all matrices $A$, which are described above form a three dimensional flag manifold $F l_{3}$, which is embedded into $F l_{n}$. Moreover, the image of this $F l_{3}$ under the map $\Phi$ is given by the three-dimensional face $F_{m, k, \ell}$, which looks like the three dimensional Gelfand-Cetlin polytope and whose diagram can be defined as follows. $F_{m, k, \ell}$ contains all equalities of type $A$ in each row above $k_{1}-1$. Below the row $k_{3}-1$, each row $k^{\prime}$ contains every $A_{i, k^{\prime}}$ with $i \leq m+1$ and every $B_{i, k^{\prime}}$ with $i \geq m+3$. Between the rows $k_{1}-1$ and $k_{3}-1$ each row $k^{\prime}$ contains every $A_{i, k^{\prime}}$ with $i-k^{\prime} \leq m-k+1$ and every $B_{i, k^{\prime}}$ with $i-k^{\prime} \geq m-k+3$. The row $k_{1}-1$ contains all equalities $A_{i, k_{1}-1}$ with $i \leq m+\ell-1$ and all $B_{i, k_{1}-1}$ with $i \geq m+\ell+2$. Finally, the row $k_{3}-1$ contains every $A_{i, k_{3}-1}$ with $i \leq m-1$
and every $B_{i, k_{3}-1}$ with $i \geq m+3$.
The reason we are interested in these faces of the Gelfand-Cetlin polytope is the following. Because of the very special choice of the embedding of $F l_{3}$ into $F l_{n}$, it is easy to understand how $\Phi$ behaves in the neighborhood of $\Phi^{-1}\left(F_{m, k, \ell}\right)=F l_{3}$. More details will be given later, during the proof of Lemma 2.4.2.

### 2.3 Schubert varieties with action coordinates

The Gelfand-Cetlin action coordinates are defined on the flag manifold, so it is natural to ask whether they also provide action coordinates when restricted to the Schubert varieties. It turns out that it happens only for those Schubert varieties which map to faces of the Gelfand-Cetlin polytope. They are described in the following theorem.

Theorem 2.3.1 If, for a permutation $w$, there is a unique reduced face $D$ with $w(D)=w$ then $\Phi^{-1}(D)=X_{w}$.

Proof. First of all, recall that by Proposition 2.2.1, if for a permutation $w$ there is a unique face $D$ with $w(D)=w$ then $w=u_{1} \ldots u_{n-1}$ with $u_{k}=s_{j_{k}} s_{j_{k}+1} \ldots s_{k-1} s_{k}$ and $j_{k}+1 \geq j_{k+1}$ for every $k$. Hence it is easy to see that $X_{w}$ is the Schubert variety which contains only those flags $\left(V_{1}, \ldots, V_{n}\right)$ which satisfy

$$
\begin{equation*}
V_{j_{k}-k+1} \subset F_{n-k} \tag{2.1}
\end{equation*}
$$

This can be shown by induction. Let $w_{i}=u_{1} \ldots u_{i}$. We will prove $X_{w_{i}}$ is defined by the inclusions (2.1) for $k \leq i$. Clearly, $X_{w_{1}}$ contains only those flags, which satisfy $V_{j_{1}} \subset F_{n-1}$. Moreover from $w_{i} u_{i+1}=w_{i+1}$, we know that $w_{i}<w_{i+1}$ and thus $X_{w_{i+1}} \subset X_{w_{i}}$. So, if (2.1) for $k \leq i$ holds for flags in $X_{w_{i}}$, it has to hold for flags in $X_{w_{i+1}}$. Moreover, flags in $X_{w_{i+1}}$ also have to satisfy $V_{j_{i+1}-i} \subset F_{n-i-1}$, since if $k \leq j_{i+1}-i$ then $w_{i+1}(k)>n-i-1$ because of $u_{i+1}$. This proves that $X_{w}$ is defined by the inclusions (2.1).

To prove the theorem we have to apply the classical minimax principle. Recall that if there is just one $D$ with $w(D)=D$ then $D$ is actually the Gelfand-Cetlin diagram of $w$, so that equalities in each row $k$ are concentrated strictly on the left and there are exactly $j_{k}-k+1$ of them. Let some Hermitian matrix $A$ be in $\Phi^{-1}(D)$. The bottom row of the diagram $D$ implies that $j_{1}$ smallest eigenvalues of $A$ and $A_{1}$ coincide (where $A_{1}$ is the
$(n-1) \times(n-1)$ submatrix of $A)$. Using minimax principle we can show that not only the smallest eigenvalues $\lambda_{1}, \ldots, \lambda_{j_{1}}$ but the corresponding eigenvectors $v_{1}, \ldots, v_{j_{1}}$ of these two matrices coincide as well. Hence we conclude that $V_{j_{1}} \subset F_{n-1}$, which is exactly the condition (2.1) for $k=1$. Similarly, we know that the first $j_{k}-k+1$ eigenvectors of the matrix $A_{k}$ and $A_{k-1}$ coincide, but using the fact that $j_{k}+1 \geq j_{k+1}$ for each $k$, we conclude that the first $j_{k}-k+1$ eigenvectors of $A_{k}$ and $A$ are the same. So, we can conclude that $V_{j_{k}-k+1} \subset F_{n-k}$. Hence every element in the preimage of the face is indeed in $X_{w}$.

Conversely, suppose we are given a Hermitian matrix $A$ whose corresponding flag satisfies (2.1). Then $V_{j_{k}-k+1} \subset F_{n-k}$ implies that the smallest $j_{k}-k+1$ eigenvalues of the matrices $A_{k}$ and $A_{k+1}$ coincide and again the minimax principle tells us that the corresponding eigenvalues should be the same. This proves that $\Phi(A) \in D$ and $\Phi\left(X_{w}\right) \subset D$, which finishes the proof of the Theorem.

The permutations which appear in the above theorem have been studied by Lakshmibai in [18]. (This is the point of the next proposition. Since this proposition is not going to be used later, the reader can skip it if he so desires.)

Proposition 2.3.2 If $w$ is a permutation, which has a unique face $D$ with $w(D)=w$, then it is a Kempf permutation and consequently $X_{w}$ is a Kempf variety.

Proof. We start by recalling one of Lakshmibai's definition of Kempf permutation given in [18]. She proves that every permutation $w^{\prime}$ could be written uniquely in the form $w_{0} u_{1}^{\prime} \ldots u_{n}^{\prime}$, where $w_{0}$ is the longest permutation and each $u_{k}^{\prime}$ is of the form $s_{i_{k}} \ldots s_{k+1} s_{k}$ for some $i_{k}$, $k \leq i_{k} \leq n$. Then $w^{\prime}=w_{0} u_{1}^{\prime} \ldots u_{n}^{\prime}$ is Kempf if it satisfies $u_{k}^{\prime} \leq u_{k+1}^{\prime} s_{k}$ for every $1 \leq k \leq n$ or in other words $i_{k} \leq i_{k+1}$. (Actually, the index conventions in [18] are different from ours, so the definition of Kempf varieties in [18] looks different from the one above. We had to adopt Lakshmibai's definition to make conventions and notations fit.)

Recall that Proposition 2.2.1 shows that if $w$ has a unique face $D$ with $w(D)=w$, then $w=u_{1} \ldots u_{n-1}$ with $u_{k}=s_{j_{k}} s_{j_{k}+1} \ldots s_{k-1} s_{k}$ and $j_{k}+1 \geq j_{k+1}$ for every $k$.

We will prove by induction on $n$ that if we have two permutations $w^{\prime}=w_{0} u_{1}^{\prime} \ldots u_{n}^{\prime}$ and $w=u_{1} \ldots u_{n-1}$ with $i_{k}+j_{k}=n-k$ then $w^{\prime}=w$. If $w^{\prime}$ is Kempf and $i_{k} \leq i_{k+1}$ this will imply that $j_{k}+1 \geq j_{k+1}$, which will prove the proposition.

For $n=2$ the statement above is trivial. Let's assume we have proved this statement for $n-1$ and we need to prove it for $n$.

We will prove that $\left(w^{\prime}\right)^{-1} w=$ id that is

$$
\begin{equation*}
\left(u_{n}^{\prime}\right)^{-1} \ldots\left(u_{1}^{\prime}\right)^{-1} w_{0} u_{1} \ldots u_{n-1}=\mathrm{id} . \tag{2.2}
\end{equation*}
$$

Actually, if $\tilde{w}_{0}$ is the longest permutation on the elements $2, . ., n$, we will just have to prove that

$$
\begin{equation*}
\left(u_{1}^{\prime}\right)^{-1} w_{0} u_{1}=\tilde{w}_{0}, \tag{2.3}
\end{equation*}
$$

and then apply the induction assumption to prove (2.2).
Using the fact that $s_{i} w_{0}=w_{0} s_{n-i}$ we have:

$$
\left(u_{1}^{\prime}\right)^{-1} w_{0} u_{1}=w_{0} s_{n-1} \ldots s_{n-i_{1}} s_{j_{1}} \ldots s_{1}=w_{0} s_{n-1} \ldots s_{1}=\tilde{w}_{0}
$$

This proves (2.3) and finishes the proof of the proposition.

Remark 2.3.3 Gonciulea and Lakshmibai in [12] showed how to algebraically degenerate each Kempf variety to a toric variety. Our approach produces a set of action coordinates on each Kempf variety by Theorem 2.3.1. We believe this is consistent with Gonciulea and Lakshmibai's result in the sense that these action coordinates should come from the moment map on the degenerated toric variety. But we do not have the precise proof of this.

### 2.4 Main theorem and its proof.

Unfortunately, most Schubert varieties do not map to faces of the Gelfand-Cetlin polytope. It is not clear what the image $\Phi\left(X_{w}\right)$ is in general, but we will show below that the equivariant cohomology class associated with $X_{w}$ can be defined by a cycle consisting of preimages of faces of the Gelfand-Cetlin polytope.

The flag manifold $F l_{n}$ is equipped with a classical action of an $n-1$ torus (a Cartan subtorus $T$ of $S U(n))$. It is clear that every Schubert variety as well as every preimage of a face of the Gelfand-Cetlin polytope is invariant under this action. Moreover, since every Schubert variety has algebraic singularities of codimension at least 2, it defines an equivariant cohomology class $\left[X_{w}\right] \in H_{T}^{*}\left(F l_{n}\right)$.

Theorem 2.4.1 For a permutation $w \in S_{n}$, let

$$
W_{w}=\Phi^{-1}\left(\bigcup_{w(D)=w} D\right) .
$$

Then $W_{w}$ defines an equivariant cohomology class $\left[W_{w}\right] \in H_{T}^{*}\left(F l_{n}\right)$ and

$$
\left[X_{w}\right]=\left[W_{w}\right] .
$$

The rest of this section is concerned with the proof of this theorem. The first part of the proof will show that $W_{w}$ indeed defines an equivariant cohomology class, while the second part will check that $\left[X_{w}\right]=\left[W_{w}\right]$.

In the first part we have to use the definition of the equivariant cohomology, which uses invariant currents. This definition is provided in the Appendix. If $W_{w}$ were just an invariant smooth submanifold of $F l_{n}$, we could regard the equivariant cohomology class [ $W_{w}$ ] as the equivariant Thom class of $W_{w}$. Unfortunately, $W_{w}$ is not smooth. But we can talk about the current $\left\{W_{w}\right\}$, which is a sum of currents (one current for each face $D$ with $w(D)=w$ ) and has some nontrivial singularities. It turns out that all the codimension one singularities of $\left\{W_{w}\right\}$ come in pairs with opposite orientations (two singularities for each ladder move.) So that $\partial_{T}\left\{W_{w}\right\}=0$ and $\left[W_{w}\right]$ can be indeed defined.

More precisely, fix $w$ and let $D_{1}, \ldots, D_{r}$ be all the reduced faces with $w\left(D_{i}\right)=w$. Let $C=\left(c_{i, j}\right)$ be an $r \times r$ matrix with each $c_{i, j}$ being either 1 or $0,(1$ if there is a ladder move, which changes $D_{i}$ to $D_{j}$ and 0 otherwise.) Clearly, the matrix $C$ is symmetric.

If $c_{i, j}=1$ then $D_{i}$ and $D_{j}$ differ by a single ladder move. Let's assume this ladder move is of size $\ell$ at the place $(m, k)$. Let $D_{i, j}$ be the face whose triangular diagram contains all the equalities of $D_{i}$ and $D_{j}$ plus equalities $B_{m^{\prime}, k^{\prime}}$, with $0 \leq m^{\prime}-m-1=k^{\prime}-k \leq \ell$ (examples are shown on Figure 4). Notice that $\operatorname{dim} D_{i}=\operatorname{dim} D_{j}=\operatorname{dim} D_{i, j}+2$.

## Lemma 2.4.2

$$
\begin{equation*}
\partial_{T}\left\{\Phi^{-1}\left(D_{i}\right)\right\}=\sum_{c_{i, j}=1}\left\{\Phi^{-1}\left(D_{i, j}\right)\right\} . \tag{2.4}
\end{equation*}
$$

Moreover, the orientations of $\Phi^{-1}\left(D_{i, j}\right)$ induced by $\Phi^{-1}\left(D_{i}\right)$ and $\Phi^{-1}\left(D_{j}\right)$ are opposite.
Before proving the lemma, let us look at the two simplest examples, which will help to
explain the main ideas in the proof of this lemma.


Figure 4: Ladder moves and faces which produce codimension one singularities.

Example 2.4.3 The first set of diagrams in Figure 4 corresponds to $n=3$ and a ladder move of size 1. Label the diagrams by $D_{1}, D_{2}$ and $D_{1,2}$. It turns out that $\Phi^{-1}\left(D_{1,2}\right)$ is just a three sphere $S^{3}$, and it is the boundary of both $\Phi^{-1}\left(D_{1}\right)$ and $\Phi^{-1}\left(D_{2}\right)$. Moreover, they induce different orientation on $\Phi^{-1}\left(D_{1,2}\right)$. Hence, in this special case, Lemma 2.4.2 holds and implies that $\Phi^{-1}\left(D_{1} \cup D_{2}\right)$ defines an honest cycle, which in turn defines an equivariant cohomology class.

Let us give a more detailed description of the codimension one singularity at $\Phi^{-1}\left(D_{1,2}\right)$. We will show later that all codimension one singularities of general $\Phi$ look like the singularities on $\mathrm{Fl}_{3}$ described below.

The Gelfand-Cetlin polytope $\Phi\left(F l_{3}\right)$ in this case is shown on Figure 5. It has only one vertex with four edges coming out of it. This vertex is given by the diagram $D_{1,2}$ and it is the only non-smooth value of $\Phi$.


Figure 5: The Gelfand-Cetlin polytope for $\mathrm{Fl}_{3}$.
Let us investigate the neighborhood of the singular sphere $S^{3}=\Phi^{-1}\left(D_{1,2}\right)$ in $F l_{3}$ in details. It turns out that $S^{3}$ is Lagrangian and hence its small neighborhood is symplectomorphic to the neighborhood of the zero section of $T^{*} S^{3}$.

Introduce the following coordinates: $S^{3}=\left\{\left.\left(z_{1}, z_{2}\right) \in \mathbb{C}^{2}| | z_{1}\right|^{2}+\left|z_{2}\right|^{2}=1\right\}$. Let $z_{1}=$
$x_{1}+i x_{2}$ and $z_{2}=x_{3}+i x_{4}$. Then we can identify $T^{*} S^{3}=\left\{(\xi, x) \in \mathbb{R}^{4} \times \mathbb{R}^{4}|\xi \perp x,|x|=1\}\right.$. Moreover, we have a Hamiltonian action of a two dimensional torus on $T^{*} S^{3}$ and another commuting Hamiltonian, which is not smooth on the zero section of $T^{*} S^{3}$. The two torus acts by $\left(\theta_{1}, \theta_{2}\right)\left(z_{1}, z_{2}\right)=\left(\theta_{1} z_{1}, \theta_{2} z_{2}\right)$, with $\left(\theta_{1}, \theta_{2}\right) \in S^{1} \times S^{1} \subset \mathbb{C} \times \mathbb{C}$. The two Hamiltonians for this action are $g_{1}=x_{1} \xi_{2}-x_{2} \xi_{1}$ and $g_{2}=x_{3} \xi_{4}-x_{4} \xi_{3}$. The third Hamiltonian is given by $f=\sqrt{\xi_{1}^{2}+\ldots+\xi_{4}^{2}}$. Then, as expected, $f$ is not smooth at $\xi=0$. (Notice that $f^{2}$ is smooth, which coincides with the fact that $\lambda_{2,1}-\lambda_{3,1}$ is not smooth, while $\left(\lambda_{2,1}-\lambda_{3,1}\right)^{2}$ is smooth on $\mathrm{Fl}_{3}$.)

Moreover, we can choose the above coordinates so that $f=\lambda_{2,1}-\lambda_{3,1}$ while $g_{1}+g_{2}=$ $2 \lambda_{2,0}-\lambda_{2,1}-\lambda_{3,1}$ and $g_{1}-g_{2}=2 \lambda_{3,2}-\lambda_{2,1}-\lambda_{3,1}$. Then $\Phi^{-1}\left(D_{1}\right)$ in the neighborhood of $S^{3}$ is just the submanifold of $T^{*} S^{3}$ where $f=g_{1}+g_{2}$, which is given by: $\left\{(x, \xi) \in T^{*} S^{3} \mid x_{1}=\right.$ $\left.\xi_{2}, x_{2}=-\xi_{1}, x_{3}=\xi_{4}, x_{4}=-\xi_{3}, x_{1} \geq 0\right\}$. Clearly, this manifold has boundary, which is the zero section of $T^{*} S^{3}$. Similarly, the boundary of $\Phi^{-1}\left(D_{2}\right)$ is also $S^{3}$, but the orientations induced on $S^{3}$ by $\Phi^{-1}\left(D_{1}\right)$ and $\Phi^{-1}\left(D_{2}\right)$ are going to be different.

Example 2.4.4 In the second row of Figure 4, $n=4$ and the ladder move is of size 2. $\Phi^{-1}\left(D_{1,2}\right)$ is of dimension 5 , while both $\Phi^{-1}\left(D_{1}\right)$ and $\Phi^{-1}\left(D_{2}\right)$ are of dimension 6 . Moreover $\Phi^{-1}\left(D_{1,2}\right)$ is a part of boundaries of $\Phi^{-1}\left(D_{1}\right)$ and $\Phi^{-1}\left(D_{2}\right)$. But the orientations induced on $\Phi^{-1}\left(D_{1,2}\right)$ by $\Phi^{-1}\left(D_{1}\right)$ and $\Phi^{-1}\left(D_{2}\right)$ are different. At the same time, $\Phi^{-1}\left(D_{1} \cup D_{2}\right)$ does not define a closed cycle, since there are other codimension one singularities in $\Phi^{-1}\left(D_{1}\right)$, which come from ladder moves of size 1 .

Let us carefully explain why $\partial_{T}\left\{\Phi^{-1}\left(D_{2}\right)\right\}=\left\{\Phi^{-1}\left(D_{1,2}\right)\right\}$. The following argument will later be generalized in the proof of Lemma 2.5.

First of all let us rename the Gelfand-Cetlin coordinates for a $4 \times 4$ Hermitian matrix as shown in Figure 6 below, this will simplify the notations in this example.

| $\gamma$ |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| $\mu_{4}$ | $\mu_{1}$ | $\mu_{2}$ |  |  |
| $\nu_{1}$ | $\nu_{2}$ | $\nu_{3}$ |  |  |
| $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{3}$ | $\lambda_{4}$ |  |

Figure 6: The Gelfand-Cetlin coordinate on $F l_{4}$.
Then the face $D_{2}$ is given by $\nu_{1}=\mu_{1}$ and $\lambda_{2}=\nu_{2}=\mu_{2}$, while $D_{1,2}$ is given by $\nu_{1}=\nu_{2}=\mu_{1}=\mu_{2}=\lambda_{2}=\gamma$. Let us introduce the faces $F, G$ and $H$ as shown on Figure
7. Face $G$ is 4-dimensional (given by $\nu_{1}=\mu_{1}$ and $\nu_{2}=\mu_{2}$ ) and both $D_{2}$ and $D_{1,2}$ sit in $G$, so we will restrict our attention to $\Phi^{-1}(G)$. Clearly, $F$ is contained in $G$ as well. Let us also denote by $G^{\circ}$ the union of the interior of all subfaces $F^{\prime}$ of $G$ such that $F^{\prime}$ intersects $F$ nontrivially, then $G^{\circ}=G-H$.


Figure 7: Faces $F, G$ and $H$.
Actually, if we use the notation introduced in Section 2.2 , we can see that $F$ is equal to $F_{0,0,2}$. In particular, $\Phi^{-1}(F)$ is an embedded copy of $F l_{3}$ in $F l_{4}$ and contains all the Hermitian matrices with eigenvalues $\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}$ of the form shown below ( $*$ indicates that any number can be places there given that other conditions are satisfied).

| $*$ | $*$ | 0 | $*$ |
| :---: | :---: | :---: | :---: |
| $*$ | $*$ | 0 | $*$ |
| 0 | 0 | $\lambda_{4}$ | 0 |
| $*$ | $*$ | 0 | $*$ |

Notice, that in the neighborhood of $F, G$ is just a product of $F$ and a one dimensional ray. This ray is just given by letting $\nu_{3}$ vary and leaving the other coordinates fixed. The map, defined by the coordinate $\nu_{3}$, is smooth in the neighborhood of $\Phi^{-1}(F)$ and is a moment map of a circle action $S^{1}$ in this neighborhood.

By local canonical form theorem (see, for example the book of Guillemin and Sternberg [15]) we know that we can choose a neighborhood $U_{F} \subset \Phi^{-1}(G)$ of $\Phi^{-1}(F) \subset \Phi^{-1}(G)$, which can be identified with a neighborhood of the zero section of some two dimensional symplectic vector bundle $V$ over $F l_{3}=\Phi^{-1}(F)$. Then the action of the circle $S^{1}$ mentioned above is linear on the fibers and $\Phi^{-1}(F)$ is the fixed point set of this action. Moreover, the Gelfand-Cetlin action coordinates on $U_{F}$ are given by $\nu_{3}$ together with $\nu_{1}, \nu_{2}, \gamma$, which are the pullbacks from $\Phi^{-1}(F)=F l_{3}$ of the Gelfand-Cetlin coordinates on $\mathrm{Fl}_{3}$.

Set $D_{2}^{\prime}=D_{2} \cap F$ and $D_{1,2}^{\prime}=D_{1,2} \cap F$. Then by Example 2.4.3, we know that $\partial \Phi^{-1}\left(D_{2}^{\prime}\right)=\Phi^{-1}\left(D_{1,2}^{\prime}\right)$. Moreover, since $\nu_{1}, \nu_{2}, \gamma$, are just the pullbacks from $\Phi^{-1}(F)=F l_{3}$ we can conclude that $\Phi^{-1}\left(D_{1,2}\right) \cap U_{F}$ (or $\Phi^{-1}\left(D_{2}^{\prime}\right) \cap U_{F}$ ) is locally a product of $\Phi^{-1}\left(D_{1,2}^{\prime}\right)$
(respectively $\Phi^{-1}\left(D_{2}\right)$ ) and the fiber of $V$. Hence we proved

$$
\partial\left(\Phi^{-1}\left(D_{2}\right) \cap U_{F}\right)=\Phi^{-1}\left(D_{1,2}\right) \cap U_{F}
$$

In other words, $\Phi^{-1}\left(D_{1,2}\right)$ is the boundary of $\Phi^{-1}\left(D_{2}\right)$ in the neighborhood of $\Phi^{-1}(F)$. Let us prove that the same holds if in the formula above we substitute $U_{F}$ by $\Phi^{-1}\left(G^{\circ}\right)$ (set $\Phi^{-1}\left(G^{\circ}\right)=\tilde{U}$ and notice that $\nu_{3}$ is smooth on $\tilde{U}$ and hence defines $S^{1}$ action on it). This will be enough to prove that $\partial_{T}\left\{\Phi^{-1}\left(D_{2}\right)\right\}=\left\{\Phi^{-1}\left(D_{1,2}\right)\right\}$, since $\Phi^{-1}\left(G-G^{\circ}\right) \cap \Phi^{-1}\left(D_{2}\right)$ is of codimension at least 2 in $\Phi^{-1}\left(D_{2}\right)$ and hence cannot change the cohomology class.

To prove the above statement denote by $Z_{a}=\left\{A \in \tilde{U} \mid \nu_{3}(A)=a\right\}$. Then $M_{a}=Z_{a} / S^{1}$ is the reduction at $a$ with respect to the $S^{1}$ action. (Recall, that the moment map of this action is $\nu_{3}$ ). We can also define action coordinates on $M_{a}$. Indeed, restrict $\Phi$ to $Z_{a}$, then $\left.\Phi\right|_{Z_{a}}$ is invariant with respect to $S^{1}$, hence we can define action coordinates $\Phi_{a}$ on $M_{a}$.

It is easy to see from the canonical local form theorem, that if $a$ is close to $\lambda_{4}$, that is $Z_{a} \subset U_{F}$, then $M_{a}$ is symplectomorphic to $\mathrm{Fl}_{3}$ and action coordinates on $M_{a}$ (denoted by $\Phi_{a}$ ) are just the Gelfand-Cetlin action coordinates on $F l_{3}$. Since $\nu_{3}$ is smooth and has no critical points on the preimage of the interior of the face $G$, the same holds for every $\lambda_{3}<a<\lambda_{4}$.

The neighborhood $U_{a}$ of each $Z_{a}$ can be identified with a neighborhood of the zero section of $Z_{a} \times \mathbb{R}$, where $\mathbb{R}$ is the dual of the the Lie algebra of $S^{1}$. And the GelfandCetlin coordinates on this neighborhood are given by $\nu_{3}$ and pullbacks of the coordinates on $Z_{a}$, while the coordinates on $Z_{a}$ are just the pullbacks of the coordinates on $M_{a}$. So if $U_{a} \rightarrow M_{a}$ is the natural fibration, then the action coordinates on $U_{a}$ are pullbacks of the action coordinates on $M_{a}$.

In particular, $\Phi^{-1}\left(D_{2}\right) \cap U_{a}$ is a smooth fibration over $\Phi_{a}^{-1}\left(D_{2}^{\prime}\right)$, where $D_{2}^{\prime}$ is the corresponding face in the three dimensional Gelfand-Cetlin polytope. The same holds for $D_{1,2}$, that is $\Phi^{-1}\left(D_{1,2}\right) \cap U_{a}$ is a smooth fibration over $\Phi_{a}^{-1}\left(D_{1,2}^{\prime}\right)$. But since by Example 2.4.3, we have $\partial\left(\Phi_{a}^{-1}\left(D_{2}\right)\right)=\Phi_{a}^{-1}\left(D_{1,2}^{\prime}\right)$, we conclude:

$$
\partial\left(\Phi^{-1}\left(D_{2}\right) \cap U_{a}\right)=\Phi^{-1}\left(D_{1,2}\right) \cap U_{a}
$$

This implies

$$
\partial\left(\Phi^{-1}\left(D_{2}\right) \cap \tilde{U}\right)=\Phi^{-1}\left(D_{1,2}\right) \cap \tilde{U}
$$

since $\tilde{U}$ can be covered by open sets $U_{a}$. This finishes the proof that $\partial_{T}\left\{\Phi^{-1}\left(D_{2}\right)\right\}=$ $\left\{\Phi^{-1}\left(D_{1,2}\right)\right\}$.

Proof. (of Lemma 2.4.2) We start with showing that if $D_{i}$ is a reduced face then $\Phi^{-1}\left(D_{i}\right) \cap U$ is a smooth integrable manifold (recall that $U$ is the open dense subset of $F l_{n}$, where the Gelfand-Cetlin map is smooth). We know that $\Phi$ is an honest moment map on $U$, and since $\Phi^{-1}\left(D_{i}\right) \cap U$ is a connected component of the fixed point set of some subtorus of $T^{\frac{n(n-1)}{2}}$ action, we can show that $\Phi^{-1}\left(D_{i}\right) \cap U$ is symplectic (hence orientable) submanifold of dimension $2 \operatorname{dim}\left(D_{i}\right)$. Moreover, it is clearly of finite volume and hence we can define integration over it, which defines $\left\{\Phi^{-1}\left(D_{i}\right)\right\}$.

Consider a ladder move at $(m, k)$ of size $\ell$, which changes $D_{i}$ to $D_{j}$, so that the corresponding face $D_{i, j}$ produces a singularity of codimension 1 . Let the face $G_{m, k, \ell}$ be given by a diagram containing equalities $A_{m^{\prime}, k^{\prime}}$ with $m-k \leq m^{\prime}-k \leq m-k+1$ and $k<k^{\prime}<k+\ell$, so that this face contains faces $D_{i}, D_{j}$ and $D_{i, j}$. (In Example 2.4.4 we have $G_{0,0,2}=G$.) Recall that $F_{m, k, \ell}$ was defined in section 2.2 and it is clear that $F_{m, k, \ell} \subset G_{m, k, \ell}$. Let us also define $G_{m, k, \ell}^{\circ}$ to be a subset of $G_{m, k, \ell}$ which contains the interior of all faces $F^{\prime}$ in $G_{m, k, \ell}$, which intersect nontrivially with $F_{m, k, \ell}$. (Again, in Example 2.4.4 $G_{0,0,2}^{\circ}=G^{\circ}$.)

Let $U_{i, j}$ be a subset of $F l_{n}$, which is open and dense in $\Phi^{-1}\left(G_{m, k, \ell}\right)$, such that most of the Gelfand-Cetlin coordinates on $U_{i, j}$ are smooth (that is $\lambda_{i, k} \neq \lambda_{i+1, k}$ ), but we allow $\lambda_{m+1, k+1}=\lambda_{m+2, k+1}$. Hence all the singularities on $U_{i, j}$ come from the non-smoothness of $\lambda_{m+1, k+1}$ and $\lambda_{m+1, k+2}$ when $\lambda_{m+1, k+1}=\lambda_{m+1, k+2}$. We will prove $\Phi^{-1}\left(D_{i, j}\right)$ is an honest boundary of $\Phi^{-1}\left(D_{i}\right)$ on $U_{i, j}$ outside some set of codimension at least 2.

This will prove the Lemma, since all other singularities of $\Phi^{-1}\left(D_{i}\right)$ (those, which do not come from the ladder moves) are of codimension greater than one, real algebraic and hence do not change $\partial_{T}\left\{\Phi^{-1}\left(D_{i}\right)\right\}$. Actually, it is enough to prove this when $D_{i}$ is of codimension $2 \ell-1$ in the Gelfand-Cetlin polytope, (in other words it has the largest possible dimension given that the ladder move is of size $\ell$.) Indeed, for other faces we just have to intersect $D_{i}$ of codimension $2 \ell-1$ with another face given by some equalities $A_{i, k}$, so that both $\Phi^{-1}\left(D_{i}\right)$ and $\Phi^{-1}\left(D_{i, j}\right)$ are intersected transversely with the same manifold, which proves that $\Phi^{-1}\left(D_{i, j}\right)$ is still a boundary of $\Phi^{-1}\left(D_{i}\right)$ in $U_{i, j}$. So, we will assume from now on that $D_{i}$ has codimension $2 \ell-1$.

Starting from this point we will proceed along the lines of the argument presented in

Example 2.4.4. Recall that the preimage of the face $F_{m, k, \ell}$ is $F l_{3}$, which is embedded smoothly into $F l_{n}$. Moreover, $U_{i, j}$ in the neighborhood of $\Phi^{-1}\left(F_{m, k, \ell}\right)$ is just the preimage of the face $G_{m, k, \ell}$. Analogously to the circle action from Example 2.4.4, there is a smooth $\frac{n(n-1)}{2}-1-2 \ell$ torus $\tilde{T}$ action on a neighborhood $U_{k, m, \ell} \subset U_{i, j}$ of the $\Phi^{-1}\left(F_{m, k, \ell}\right)$, such that $\Phi^{-1}\left(F_{m, k, \ell}\right)$ is the fixed point set of this action. (Notice $U_{m, k, \ell} \cap U_{i, j}$ was denoted by $U_{F}$ in Example 2.4.4.) Moreover, the moment map $\tilde{\Phi}$ for this action is given by composing $\Phi$ with the projection of $\mathbb{R}^{\frac{n(n-1)}{2}}$ onto $\mathbb{R}^{\frac{n(n-1)}{2}} / \mathbb{R}^{3}$, where $\mathbb{R}^{3}$ are the three nontrivial directions of $F_{m, k, \ell}$. In particular, it is clear that we can extend the action of $\tilde{T}$ to $\Phi^{-1}\left(G_{m, k, \ell}^{\circ}\right)$.

Hence, by local normal form theorem $U_{k, m, \ell}$ can be identified with a neighborhood of the zero section of a symplectic vector bundle $V$ over $\mathrm{Fl}_{3}$. Then, analogously to Example 2.4.4, we can conclude that locally, the singularities produced by $\Phi^{-1}\left(D_{i, j}\right)$ in $\Phi^{-1}\left(D_{i}\right)$ are just the products of the corresponding singularities on $\mathrm{Fl}_{3}$ and the fiber of the vector bundle $V$.

In other words, we can prove that in some small neighborhood of $\mathrm{Fl}_{3}$ the preimage $\Phi^{-1}\left(D_{i, j}\right)$ is going to be the boundary of both $\Phi^{-1}\left(D_{i}\right)$ and $\Phi^{-1}\left(D_{j}\right)$, that is

$$
\begin{equation*}
\partial\left(\Phi^{-1}\left(D_{i}\right) \cap U_{m, k, \ell}\right)=\Phi^{-1}\left(D_{i, j}\right) \cap U_{m, k, \ell} . \tag{2.5}
\end{equation*}
$$

Moreover, the orientations on $\Phi^{-1}\left(D_{i, j}\right)$ induced by $\Phi^{-1}\left(D_{i}\right)$ and $\Phi^{-1}\left(D_{j}\right)$ are opposite.
To finish the proof look at $\tilde{U}_{i, j}=\Phi^{-1}\left(G_{m, k, \ell}^{\circ}\right)$ (here $\tilde{U}_{i, j}$ corresponds to $\tilde{U}$ in Example 2.4.4). Then $\tilde{U}_{i, j}$ is dense in $U_{i, j}$ and the difference $\Phi^{-1}\left(D_{2}\right)-\left(\Phi^{-1}\left(D_{2}\right) \cap \tilde{U}_{i, j}\right)$ is at least of codimension 2 in $\Phi^{-1}\left(D_{2}\right)$. Hence it is enough to prove (2.5) with $U_{m, k, \ell}$ substituted by $\tilde{U}_{i, j}$.

Analogously to Example 2.4.4, denote by $M_{a}$ the symplectic reduction of $\tilde{U}$ with respect to the $\tilde{T}$ action at a regular value $a \in \tilde{\Phi}\left(\tilde{U}_{i, j}\right)$. Then, since $\tilde{\Phi}$ is smooth and has no critical points on the interior of the face $G_{m, k, \ell}, M_{a}$ can be identified with $F l_{3}$ and the neighborhood $U_{a}$ of $Z_{a}=\tilde{\Phi}^{-1}(a)$ is a smooth fibration over $M_{a}$.

So, similarly to Example 2.4 .4 we can prove (2.5) with $U_{m, k, \ell}$ substituted by $U_{a}$ for regular values of $a$. It is also very easy to see by local canonical form theorem, that we can actually take any $a \in \tilde{\Phi}\left(\tilde{U}_{i, j}\right)$. Since these $U_{a}$ cover $\tilde{U}_{i, j}$, (2.5) holds with $\tilde{U}_{i, j}$ instead of $U_{m, k, \ell}$. This finishes the proof of the lemma.

This lemma leads to the proof of the first part of the Theorem. Indeed, set $\left\{W_{w}\right\}=$ $\sum_{i}\left\{\Phi^{-1}\left(D_{i}\right)\right\}$, then

$$
\partial_{T}\left\{W_{w}\right\}=\sum_{i} \sum_{c_{i, j}=1}\left\{\Phi^{-1}\left(D_{i, j}\right)\right\}=0,
$$

since $C$ is symmetric, and each $\Phi^{-1}\left(D_{i, j}\right)$ is counted twice and with the opposite orientations. So, $\partial_{T}\left\{W_{w}\right\}=0$ and the equivariant cohomology class $\left[W_{w}\right]$ is well-defined.

For the second part of the theorem we need the following result of Kirwan (see [16]) about equivariant cohomology of Hamiltonian group actions, which is usually called the injectivity theorem.

Theorem 2.4.5 Let $M$ be a compact symplectic manifold with a Hamiltonian torus $T$ action. Let $i: F \rightarrow M$ be the inclusion of the fixed point set of the $T$ action. Then the map $i^{*}: H_{T}^{*}(M) \rightarrow H_{T}^{*}(F)$ is an injection.

In other words to check that two equivariant cohomology classes on $M$ are the same we just have to check that their restrictions to the fixed points are the same. Actually, in the case of flag manifold this result can be improved as follows.

Recall that we have identified the fixed point of the $T$ action on $F l_{n}$ with the permutation group $S_{n}$. So that to each fixed point $p$ (or nondegenerate vertex $p$ ) we associate a permutation $w_{p}$. Denote the restriction of a cohomology class $h$ to the fixed point $p$ by $\left.h\right|_{p}$.

In the case of the flag manifold stronger version of the Kirwan injectivity theorem holds. The following proposition was proved by Goldin in [11]. (Our statement of it differs slightly from hers, since we had to adopt it to our notations and conventions.)

Proposition 2.4.6 If $\left.\left[W_{w}\right]\right|_{p}=\left.\left[X_{w}\right]\right|_{p}$ for every $p$, for which $w_{p}$ is not strictly greater than $w$ (with respect to the Bruhat order), then $\left[W_{w}\right]=\left[X_{w}\right]$. Moreover, if $w_{p_{0}}=w$ then

$$
\left.\left[X_{w}\right]\right|_{p_{0}}=\prod_{\alpha \in \Delta_{+} \cap w \Delta_{-}} \alpha
$$

where $\Delta_{+}\left(\right.$or $\left.\Delta_{-}\right)$is the set of all positive (respectively negative) roots of $S U(n)$ and $w$ acts on each $\alpha$ as an element of the Weyl group.

Since $\left.\left[X_{w}\right]\right|_{p}=0$ if $w_{p} \nsupseteq w$, all we have to prove to show that $\left[W_{w}\right]=\left[X_{w}\right]$ is the following two assertions:

1. $W_{w}$ is supported outside of the fixed points $p$ with $w_{p} \nsupseteq w$ and hence $\left.\left[W_{w}\right]\right|_{p}=$ $\left.\left[X_{w}\right]\right|_{p}=0$ for the fixed points $w_{p} \nsupseteq w$.
2. $\left.\left[W_{w}\right]\right|_{p_{0}}=\prod_{\alpha \in \Delta_{+} \cap w \Delta_{-}} \alpha$, where $w_{p_{0}}=w$.

The first statement is easy. Indeed, if some nondegenerate vertex $p$ is contained in some reduced face $D$ with $w(D)=w$, then the diagram of $D$ sits inside the diagram of $D_{p}$ ( $D_{p}$ was defined in Section 3) and we can write a reduced word for $w=w(D)$ which is a subword of $w_{p}=w\left(D_{p}\right)$, in other words $w_{p} \geq w$. Hence $W_{w}$ is supported outside of all the points $p$ with $w_{p} \nsupseteq w$.

To prove the second statement we have to understand how to compute $\left.\left[W_{w}\right]\right|_{p_{0}}$ with $w_{p_{0}}=w$. Clearly, $W_{w}$ is just an invariant smooth manifold in a neighborhood of $p_{0}$, since $\Phi$ is an honest moment map in the neighborhood of every fixed point and $W_{w}$ is a preimage of the Gelfand-Cetlin face $D_{w}$ in the neighborhood of $p_{0}\left(D_{w}\right.$ is the only face with $w(D)=w$, which contains $p_{0}$ ). Let $N W_{w}$ be the normal bundle of $W_{w}$ in some small neighborhood of $p_{0}$. Then

$$
\left.\left[W_{w}\right]\right|_{p_{0}}=\left.e_{T}\left(N W_{w}\right)\right|_{p_{0}}=e_{T}\left(\left.N W_{w}\right|_{p_{0}}\right)
$$

where $e_{T}$ denotes the equivariant Euler class. Since $\left.N W_{w}\right|_{p_{0}}$ is just a vector space, the $T$ action on it is given by some set of weights $\Lambda$. Moreover, it can be shown (see, for example, [14]) that

$$
e_{T}\left(\left.N W_{w}\right|_{p_{0}}\right)=\prod_{\alpha \in \Lambda} \alpha
$$

So we just need to show that $\Lambda=\Delta_{+} \cap w \Delta_{-}$.
Notice that $\Lambda$ can be described as follows. $w \Delta_{-}$is the set of weights of the $T$ action on the tangent space $T_{p_{0}} F l_{n}$. This set can be identified with the directions of the projections $P\left(e_{i, j}\right)$ of all the edges $e_{i, k}$ of the Gelfand-Cetlin polytope, which come out of the nondegenerate vertex $p_{0} . \Lambda \subset w \Delta_{-}$, since $\left.N W_{w}\right|_{p_{0}}$ is a subspace of $T_{p_{0}} F l_{n}$. Moreover, $\Lambda$ contains only those weights which come from edges which are not contained in the GelfandCetlin face $D_{w}$. But these edges are exactly those which are constructed from the diagram of $p$ by removing the equalities $A_{i, k}$. Thus we can apply Proposition 2.2.2 to show that $\Lambda=\Delta_{+} \cap w \Delta_{-}$.

This finishes the proof of Theorem 2.4.1.

### 2.5 Formulas for double Schubert polynomials.

In this section we give formulas for computing Schubert and double Schubert polynomials in terms of reduced faces of the Gelfand-Cetlin polytope. The classical Schubert polynomials were introduced by Bernstein, Gelfand, Gelfand in [3] and by Lascoux, Schutzenberger in [19]. An exposition of the theory of double Schubert polynomials can be found in a book by Macdonald [20].

First of all we will recall some well known facts about the $T$ equivariant cohomology ring of $F l_{n}$. It is given by

$$
H_{T}^{*}\left(F l_{n}\right)=\frac{\mathbb{C}\left[x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right]}{\prod\left(1+x_{i}\right)-\prod\left(1+y_{i}\right), \sum x_{i}}
$$

where, morally speaking, the $x_{i}$ 's are the variables which come from the torus action (the equivariant cohomology of a point is equal to $\frac{\mathbb{C}\left[x_{1}, \ldots, x_{n}\right]}{\sum x_{i}}$, the $x_{i}$ 's can also be thought of as the coordinates on the dual of the Lie algebra $\mathfrak{t}^{*}$ ) and the $y_{i}$ 's are the variables which come from the regular cohomology of $F l_{n}$. We will denote the quotient map from $\mathbb{C}[x, y] \rightarrow H_{T}^{*}\left(F l_{n}\right)$ by $f$. It can be shown that $f\left(x_{i}\right) \mid p=x_{i}$ and $f\left(y_{i}\right) \mid p=x_{w_{p}^{-1}(i)}$ for every $p \in F l_{n}^{T}$. More details can be found in [11].

There is an iterative procedure which allows us to define double Schubert polynomials $P_{w}(x, y) \in \mathbb{C}[x, y]$ such that these polynomials represent cohomology classes $\left[X_{w}\right] \in$ $H_{T}^{*}\left(F l_{n}\right)$, that is $f\left(P_{w}(x, y)\right)=\left[X_{w}\right]$.

We define a divided difference operator $\partial_{i}$, which acts on a polynomial $P(x, y)$ by:

$$
\partial_{i} P=\frac{P-s_{i} P}{x_{i+1}-x_{i}},
$$

where $s_{i}$ acts on $P$ by interchanging $x_{i}$ with $x_{i+1}$. Then if $w=s_{i_{1}} \ldots s_{i_{k}}$ is a reduced expression for $w$ we define $\partial_{w}=\partial_{i_{1}} \ldots \partial_{i_{k}}$. It is easy to see that $\partial_{w}$ does not depend on a reduced expression of $w$. Then we define $P_{w_{0}}=\prod_{i+j \leq n}\left(y_{j}-x_{i}\right)$, where $w_{0}$ is the longest permutation, and

$$
P_{w}=\partial_{w^{-1} w_{0}} P_{w_{0}} .
$$

These are called double Schubert polynomials and they satisfy $f\left(P_{w}(x, y)\right)=\left[X_{w}\right]$.
For every reduced face $D$ let us define a polynomial $P_{D}(x, y)$ as follows. We label each equality $A_{i, k}$ by the monomial $y_{i-k}-x_{k+1}$ (see Figure 8 for $n=4$ ). Then $P_{D}$ is equal to
the product of all the monomials which are contained in $D$. For example, for the second diagram from picture 1 this polynomials is $\left(y_{1}-x_{1}\right)\left(y_{1}-x_{2}\right)$.


Figure 8: Labeling the diagram by monomials

Now, we are ready to state the following theorem.

Theorem 2.5.1 For a permutation $w, P_{w}$ is equal to the sum of $P_{D}$ with $w(D)=w$, that is

$$
P_{w}=\sum_{w(D)=w} P_{D}
$$

We will omit the proof of this theorem, since it was proved by Fomin and Kirillov in [7] and several modifications of this result also appeared in [8], [4], [1]. We have yet another combinatorial argument which proves this theorem, but this argument does not seem to explain the theorem any better than already known proofs. At the same time it is clear that there should be a purely geometric proof of this theorem, which is based on the new cycles for Schubert polynomials constructed in Theorem 2.4.1 and the Kirwan injectivity theorem. We were not able to find this geometric argument. But the proof of Theorem 2.6.1 in the next section suggests that such an argument should exist.

Remark 2.5.2 If we set the $y_{i}$ 's equal to zero we get regular Schubert polynomials, actually $S_{w}=(-1)^{l(w)} P_{w}(x, 0)$ will be the classical Schubert polynomials. The above theorem clearly provides a rule for computing Schubert polynomials and not only double Schubert polynomials.

### 2.6 Other cohomology classes constructed using faces of the Gelfand-Cetlin polytope.

Until this point we have been looking only at the very special faces of the Gelfand-Cetlin polytope. It is interesting to see if other faces can be incorporated into a more general picture. In this section we provide one example of the construction of equivariant cohomology
classes on $F l_{n}$, which are different from the Schubert classes, using faces of the GelfandCetlin polytope. We will do this for the equivariant cohomology class given by $y_{i}-x_{k}$ with $i+k \leq n$. This example suggests that it might be possible to construct a much wider set of equivariant cohomology classes using the Gelfand-Cetlin polytope.

In this section we will work with only those faces which are given by a single equality $A_{i, k}$ or $B_{i, k}$, we will denote these faces by $D_{i, k}^{A}$ and $D_{i, k}^{B}$ respectively.

For $i, k$ with $i+k \leq n$, define two unions of faces

$$
F_{i, k}=D_{i+k-1, k-1}^{A} \bigcup\left(\cup_{i^{\prime}, k^{\prime}}^{A} D_{i^{\prime}, k^{\prime}}^{B}\right)
$$

with $k^{\prime} \leq k-2$ and $i^{\prime}-k^{\prime}=i+1$ and

$$
G_{i, k}=\bigcup_{i^{\prime}, k^{\prime}} D_{i^{\prime}, k^{\prime}}^{B}
$$

with $k^{\prime} \leq k-1$ and $i^{\prime}-k^{\prime}=i$. Then

Theorem 2.6.1 The current

$$
T_{i, k}=\left\{\Phi^{-1}\left(F_{i, k}\right)\right\}-\left\{\Phi^{-1}\left(G_{i, k}\right)\right\}
$$

is closed and defines an equivariant cohomology class on $F l_{n}$. Moreover,

$$
\left[T_{i, k}\right]=f\left(y_{i}-x_{k}\right) .
$$

Proof. Using the same argument as in the proof of Theorem 2.4.1 we can prove that $\partial_{T}\left(T_{i, k}\right)=0$. Again, the preimage of each face has codimension one singularities, but they all cancel out at the end, since each singularity is counted twice and with the opposite signs.

To show that $\left[T_{i, k}\right]=f\left(y_{i}-x_{k}\right)$ we will prove that for each fixed point $p$ of the $T$ action on $F l_{n}$,

$$
\left.\left[T_{i, k}\right]\right|_{p}=\left.f\left(y_{i}-x_{k}\right)\right|_{p}
$$

This will be enough to prove the theorem by the Kirwan injectivity Theorem 2.4.5.
We know that

$$
\left.f\left(y_{k}-x_{i}\right)\right|_{p}=x_{w_{p}^{-1}(i)}-x_{k}
$$

We will prove by induction on $n$ that

$$
\begin{equation*}
\left.\left[T_{i, k}\right]\right|_{p}=x_{w_{p}^{-1}(i)}-x_{k} . \tag{2.6}
\end{equation*}
$$

When $n=2$ this is easy. Let's assume we have proved it for $n-1$ and we need to prove it for $n$.

If $B_{i^{\prime}, k^{\prime}}$ (or $A_{i^{\prime}, k^{\prime}}$ ) is a part of the diagram for the nondegenerate vertex $p$, then the equivariant cohomology class in a small neighborhood of the fixed point $p$ of the restriction $\left.\left\{\Phi^{-1}\left(D_{i^{\prime}, k^{\prime}}^{B}\right)\right\}\right|_{p}$ (respectively $\left.\left.\left\{\Phi^{-1}\left(D_{i^{\prime}, k^{\prime}}^{A}\right)\right\}\right|_{p}\right)$ is given by the root, which is pointing in the direction of the projection $P\left(e_{i^{\prime}, k^{\prime}}\right)$ of the corresponding edge $e_{i^{\prime}, k^{\prime}}$ coming out $p$. If $B_{i^{\prime}, k^{\prime}}$ (or $A_{i^{\prime}, k^{\prime}}$ ) is not a part of $p$ then this restriction is 0 .

This fact can be used as follows. Let the nondegenerate vertex $p$ have $j_{1}$ equalities $A_{i, 0}$ in the bottom row of its diagram. Then $w_{p}=u w_{\tilde{p}}$, where $u=s_{j_{1}} \ldots s_{1}$ and $w_{\tilde{p}}$ is the permutation on the elements $2, \ldots, n$, which is constructed by removing the bottom row of the diagram of $p$ and taking the permutation of the new diagram $\tilde{p}$. Then, by the induction assumption, we can conclude:

$$
\begin{equation*}
\left.\left[T_{i, k}\right]\right|_{p}=x_{w_{\bar{p}}^{-1}(i+1)}-x_{k}+\alpha_{1}+\alpha_{2} \tag{2.7}
\end{equation*}
$$

where $\alpha_{1}, \alpha_{2}$ are the weights which come from the restrictions of $D_{i, 0}^{B}$ and $D_{i+1,0}^{B}$ to $p$ respectively (these weights might be equal to 0 ).

We will look at three cases:

1. $j_{1} \geq i$.
2. $j=i$.
3. $j<i$.

In the first case, $p$ is not contained in $D_{i, 0}^{B}$ and $D_{i+1,0}^{B}$ so both $\alpha_{1}$ and $\alpha_{2}$ are zero. Moreover, $w^{-1}(i)=w_{\tilde{p}}^{-1}(i+1)$ (remember, that $w_{\tilde{p}}$ permutes $\left.2, \ldots, n\right)$, so inserting this information in (2.7) we get (2.6).

In the second case, $p \in D_{i+1,0}^{B}$, but not in $D_{i-k, 0}^{B}$. So $\alpha_{1}=0$ and $\alpha_{2}=x_{1}-x_{w_{p}^{-1}(i+1)}$. Plugging this into (2.7) and using $w_{\tilde{p}}^{-1}(i+1)=w_{p}^{-1}(i+1)$ we get

$$
\left.\left[T_{i, k}\right]\right|_{p}=x_{w_{\bar{p}}^{-1}(i+1)}-x_{k}+x_{1}-x_{w_{p}^{-1}(i+1)}=x_{1}-x_{k}
$$

which proves (2.6), since in this case $w_{p}^{-1}(i)=1$
For the third case, $p$ is contained in both $D_{i, 0}^{B}$ and $D_{i+1,0}^{B}$ so $\alpha_{1}=-\left(x_{1}-x_{w_{p}^{-1}(i)}\right)$ and $\alpha_{2}=x_{1}-x_{w_{p}^{-1}(i+1)}$. Moreover $w_{\tilde{p}}^{-1}(i+1)=w_{p}^{-1}(i+1)$. So we have:

$$
\left.\left[T_{i, k}\right]\right|_{p}=x_{w_{p}^{-1}(i+1)}-x_{k}-\left(x_{1}-x_{w_{p}^{-1}(i)}\right)+x_{1}-x_{w_{p}^{-1}(i+1)}=x_{w_{p}^{-1}(i)}-x_{k}
$$

which is exactly (2.6).
There is only one situation left to check, that is when $k=1$. Then $F_{i, 1}$ is just one face $D_{i, 0}^{A}$, while $G_{i, 1}$ is also one face $D_{i, 0}^{B}$. Every nondegenerate vertex $p$ is contained in exactly one of the two faces. If $p \in D_{i, 0}^{A}$, then $P\left(e_{i, 0}\right)$ produces the weight $x_{w_{p}^{-1}(i)}-x_{1}$, while if $p \in D_{i, 0}^{B}$, then $P\left(e_{i, 0}\right)$ points in the direction of $x_{1}-x_{w_{p}^{-1}(i)}$, but we have to take $\Phi^{-1}\left(G_{i, 1}\right)$ with the minus sign. So (2.6) holds for any $i$ when $k=1$.

This finishes the induction and the proof of the Theorem.

## Chapter 3

## RC-graphs and

## Littlewood-Richardson Rule

### 3.1 RC-graphs and Young Tableaux.

In this section we give a combinatorial description of RC-graphs, show that they can be identified with reduced faces of the Gelfand-Cetlin polytope and explain how Young tableaux can be thought of as RC-graphs of permutations constructed out of partitions.

We start with a definition of RC-graphs. (Our conventions are not standard and differ from the conventions in [1] and [7], since we've chosen them to fit the standard notations for Young tableaux.) Let $R$ be a finite set of pairs of integers $R=\{(i, k) \mid i \leq n, k \leq n\}$ (both $i, k$ can be negative). We will think of $R$ as a table of intersecting and nonintersecting strands. Strands intersect for each $(i, k) \in R$ and do not intersect otherwise. The examples are provided on Figure 9, where we have three tables of strands $R_{1}=\{(2,1),(1,1),(-1,2)\}$, $R_{2}=\{(3,1),(2,3),(1,2)\}$ and $R_{3}=\{(3,2),(2,2),(1,2),(2,3)\}$.




Figure 9: Examples of RC-graphs.
$R$ is called an RC-graph if no two strands intersect twice. We can think of each RC-
graph as a planar history of a permutation $w_{R}$, which is defined as follows. If we label each strand by the row where it starts from, then $w_{R}(i)$ is given by the column, where $i^{\text {th }}$ strand ends. Each $w_{R}$ permutes all the integers, which are less than or equal to $n$. There always exists some negative $N$ such that $w_{R}(i)=i$ for $i<N$.

It is also very simple to see that $R$ also provides a reduced expression for $w_{R}$, in other words we can write $w_{R}$ in terms of a minimal length product of simple transpositions. One way to do it is to read each row of the RC-graph from right to left, from the bottom row to the top one and multiply out simple transpositions $s_{i+k-n-1}$ for each $(i, k) \in R$ (each $s_{j}$ interchanges $j$ and $j+1$ and $j$ might be negative).

For example, for the RC-graphs from Figure 9, the corresponding permutations are given by $w_{R_{1}}(2,1,0,-1,-2)=(2,-2,1,0,-1)$ with $w_{R_{1}}(i)=i$ for $i<-2, w_{R_{2}}(3,2,1,0,-1)=$ $(3,1,-1,2,0)$ with $w_{R_{2}}(i)=i$ for every $i<-1$ and finally $w_{R_{3}}(3,2,1,0,-1)=(3,-1,1,2,0)$ with $w_{R_{3}}(i)=i$ for every $i<-1$.

Each reduced face $D$ of the Gelfand-Cetlin polytope can be identified with an RC-graph. Indeed, we can change each equality $A_{i, k}$ in the diagram of $D$ by an intersecting strand at the place $(n+k-i, n-k)$ and all other inequalities by nonintersecting strands and then connect the strands. It is easy to see that this constructs an RC-graph for each reduced face.

So, let us repeat some properties of RC-graphs, which have already been stated in the language of reduced faces in Section 3:

- Let $R$ be an RC-graph, such that $(i, k),(i-1, k)$ and $(i-1, k-\ell)$ are not in $R$ for some $i, k$ and $\ell$, but all other ( $i^{\prime}, k^{\prime}$ ) with $k \geq k^{\prime} \geq k+\ell$ and $i \geq i^{\prime} \geq i+1$ are in $R$. Then we can substitute $(i, k-\ell)$ by $(i-1, k)$ without changing $w_{R}$. (We also can go backwards.) These operations are called ladder moves of size $\ell$ at the place $(i, k)$. Examples of ladder moves of sizes 1 and 2 are shown on Figure 10
- For every permutation $w$ there exist a unique RC-graph $R_{w}$ (which we will call a top $R C$-graph of $w$ ), such that every other RC-graph $R$ with $w_{R}=w$ could be constructed from $R_{w}$ by a sequence of ladder moves, which change ( $i, k-\ell$ ) to $(i-1, k)$ (but not the other way).
- Each top RC-graph $R_{w}$ has the property that if $(i, k) \in R_{w}$ and $i \leq n$, then $(i+1, k) \in$ $R_{w}$. In other words, all intersecting strands of $R_{w}$ are concentrated strictly to the left
in each row of $R_{w}$.


Figure 10: Examples of ladder moves on RC-graphs of sizes 1 and 2.

From now on we will only work with those permutations $w$ for which $w(i)>w(i-1)$ for each $i \leq 0$. Equivalently, every RC-graph $R$ with $w_{R}=w$ can be defined by the following property:

- $R$ has no two nonpositive intersecting strands.

In particular, if $R$ satisfies the above property it lies below the $0^{\text {th }}$ row, that is if $(i, k) \in R$ then $k \geq 1$. This shows that the above property just says that we do not want to consider any permutations $w$ which have RC-graphs partially located above the zeroth row. Let us emphasize that starting from this point every RC-graph mentioned in this text has to satisfy the above property. In particular, the property is implicitly assumed in all the statements of theorems and lemmas stated below.

Let us now define Young diagrams and tableaux. A Young diagram will be given by a partition $\mu=\left(\mu_{1}, \ldots, \mu_{n}\right)$, where $\mu_{1} \geq \mu_{2} \geq \ldots \geq \mu_{n}$. Graphically it will be given by $\mu_{i}$ boxes in $i^{\text {th }}$ row, as shown on the Figure 11, where Young diagrams correspond to partitions $\mu_{1}=(3), \mu=(2,1)$ and $\mu_{3}=(3,1,1)$ respectively.


Figure 11: Examples of Young diagrams.

A Young tableaux $Y$ is a filling of a Young diagram with numbers $1, \ldots, n$ which satisfies the following properties. If $a$ and $b$ are two boxes of the Young diagram, which lie in the same row, and $a$ is to the left of $b$ then the number in $a$ is not greater than the number in $b$. If $a$ and $b$ are in the same column and $a$ is on top of $b$, then the number in $a$ should be strictly less than the number in $b$. We denote by $\mu(Y)$ the partition, which corresponds to the Young tableaux $Y$. Examples of Young tableaux are shown on Figure 12.

$$
Y_{1}=\begin{array}{|l|l|l}
\hline 1 & 1 & 2 \\
\hline
\end{array} \quad Y_{2}=\begin{array}{|l|l|}
\hline 1 & 3 \\
\hline 3 &
\end{array} \quad Y_{3}=
$$

Figure 12: Examples of Young tableux.

Given a partition $\mu$, we construct an RC-graph $R(\mu)$ as follows. Let $R(\mu)=\{(i, k) \mid 1 \leq$ $\left.k \leq n, n \geq i \geq n-\mu_{k}+1\right\}$. Then, set $w(\mu)=w_{R(\mu)} . R(\mu)$ is going to be the top RCgraph of $w(\mu)$. Every such permutation has a unique ascent at 0 , that is $w(1)<w(0)$ but $w(i)>w(i-1)$ if $i \neq 1$ In particular every permutation $w(\mu)$ satisfies $w(i)>w(i-1)$ if $i \leq 0$. The following lemma shows why we can think about RC-graphs as about generalizations of Young diagrams (similar results were obtained by Winkel in [24]).

Lemma 3.1.1 $R C$-graphs $R$ with $w_{R}=w(\mu)$ are in one to one correspondence with Young tableaux $Y$ with $\mu(Y)=\mu$.

Proof. It is easy to see that we can apply only ladder moves of size 1 to any $R$ with $w_{R}=w(\mu)$. Start with the top RC-graph $R(\mu)$ and the top Young diagram, which is given by filling the $i^{\text {th }}$ row of the Young diagram with entries $i$. Associate to each ladder move of size 1 an increase by 1 of the corresponding box in the Young tableaux. This obviously constructs a one to one correspondence between RC-graphs with permutation $w(\mu)$ and Young tableaux with partition $\mu$.

Denote by $R(Y)$ the RC-graph, which is constructed out of the Young tableau $Y$. As an illustration to the above lemma let us mention that the first Young tableau $Y_{1}$ on Figure 12 correspond to the first RC-graph $R_{1}$ on Figure 9. At the same time $w\left(\mu\left(Y_{2}\right)\right)=w_{R_{2}}$ but $R\left(Y_{2}\right) \neq R_{2}$.

Call any finite sequence of numbers $1, \ldots, n$ a word. For each Young tableau $Y$, associate a word $v(Y)$, which is given by reading the entries of the tableau from left to right in each row, starting from the bottom row and going to the top one. For example, the words of Young diagrams from Figure 12 are $v\left(Y_{1}\right)=112, v\left(Y_{2}\right)=313$ and $v\left(Y_{3}\right)=42122$.

On the set of all words we define Knuth moves (originally they appeared in [17]). These Knuth moves allow the following changes to a word:

$$
\ldots y x z \ldots \Leftrightarrow \ldots y z x \ldots \text { if } x<y \leq z
$$

and

$$
\ldots x z y \ldots \Leftrightarrow \ldots z x y \ldots \text { if } x \leq y<z
$$

We say that two words $v_{1}$ and $v_{2}$ are Knuth equivalent if we can go from one of them to another by applying a sequence of Knuth moves.

The following theorem is the key fact in the Littlewood-Richardson rule for multiplying Schur polynomials and will be extremely useful to us. The proof of it can be found in [9].

Theorem 3.1.2 If $Y_{1}$ and $Y_{2}$ are two distinct Young tableaux then $v\left(Y_{1}\right)$ and $v\left(Y_{2}\right)$ are not Knuth equivalent. Moreover, each word $v$ is Knuth equivalent to exactly one word $v(Y)$.

At the end of this Section we recall the definitions of Schur and Schubert polynomials. Each Young tableaux $Y$ defines a monomial $x^{Y}$, which is equal to the product of $x_{i}$ 's with one $x_{i}$ for each entry $i$ in the tableaux. Each partition $\mu$ defines a Schur polynomial

$$
S_{\mu}=\sum_{\mu(Y)=\mu} x^{Y} .
$$

It is well known that Schur polynomials are symmetric polynomials and that they form a basis for the space of symmetric polynomials in $n$ variables.

Similarly, given an RC-graph $R$ we define $x^{R}$ to be the product of $x_{k}$ 's with one $x_{k}$ for each $(i, k) \in R$. Then the Schubert polynomial for the permutation $w$ is given by

$$
S_{w}=\sum_{w_{R}=w} x^{R} .
$$

Polynomials $S_{w}$ form a basis for the space of all polynomials in $n$ variables.
Since $x^{R(Y)}=x^{Y}$, Proposition 3.1.1 implies that $S_{w(\mu)}=S_{\mu}$, in other words we can think of Schubert polynomials as generalizations of Schur polynomials.

### 3.2 Insertion Algorithm

The key tool in the classical Littlewood-Richardson rule for multiplying Schur polynomials is the Schensted insertion algorithm. This algorithm was generalized to the case of RCgraphs in [1] and used to prove Monk's formula. We will show that in a special case, this generalized algorithm can be used to provide the Littlewood-Richardson rule for multiplying
some Schubert polynomials by Schur polynomials. This section defines the algorithms and discusses its basic properties.

Let $R$ be an RC-graph. We would like to provide an algorithm for inserting a number $1 \leq k \leq n$ into $R$.

Let us call a pair $(i, j)$ an open space, if $(i, j) \notin R$ (two strands at position $(i, j)$ do not intersect) and the top strand of the intersection is labeled by a nonpositive number, while the bottom strand is labeled by a positive number. (See Figure 13.)


Figure 13: An example of an open space: $a>0 \geq b$.
Start at the row number $k_{1}=k$ and find the smallest $i_{1}$ such that the space $\left(i_{1}, k_{1}\right)$ is open (sometimes we will write $\left(i_{1}(k), k_{1}(k)\right)$ to indicate the dependence on $k$ ). Insert ( $i_{1}, k_{1}$ ) into $R$, in other words change the corresponding nonintersecting strands to intersecting. If $a, b$ are the two labels of the strands going through the place $\left(i_{1}, k_{1}\right)$ we set $a_{1}(k)=a$ and $b_{1}(k)=b$. If we constructed an RC-graph we stop, otherwise, it is easy to see that the two stands which now intersect at the place $\left(i_{1}, k_{1}\right)$ must also intersect at some other place $\left(\ell_{2}, k_{2}\right)$ with $k_{2}>k_{1}$. Then we remove $\left(\ell_{2}, k_{2}\right)$ from $R$ and find the smallest $i_{2}>\ell_{2}$ such that $\left(i_{2}, k_{2}\right)$ is open (we can find such $i_{2}$, since the strand labeled by $b_{1} \leq 0$ passes through the row $k_{2}$ to the left of $\left(\ell_{2}, k_{2}\right)$ and the row $k_{2}$ also has a positive strand to the left of the strand labeled by $b_{1}$ ). We insert $\left(i_{2}, k_{2}\right)$ into $R$ (again, sometime we denote it by $\left.\left(i_{2}(k), k_{2}(k)\right)\right)$, set $a_{2}(k)$ and $b_{2}(k)$ to be the labels of the strands passing through ( $i_{2}, k_{2}$ ) and continue the process until it stops. For notational convenience set $k_{j+1}(k)=n+1$, if the last intersection we inserted was $\left(i_{j}(k), k_{j}(k)\right)$.

The resulting RC-graph will be denoted by $R \leftarrow k$. Note, $R \leftarrow k$ and $R$ have the same number of crossings in each row, except for the row $k$, where $R \leftarrow k$ has an additional crossing. This immediately leads to the following consequence

$$
x^{R} x_{k}=x^{R \leftarrow k} .
$$

If $v$ is a word, we denote by $R \leftarrow v$ the RC-graph we get after inserting one by one the letters of $v$. If $Y$ is a Young tableau, we say $R \leftarrow Y=R \leftarrow v(Y)$. Obviously we have:

$$
x^{R} x^{Y}=x^{R \leftarrow Y} .
$$

The above algorithm is a generalization of the Schensted insertion algorithm, which originally appeared in [23]. To prove this we just have to translate what this algorithm means in the language of Young tableaux, in the case when $R=R(Y)$ is constructed from some young tableau $Y$ as in Lemma 3.1.1. We omit the simple technical details of this proof, but recall a very important fact about this algorithm (see [9]). For two Young tableaux $Y_{1}$ and $Y_{2}$ we have

$$
\begin{equation*}
v\left(Y_{1} \leftarrow Y_{2}\right) \text { is Knuth equivalent to } v\left(Y_{1}\right) v\left(Y_{2}\right) . \tag{3.1}
\end{equation*}
$$

where $v\left(Y_{1}\right) v\left(Y_{2}\right)$ is just the concatenation of the two words $v\left(Y_{1}\right)$ and $v\left(Y_{2}\right)$.
Let us introduce a few new notations, which will be used later. During the insertion algorithm of $k$ into $R$, each place $\left(i_{j}, k_{j}\right)$ was connected to $\left(\ell_{j+1}, k_{j+1}\right)$ by two pieces of strands $s_{j}$ and $s^{j}$. (Let us emphasize that $s_{j}$ and $s^{j}$ are just pieces of strands, which are between rows $k_{j}$ and $k_{j+1}$ and their labels change during the insertion.) We say that the left strand $s_{j}$ is a part of the left path $\ell(k)$ of the insertion while the right strand $s^{j}$ is a part of the right path $r(k)$ of the insertion. Both $\ell(k)$ and $r(k)$ are collections of pieces of stands. The labeling of each piece $s_{j}$ in $\ell(k)$ changes from being positive $a_{j}$ to nonpositive $b_{j}$, while the labeling of $s^{j}$ in $r(x)$ change from $b_{j}$ to $a_{j}$.

Lemma 3.2.1 If no two nonpositive strands intersect in $R$, then no two nonpositive strands intersect in $R \leftarrow k$.

Proof. During the insertion algorithm the only possibility for introducing new intersections of nonpositive strands is when a strand $s_{j}$ from $\ell(k)$ becomes nonpositive.

Let us show by contradiction that $s_{j}$ cannot intersect any nonpositive strand. Assume that $s_{j}$ (labeled by $b_{j} \leq 0$ ) in $R \leftarrow k$ is intersected by some nonpositive strand $s$ in row $k_{j}<k^{\prime}<k_{j+1}$. Look at the whole strand $s^{\prime}$ in $R \leftarrow k$, which is labeled by $a$. $s^{\prime}$ starts below zero, while $s$ starts above zero, at the same time $s$ is to the left of $s^{\prime}$ in the row $k^{\prime}$, hence these two strands must intersect in $R \leftarrow k$ above the row $k^{\prime}$. The strand $s^{\prime}$ above the
row $k^{\prime}$ consists of two parts: one of them is $s^{j}$, which was labeled by $b$ in $R$, and the other one is the rest of the strand above the row $k_{j}$, which is labeled by $a$ in both $R$ and $R \leftarrow k$.
$s$ cannot intersect $s^{j}$, since no two nonpositive strands intersect in $R$. At the same time $s$ cannot intersect the rest of $s^{\prime}$, since it already intersects the strand labeled by $a$ in $R$ once, and cannot intersect it for the second time. So we found a contradiction and this lemma is proved.

The lemma immediately leads to the following property

- All strands passing between $r(k)$ and $\ell(k)$ are positive.

Indeed, each strand between $r(k)$ and $\ell(k)$ has to cross at least one strand from $r(k)$ or $\ell(k)$, but, since $r(k)$ is nonpositive in $R$ and $\ell(k)$ is nonpositive in $R \leftarrow k$, and no two nonpositive strand can intersect, the above property holds.

Here is a very important lemma, which does not hold in the case of the more general algorithm given in [1].

Lemma 3.2.2 If $x \leq y$, then the path of $x$ is weakly to the left of the path of $y$ in $R \leftarrow x y$. If $x>y$ then the path of $x$ is weakly to the right of the path of $y$ in $R \leftarrow x y$.

Remark 3.2.3 When we say that the path of $x$ is to the left (right) of the path of $y$, we imply that the right path of $x$ is to the left of the left path of $y$ (respectively, the left path of $x$ is to right of the right path of $y$ ). The word weakly stands for the fact that $r(x)$ and $\ell(y)$ (respectively $\ell(x)$ and $r(y))$ might have some common parts of some strands.

Proof. For the case $x \leq y$ the right path $r(x)$ of $x$ in $R \leftarrow x$ contains strands which are all greater than zero after the insertion. Thus when we start inserting $y$ into $R \leftarrow x$ each row $k \geq x$ should contain an open space to the right of the right path of $x$ (since the right path of $x$ is positive). Hence the left path of $y$ is going to stay strictly to the right of the right path of $x$, until at some point it might happen that left path of $y$ is the same as the right path of $x$.

It can occur only when an open space $(i, k)=\left(i_{j}(y), k_{j}(y)\right)$ in $R \leftarrow x$ contains strands $s_{j}(y)$ and $s^{j}(y)$, such that part of $s_{j}(y)$ is a part of $r(x)$. In other words, $s_{j}(y)$ and $s^{j^{\prime}}(x)$ have some common parts. If the insertion algorithm stops at this point there is nothing else to prove. Otherwise, there should be a place $\left(i_{j+1}(y), k_{j+1}(y)\right)$ where strands $s_{j}(y)$ and
$s^{j}(y)$ intersect again. We would like to show that

$$
\begin{equation*}
k_{j+1}(y)>k_{j^{\prime}+1}(x) . \tag{3.2}
\end{equation*}
$$

This will imply that the path of $y$ at the row $k_{j+1}$ is strictly to the right of the path of $x$ and (3.2) will be enough to prove the first part of the lemma. Indeed if $r(x)$ and $\ell(y)$ coincide at some row $k$, they have to separate at the row $k_{j^{\prime}+1}(x)$ by $(3.2)$ and $r(x)$ have to stay to the left of $\ell(y)$. If they coincide again at some lower row, we can repeat the argument and show that they have to separate again.
$s^{j^{\prime}}(x)$ was nonpositive in $R$, hence it cannot intersect $s^{j}$, which was also nonpositive in $R$. Thus if $s_{j}(y)$ and $s^{j}(y)$ intersect again, it should happen below the row where $s^{j^{\prime}}(x)$ ends, in other words, below the row of intersection of $s_{j^{\prime}}(x)$ and $s^{j^{\prime}}(x)$, but this row is exactly $k_{j^{\prime}+1}(x)$. Therefore (3.2) holds and the first part of the lemma is proved.

In the case $x>y$, the right path of $y$ gets changed from being a set of nonpositive strands to positive strands. The left path of $x$ in $R \leftarrow x$ contains only nonpositive strands after the insertion, so these two paths cannot intersect (but some parts of them can coincide), since no two nonpositive strands can intersect.

Let's now argue by contradiction that $r(y)$ is weakly to the left of $\ell(x)$ using the fact that $r(y)$ cannot intersect $\ell(x)$. Pick the smallest $k$, such that the right path of $y$ is to the right of the left path of $x$. This could not happen because of an intersection of $r(y)$ and $\ell(x)$. Thus in the row $k$ the insertion of $x$ into $R$ had to remove some $\left(\ell_{j}(x), k_{j}(x)\right)=\left(\ell_{j}(x), k\right)$ from $R$ and add some $\left(i_{j}(k), k\right)$ to $R$, moving $\ell(x)$ to the left. But only nonpositive strands pass in row $k$ between $\ell_{j}(x)$ and $i_{j}(k)$ (otherwise, we would get an open space there, which is impossible), hence $r(y)$ cannot pass between $\ell_{j}(x)$ and $i_{j}(x)$ and it must coincide with $\ell(x)$ in the row $k-1$ ). Moreover, the strand passing the row $k$ directly to the left of $\left(\ell_{j}(x), k\right)$ is nonpositive in $R \leftarrow x$. At the same time, the strands between right and left paths of $y$ are always positive, so the strand passing the row $k$ directly to the left of $\left(\ell_{j}(x), k\right)$ is positive. We found a contradiction, which means that the second part of the lemma is proved.

This Lemma immediately proves that if $0<x<y \leq z \leq n$ then

$$
\begin{equation*}
R \leftarrow y x z=R \leftarrow y z x \tag{3.3}
\end{equation*}
$$

Indeed in $R \leftarrow y x$ we know that $\ell(y)$ is weakly to the right of $r(x)$, so $r(y)$ is unchanged when we insert $x$ into $R \leftarrow y$. At the same time when we insert $z$ in $R \leftarrow y$ the left path $\ell(z)$ is weakly to the right of $r(y)$. So, paths of $x$ and $z$ are separated by the path of $y$ and, in particular, do not have any common strands. Hence multiplication of $R \leftarrow y$ by $x$ commutes with multiplication by $z$, which proves (3.3).

Thus if $v_{1}$ and $v_{2}$ are two Knuth equivalent words, which can be gotten from one another using only Knuth moves of the first type, we have

$$
R \leftarrow v_{1}=R \leftarrow v_{2}
$$

Let us talk about how the permutation of $R$ changes after insertion. Notice that after each step of the algorithm the permutation $w_{R}$ does not change except for the last step. At the end we make two nonintersecting stands labeled by $c$ and $d$ intersect, which means that

$$
w_{R \leftarrow x}=s_{c, d} w_{R}
$$

where $s_{c, d}$ is the transposition (with $c>0 \geq d$ ), which interchanges $c$ and $d$, when it acts on a permutation from the right. Moreover,

$$
l\left(s_{c, d} w_{R}\right)=l\left(w_{R}\right)+1
$$

Conversely, given an RC-graph $R^{\prime}$ with $w_{R^{\prime}}=s_{c, d} w_{R}$, such that $l\left(s_{c, d} w_{R}\right)=l\left(w_{R}\right)+1$ and $c>0 \geq d$ we can traverse the above algorithm backwards starting by finding the unique intersection of strands labeled by $c$ and $d$, making them nonintersecting and then proceeding in the opposite order. For more details about the inverse of the insertion algorithm see [1].

This immediately leads to a special case of the Monk's formula (the more general case of Monk's formula was proved using the more general algorithm in [1]). We postpone the proof of the following theorem until the proof of the more general statement in Lemma 3.3.2.

## Theorem 3.2.4

$$
S_{w} \cdot\left(x_{1}+\ldots+x_{n}\right)=\sum_{c>0 \geq d} S_{s_{c, d} w}
$$

where the sum is taken over all pairs $(c, d)$ with $l\left(s_{c, d} w\right)=l(w)+1$.

### 3.3 Littlewood-Richardson rule for multiplication Schubert polynomials by Schur polynomials.

Given a Schur polynomial $S_{\mu}$ and a Schubert polynomials $S_{w}$ their product can be uniquely written as a sum of Schubert polynomials:

$$
S_{w} S_{\mu}=\sum_{u} c_{w, \mu}^{u} S_{u}
$$

where the sum is taken over all the permutations $u$. The coefficients $c_{w, \mu}^{u}$ are called Littlewood-Richardson coefficients and are known to be positive. The following theorem provides a rule for computing these coefficients:

Theorem 3.3.1 Let $w$ be a permutation, which satisfies $w(i)>w(i-1)$ for each $i \leq 0$ and let $\mu$ be any partition. Choose any RC-graph $U$ and set $w_{U}=u$. Then $c_{w, \mu}^{u}$ is equal to the number of pairs $(R, Y)$ of an $R C$-graph $R$ and a Young tableau $Y$ with $w(R)=w$ and $\mu(Y)=\mu$, such that $R \leftarrow Y=U$.

The next three lemmas will lead to the proof of the above theorem. Let us define a Young diagram $\nu_{m}$ to be just one row of $m$ boxes, so that the corresponding partition is given by one number $m$.

Lemma 3.3.2 Theorem 3.3.1 holds when $\mu=\nu_{m}$.

Remark 3.3.3 The above lemma is just a special case of the Pieri formula, which was conjectured to hold for a more general insertion algorithm in [1] and was later proved by other methods by Bergeron and Sotille in [2].

Lemma 3.3.4 The polynomials $S_{\nu_{m}}$ generate the ring of symmetric polynomials in $n$ variables. That is each symmetric polynomial $S$ can be written as

$$
\begin{equation*}
S=\sum_{\left(m_{1}, \ldots, m_{k}\right) \in M_{+}} S_{\nu_{m_{1}}} \cdots S_{\nu_{m_{k}}}-\sum_{\left(m_{1}^{\prime}, \ldots, m_{k}^{\prime}\right) \in M_{-}} S_{\nu_{m_{1}^{\prime}}} \cdots S_{\nu_{m_{k}^{\prime}}} \tag{3.4}
\end{equation*}
$$

where $M_{+}$and $M_{-}$are two sets of sequences of positive numbers.

Lemma 3.3.5 Let $R$ be an $R C$-graph then

$$
R \leftarrow y x z=R \leftarrow y z x \text { if } 0<x<y \leq z \leq n
$$

and

$$
R \leftarrow x z y=R \leftarrow z x y \text { if } 0<x \leq y<z \leq n .
$$

Corollary 3.3.6 If $R$ is an $R C$-graph and $Y_{1}$ and $Y_{2}$ are two Young tableaux then

$$
R \leftarrow\left(Y_{1} \leftarrow Y_{2}\right)=\left(R \leftarrow Y_{1}\right) \leftarrow Y_{2} .
$$

We postpone the proofs of the above three lemmas until the next Section. Let us just note that Corollary 3.3.6 follows easily from Lemma 3.3.5 and Fact (3.1).

Let us show how Theorem 3.3.1 can be proved using the above three lemmas. We define the sets $\mathcal{R}_{w}$ and $\mathcal{Y}_{\mu}$ to be

$$
\mathcal{R}_{w}=\bigcup_{w_{R}=w} R \text { and } \mathcal{Y}_{\mu}=\bigcup_{\mu(Y)=\mu} Y
$$

If

$$
\mathcal{R}=\mathcal{R}_{w} \cdot \mathcal{Y}_{\mu}=\bigcup_{R \in \mathcal{R}_{w}, Y \in \mathcal{Y}_{\mu}} R \leftarrow Y,
$$

we would like to show that

$$
\begin{equation*}
\mathcal{R}=\bigcup_{u} \mathcal{R}_{u} \tag{3.5}
\end{equation*}
$$

This implies that each $\mathcal{R}_{u}$ is taken $c_{w, \mu}^{u}$ times in the above union, since there is a unique way of writing $S_{w} S_{\mu}$ as a sum of Schubert polynomials. Hence (3.5) will prove the theorem.

Use Lemma 3.3.4 to write

$$
S_{\mu}=\sum_{\left(m_{1}, \ldots, m_{k}\right) \in M_{+}} S_{\nu_{m_{1}}} \cdots S_{\nu_{m_{k}}}-\sum_{\left(m_{1}, \ldots, m_{k}\right) \in M_{-}} S_{\nu_{m_{1}}} \cdots S_{\nu_{m_{k}}}
$$

this immediately implies that

$$
\begin{equation*}
\mathcal{Y}_{\mu}=\bigcup_{\left(m_{1}, \ldots, m_{k}\right) \in M_{+}} \mathcal{Y}_{\nu_{m_{1}}} \cdots \mathcal{Y}_{\nu_{m_{k}}}-\bigcup_{\left(m_{1}, \ldots, m_{k}\right) \in M_{-}} \mathcal{Y}_{\nu_{m_{1}}} \cdots \mathcal{Y}_{\nu_{m_{k}}} \tag{3.6}
\end{equation*}
$$

where the minus stands for the set theoretic difference of the two sets and where $\mathcal{Y}_{\mu_{1}} \cdot \mathcal{Y}_{\mu_{2}}=$ $\bigcup_{\mu\left(Y_{1}\right)=\mu_{1}, \mu\left(Y_{2}\right)=\mu_{2}} Y_{1} \leftarrow Y_{2}$.

The reason why we can take the set theoretic difference in the above formula is the following. By Lemma 3.3 .2 both first and second sets in (3.6) could be broken up into unions of $\mathcal{Y}_{\mu^{\prime}}$ (since any insertion into a Young tableaux produces a Young tableaux). But since $S_{\mu}$ cannot be written as a nontrivial linear expression of $S_{\mu}$ 's the set theoretical difference above is well defined.

Thus we can conclude:

$$
\mathcal{R}=\mathcal{R}_{w} \cdot\left(\bigcup_{\left(m_{1}, \ldots, m_{k}\right) \in M_{+}} \mathcal{Y}_{\nu_{m_{1}}} \cdots \mathcal{Y}_{\nu_{m_{k}}}\right)-\mathcal{R}_{w} \cdot\left(\bigcup_{\left(m_{1}, \ldots, m_{k}\right) \in M_{-}} \mathcal{Y}_{\nu_{m_{1}}} \cdots \mathcal{Y}_{\nu_{m_{k}}}\right)
$$

Using Corollary 3.3.6 we can immediately see that the set theoretic difference is well-defined in the above formula. On the other hand, this formula and Lemma 3.3.2 shows that $\mathcal{R}$ can be written in the form (3.5), since by Lemma 3.3.2 each $\mathcal{R}_{w} \cdot \mathcal{Y}_{\nu_{m_{1}}} \cdots \mathcal{Y}_{\nu_{m_{k}}}$ is a union $\bigcup_{u} \mathcal{R}_{u}$. This finishes the proof of the Theorem 3.3.1.

### 3.4 Technical details in the proof of Littlewood-Richardson rule.

Proof. (of Lemma 3.3.2) The proof of this Lemma will just be a combination of Monk's rule and Lemma 3.2.2. We have already mentioned that a more general case of this Lemma was conjectured in [1], but no proof was provided there, since Lemma 3.2.2 does not hold for the general algorithm.

Let $Y=\left(1 \leq a_{1} \leq a_{2} \leq \ldots \leq a_{m} \leq n\right)$ be a filling of the Young diagram $\nu_{m}$. We can easily see from the insertion algorithm that

$$
w_{R \leftarrow Y}=w_{R \leftarrow a_{1} \ldots a_{m}}=s_{c_{m}, d_{m}} \ldots s_{c_{1}, d_{1}} w_{R}
$$

where $c_{i}>0 \geq d_{i}, d_{1}>d_{2}>\ldots>d_{m}$ and $l\left(s_{c_{m}, d_{m}} \ldots s_{c_{1}, d_{1}} w_{R}\right)=l\left(w_{R}\right)+m$.
Conversely, assume we are given an RC-graph $R^{\prime}$ with $w_{R^{\prime}}=s_{c_{m}, d_{m}} \ldots s_{c_{1}, d_{1}} w_{R}$ with $c_{i}>0 \geq d_{i}, d_{1}>d_{2}>\ldots>d_{m}$ and $l\left(s_{c_{m}, d_{m}} \ldots s_{c_{1}, d_{1}} w_{R}\right)=l\left(w_{R}\right)+m$. Then we can go through the inverse insertion algorithm and delete one by one intersections of strands $c_{i}$
and $d_{i}$. We will get $m$ numbers $a_{1}, \ldots, a_{m}$.
Moreover, by Lemma 3.2.2, $a_{i} \leq a_{i+1}$ (otherwise we would not have $d_{i}<d_{i+1}$ ). Thus we have even proved a slightly better version of the Lemma:

$$
S_{w} S_{\nu_{m}}=\sum S_{s_{c_{m}, d_{m}} \ldots s_{c_{1}, d_{1}} w}
$$

where $c_{i}>0 \geq d_{i}, d_{1}>d_{2}>\ldots>d_{m}$ and $l\left(s_{c_{m}, d_{m}} \ldots s_{c_{1}, d_{1}} w_{R}\right)=l\left(w_{R}\right)+m$.
Proof. (of Lemma 3.3.4) Let us define a lexicographical ordering on Young diagrams. We say that $\mu=\left(\mu_{1}, \ldots, \mu_{k}\right)>\tilde{\mu}=\left(\tilde{\mu}_{1}, \ldots, \tilde{\mu}_{\tilde{k}}\right)$ if either $k>\tilde{k}$ or $k=\tilde{k}, \mu_{k}=\tilde{\mu}_{k}, \ldots, \mu_{i+1}=\tilde{\mu}_{i+1}$, but $\mu_{i}>\tilde{\mu}_{i}$ for some $i$.

We will prove that every Schur polynomial $S_{\mu}$ can be written in the form (3.4) by induction. As the base of the induction, we use the case $k=1$, then $\mu$ is just $\nu_{m}$ and there is nothing to prove.

Let's assume that we can prove (3.4) for every $\tilde{\mu}$, which is smaller than $\mu=\left(\mu_{1}, \ldots, \mu_{k}\right)$. Let $\mu^{\prime}=\left(\mu_{1}, \ldots, \mu_{k-1}\right)$ be the partition with the last row of $\mu$ deleted. The product $S_{\bar{\mu}} S_{\nu_{\mu_{k}}}$ can be written as a sum of Schur polynomials by Lemma 3.3.2 and since insertion into a Young tableaux produces a Young tableaux. Moreover, each of those Schur polynomials will correspond to a Young diagram, which is less than or equal to $\mu$. This can be easily deduced by looking at how insertion algorithm works: an insertion into a Young tableau adds exactly one box to the corresponding Young diagram. So

$$
\begin{equation*}
S_{\tilde{\mu}} S_{\nu_{\mu_{k}}}=\sum_{\mu^{\prime}} c_{\mu, \nu_{\mu_{k}}}^{\mu^{\prime}} S_{\mu^{\prime}} \tag{3.7}
\end{equation*}
$$

where every $\mu^{\prime}$ is smaller than or equal to $\mu$ with respect to the lexicographical ordering.
To finish the proof we will show that $c_{\mu, \nu_{\mu_{k}}}^{\mu}=1$. If we fill the $i^{\text {th }}$ row of $\tilde{\mu}$ with $i+1$, and we fill $\nu_{m}$ with ones, then the result $Y_{0}$ of the insertion will have the shape of $\mu$. On the other hand, this is a unique way of getting Young tableaux $Y_{0}$ using this kind of insertion. So $c_{\mu, \nu_{\mu_{k}}}^{\mu}=1$. Hence using (3.7) we can express $S_{\mu}$ as a sum of products of Schur polynomials $S_{\mu^{\prime}}$, such that each $\mu^{\prime}$ is smaller than $\mu$. Thus by induction assumption $S_{\mu}$ can be written in the form (3.4).

The rest of this Section will be concerned with the proof of Lemma 3.3.5.
Recall that the first part of Lemma 3.3.5 followed from Lemma 3.2.2. So, we just have
to prove the second part of it:

$$
\begin{equation*}
R \leftarrow x z y=R \leftarrow z x y \text { for any } R \text { and } 0<x \leq y<z \leq n \tag{3.8}
\end{equation*}
$$

The path of $x$ in $R \leftarrow x z$ is weakly to the left of the path of $z$. If it is strictly to the left of the path of $z$ (in other words the right path $r(x)$ of $x$ has no common parts with the left path $\ell(z)$ ), then clearly $R \leftarrow x z=R \leftarrow z x$ and (3.8) holds. An example for this situation would be $x=1, y=2, z=3$ and $R=R_{3}$ (the third RC-graph from Figure 9).

Hence we just have to look at the case when right path of $x$ partially coincides with the left path of $z$. Let's assume that the top row where this happens is $k$. Then by above argument, $R \leftarrow x z y=R \leftarrow z x y$ for all rows, which are above the row $k$.

Assume that during the insertion of $x$ into $R$ an intersection $\left(i_{j}(x), k_{j}(x)\right)$ was inserted into $R$, such that $k_{j}(x)<k$ but $k_{j+1}(x)>k$. Denote by $s_{1}$ and $s_{2}$ the two pieces of strands, which connect $\left(i_{j}(x), k_{j}(x)\right)$ with $\left(\ell_{j+1}(x), k_{j+1}(x)\right)$. Set $a=a_{j}(x)>0 \geq b=b_{j}(x)$. So that during the insertion of $x$ into $R$, the labeling of $s_{1}$ changed from $a$ to $b$, while the labeling of $s_{2}$ changed from $b$ to $a$.

Assume that during the insertion of $z$ into $R \leftarrow x$ we insert an intersection of strands at the place $(i, k)=\left(i_{j^{\prime}}(z), k_{j^{\prime}}(z)\right)$. Then we know that one of the strands at $(i, k)$ is $s_{2}$. Denote by $s_{2}^{\prime}$ the piece of this strand, which connects $(i, k)$ with $\left(\ell_{j^{\prime}+1}(z), k_{j^{\prime}+1}(z)\right)$. $\left(s_{2}\right.$ and $s_{2}^{\prime}$ have a common piece between the rows $k$ and $k_{j+1}(x)$.) Take the other strand coming out of $(i, k)$ and denote the piece of this strand, which connects $(i, k)$ with $\left(i_{j^{\prime}+1}(z), k_{j^{\prime}+1}(z)\right)$, by $s_{3}$. Clearly, $a_{j^{\prime}}(z)=a$ and we set $b_{j^{\prime}}(z)=c$.

Since the paths of $y$ have to sit between the right path of $x$ and the left path of $z$ above row $k$, the strand $s_{2}$ has to become a part of the left path of the insertion of $y$ into $R \leftarrow x z$. Assume it happened at some place $\left(i_{1}, k_{1}\right)=\left(i_{j^{\prime \prime}}(y), k_{j^{\prime \prime}}(y)\right)$. We claim that $(i, k)=\left(\ell_{j^{\prime \prime}+1}(y), k_{j^{\prime \prime}+1}(y)\right)$. In other words, the strands, which pass through $\left(i_{1}, k_{1}\right)$ in $R$ have to pass through $(i, k)$ in $R$. If this claim does not hold, then the strand labeled by $c \leq 0$ has to pass between the left and right paths of $y$, which is impossible. Denote by $s_{3}^{\prime}$ the right path, which connects $\left(i_{1}, k_{1}\right)$ with $(i, k)$, so that $s_{3}^{\prime}$ and $s_{3}$ are two pieces of the same strand in $R$.

Thus during the insertion algorithm of $y$ into $R \leftarrow x z$ we had to remove intersection $(i, k)$ and find an open space to the left of it, call it $(\bar{i}, k)=\left(i_{j^{\prime \prime}+1}(y), k_{j^{\prime \prime}+1}(y)\right)$.

We have two cases:
Case 1. $(\bar{i}, k)$ is to the left of the strand $s_{1}$.
Case 2. $(\bar{i}, k)$ is to the right of the strand $s_{1}$.
Before going through the proofs for both cases, let us give two examples. Case 1 happens when we take $x=y=2, z=3$ and $R=R_{3}$ from Figure 9. For Case 2 take $n=2$ and $R=\{(2,2)\}$ then $x=y=1$ and $z=2$ will produce Case 2.

Proof of Case 1. First of all let us note that $(\bar{i}, k)$ is to the left of $s_{1}$ if and only if the stand $s_{1}$ passes exactly to the left of strand $s_{2}$ in the row $k$, that is there are no other strands between $s_{1}$ and $s_{2}$ in the row $k$. Indeed, if we had other strands between them they had to be positive in $R$ (since they lie between right and left paths of $x$ ), but then ( $i-1, k$ ) would be an open space, so that $\bar{i}=i-1$, which contradicts the fact that $(\bar{i}, k)$ is to the left of the strand $s_{1}$. This argument also proves that $(\bar{i}, k)$ is to the right of $s_{1}$ if and only if $\bar{i}=i-1$, which will be used in the proof of the second case.

Denote by $p_{1}^{x}$ the path of the insertion of $x$ into $R$ below the row $k$, by $p_{1}^{z}$ the path of the insertion of $z$ into $R \leftarrow x$ below the row $k$ and by $p_{1}^{y}$ the path of the insertion of $y$ into $R \leftarrow x z$ below the row $k$. Notice that since $(\bar{i}, k)$ is to the left of $s_{1}$ we can conclude that $p_{1}^{z}$ is weakly to the right of $p_{1}^{x}$, while $p_{1}^{y}$ is weakly to the left of $p_{1}^{x}$.

Let us think how $R \leftarrow z x y$ looks in this case. When we insert $z$ into $R$, the open space $\left(i_{j^{\prime}}(z), k_{j^{\prime}}(z)\right)$ in the row $k$ is no longer $(i, k)$, but it is now $(i-1, k)$. Indeed, $s_{1}$ is labeled by $a>0$ while $s_{2}$ is labeled by $b \leq 0$ in $R$, moreover, $s_{1}$ passes through the space $(i-1, k)$ and together with $s_{2}$ creates an open space. So we insert $(i-1, k)$ into $R$ and denote by $p_{2}^{z}$ the path of $z$ in $R$ below the row $k$. Notice that the paths $p_{2}^{z}$ and $p_{1}^{x}$ are identical. When we insert $x$ into $R \leftarrow z$, at the row $k$ we have to remove $(i-1, k)=\left(\ell_{j+1}(x), k_{j+1}(x)\right)$, since $s_{1}$ and $s_{2}$ intersect at $(i-1, k)$ in $R \leftarrow z$. So, we remove $(i-1, k)$ and insert $(\bar{i}, k)=\left(i_{j+1}(x), k_{j+1}(x)\right)$ into $R \leftarrow z$. Denote by $p_{2}^{x}$ the path of $x$ in $R \leftarrow z$ below row $k$. Notice that $p_{2}^{x}$ is identical with $p_{1}^{y}$. At the same time, the path $p_{2}^{y}$ of the insertion of $y$ into $R \leftarrow z x$ below the row $k$ will be identical with $p_{1}^{z}$.

To summarize, we have $R \leftarrow x z y=R \leftarrow z x y$ above the row $k$. Below the row $k$ we first insert into $R$ along the path $p_{2}^{z}=p_{1}^{x}$ in both cases. Then we insert along $p_{1}^{z}$ and along $p_{1}^{y}$ for $R \leftarrow x z y$ and along $p_{2}^{x}$ and along $p_{2}^{y}$ for $R \leftarrow x z y$. But since $p_{1}^{z}=p_{2}^{y}$ is weakly to the right of $p_{2}^{z}=p_{1}^{x}$ while $p_{2}^{x}=p_{1}^{y}$ is weakly to the left of $p_{2}^{z}=p_{1}^{x}$, we can apply Lemma 3.2.2 to show that paths $p_{1}^{z}=p_{2}^{y}$ and $p_{2}^{x}=p_{1}^{y}$ are separated by $p_{2}^{z}=p_{1}^{x}$ and hence it does not
matter along which path below the row $k$ we insert first. This proves $R \leftarrow x z y=R \leftarrow z x y$ below the row $k$ and finishes the proof of Case 1 .

Proof of Case 2. The situation in case 2 is just slightly more difficult than in Case 1.
Denote by $\tilde{k}$ the row where the path of the insertion of $z$ into $R \leftarrow x$ moves to the left of $s_{1}$ (this has to happen below the row $k$, but above the row $k_{j+1}$ ). As in Case 1 in the row $\tilde{k}$ the strand $s_{1}$ has to pass directly to the left of $s_{2}$. And we can define paths $p_{i}^{x}, p_{i}^{y}$ and $p_{i}^{z}$ for $i=1,2$, which lie below the row $\tilde{k}$, the same way we have done it in the first case.

Then we can apply the same argument to these paths to show that $R \leftarrow x z y=R \leftarrow z x y$ below the row $\tilde{k}$ and above the row $k$. It is just left to check that $R \leftarrow x z y=R \leftarrow z x y$ between the rows $k$ and $\tilde{k}$. But for $R \leftarrow x z y$ when we insert $x$ or $z$ no intersections are inserted between the rows $k$ and $\tilde{k}$, denote by $p$ the path of the insertion of $y$ between the rows $k$ and $\tilde{k}$. At the same time, nothing is inserted between the rows $k$ and $\tilde{k}$ for $=R \leftarrow z x y$, when we insert $x$ or $y$ and the path for $z$ between the rows $k$ and $\tilde{k}$ is identical with $p$. This finishes the proof of Lemma 3.3.5 in the second case.

## Appendix A

## Equivariant Cohomology and

## Currents

Let $G$ be a compact Lie group and $M$ a compact oriented manifold equipped with a $G$ action. Let $\Omega(M)$ be the space of smooth forms on $M$ and $S\left(\mathfrak{g}^{*}\right)$ be the space of polynomials on the Lie algebra $\mathfrak{g}$. We define the differential $d_{G}$ on $\Omega_{G}(M)=\left(\Omega(M) \otimes S\left(\mathfrak{g}^{*}\right)\right)^{G}$ as follows. If $\xi \in \mathfrak{g}$ and $X_{\xi}$ is the infinitesimal vector field on $M$ generated by $\xi$, then for $\alpha \otimes f \in \Omega_{G}(M)$

$$
d_{G}(\alpha \otimes f)(\xi)=d \alpha \otimes f(\xi)-i\left(X_{\xi}\right) \alpha \otimes f(\xi)
$$

$\Omega_{G}(M)$ together with $d_{G}$ produces a chain complex, which defines the equivariant cohomology $H_{G}(M)$ (for detailed exposition of the subject see [14]).

Let $\mathcal{E}(M)$ denote the space of currents on $M$. We will recall a few facts about currents. All the definitions and details can be found in [6]. A current $T$ of degree $k$ acts on forms of degree $\operatorname{dim} M-k$ (sometimes we say that this current also has dimension $\operatorname{dim} M-k$ ). Moreover, we can define the boundary operation $\partial$ which decreases the dimension of a current by one and satisfies

$$
\partial T(\alpha)=(-1)^{\operatorname{deg} T} T(d \alpha)
$$

for every form $\alpha \in \Omega_{G}(M)$.
$\partial$ is called the boundary operator, since it has the following important property. Let $N \subset M$ be a smooth oriented compact submanifold with possibly nontrivial boundary $\partial N$.

Integrations over $N$ and $\partial N$ are then currents on $M$ denoted by $\{N\}$ and $\{\partial N\}$ and

$$
\partial\{N\}=\{\partial N\} .
$$

If $N$ has no boundary, it defines a cohomology class denoted by $[N]$. Moreover, if $N$ has singularities of codimension at least 2 , they do not change $\partial\{N\}$ or $[N]$.

We can also define the contraction operation by a vector field $X$ as

$$
i(X) T(\alpha)=(-1)^{\operatorname{deg} T} T(i(X) \alpha)
$$

The equivariant cohomology $\mathcal{H}_{G}^{*}(M)$ is defined using $\mathcal{E}_{G}(M)=\left(\mathcal{E}(M) \otimes S\left(\mathfrak{g}^{*}\right)\right)^{G}$ and the equivariant boundary operator $\partial_{G}$ which is given by

$$
\partial_{G}(T \otimes f)(\xi)=\partial T \otimes f(\xi)-i\left(X_{\xi}\right) T \otimes f(\xi)
$$

for $T \otimes f \in \mathcal{E}_{G}(M)$.
Notice that if $N \subset M$ is an invariant oriented compact submanifold then $\{N\}=\{N\} \otimes$ $1 \in\left(\mathcal{E}(M) \otimes S\left(\mathfrak{g}^{*}\right)\right)^{G}$. Moreover $i\left(X_{\xi}\right)\{N\}=0$ for any $\xi \in \mathfrak{g}$. Hence

$$
\partial_{G}\{N\}=\{\partial N\} .
$$

and if $\partial N$ is empty, $N$ defines an equivariant cohomology class denoted by [ $N$ ] (again, singularities of codimension at least 2 do not change anything).

If $f: M \rightarrow N$ is an invariant map between two $G$-manifolds. Then we can define the pullback map $f^{*}: \Omega_{G}(N) \rightarrow \Omega_{G}(M)$. It descends to the pullback map on the equivariant cohomology $f^{*}: H_{G}(N) \rightarrow H_{G}(M)$, moreover, it is a ring homomorphism. We can also define by duality a pushforward map $f_{*}: \mathcal{E}_{G}^{i}(M) \rightarrow \mathcal{E}_{G}^{i+\operatorname{dim} N-\operatorname{dim} M}(N)$. This map defines $f_{*}: \mathcal{H}_{G}^{i}(M) \rightarrow \mathcal{H}_{G}^{i+\operatorname{dim} N-\operatorname{dim} M}(N)$, which is a $S\left(\mathfrak{g}^{*}\right)$-module homomorphism.

We will need one more definition. Let $\pi: M \rightarrow N$ be a smooth fibration with possibly noncompact fibers. Then we can define the pushforward map: $\pi_{*}: \Omega^{i}(M)_{c} \rightarrow$ $\Omega^{i+\operatorname{dim} N-\operatorname{dim} M}(N)$ by integrating along the fibers (where $c$ stands compactly supported forms). We can also define the pullback $\pi^{*}: \mathcal{E}^{*}(N) \rightarrow \mathcal{E}^{*}(M)_{c}$ by $\pi^{*} T(\alpha)=T\left(\pi_{*}(\alpha)\right)$ for a compactly supported form $\alpha$.

Theorem A.0.1 $\mathcal{H}_{G}^{*}(M)$ is isomorphic to $H_{G}^{*}(M)$.

Proof. We will construct a map $\rho: \mathcal{E}_{G}^{*}(M) \rightarrow \Omega_{G}^{*}(M)$ together with a homotopy operator $Q: \mathcal{E}_{G}^{*+1}(M) \rightarrow \Omega_{G}^{*}(M)$, which satisfies

$$
\rho=I d+Q \partial_{G}+d_{G} Q .
$$

This will be enough to prove the theorem.
It is well known that $M$ can be invariantly embedded into $\mathbb{R}^{n}$ (see [20]), which is equipped with a linear $G$ action. Let $i: M \rightarrow \mathbb{R}^{n}$ be this embedding. Let $U \subset \mathbb{R}^{n}$ be a small invariant tubular neighborhood of $i(M)$ with the projection $\pi: U \rightarrow M$. Choose a small invariant open ball $B$ around the origin of $\mathbb{R}^{n}$, such that if $x \in i(M)$ and $b \in B$, then $x+i(b) \in U$.

Let $p_{1}$ and $p_{2}$ be the projections of $M \times B$ onto $M$ and $B$ respectively, and let $\kappa$ : $M \times B \rightarrow U$ be the map $\kappa(x, b)=i(x)-b$. Let $\tau \in \Omega_{G}(B)$ be the compactly supported Mathai-Quillen form, which satisfies:

$$
p_{*} \tau=1 \text { and } d_{G} \tau=0
$$

for the map $p: B \rightarrow$ point. This form was explicitly constructed in [21] (for another exposition see [14]).

For $\mu \in \mathcal{E}_{G}(M)$, define

$$
\rho(\mu)=\left(p_{1}\right)_{*}\left(\kappa^{*} \pi^{*}(\mu) \wedge p_{2}^{*}(\tau)\right)
$$

(note that both $\kappa$ and $\pi$ are fibrations, so $\kappa^{*} \pi^{*}$ is well-defined on currents.) Morally speaking, $\rho(\mu)$ is a convolution of $\mu$ and $\tau$. So, it is easy to conclude that $\rho(\mu)$ is a smooth form on $M$.
$\pi \kappa$ is equivariantly homotopic to $p_{1}$ via $\pi\left(\kappa_{t}(x, b)\right)=\pi(i(x)-t b)$. So we can find $\tilde{Q}: \mathcal{E}^{*+1}(M) \rightarrow \mathcal{E}^{*}(M \times B)$ with

$$
\kappa^{*} \pi^{*}-p_{1}^{*}=\tilde{Q} \partial_{G}+\partial_{G} \tilde{Q}
$$

( $p_{1}^{*}$ is well-defined on currents, since it is also a smooth fibration.)

Thus

$$
\begin{aligned}
\rho(\mu) & =\left(p_{1}\right)_{*}\left(p_{1}^{*} \mu \wedge p_{2}^{*} \tau\right)+\left(p_{1}\right)_{*}\left(\left(\tilde{Q} \partial_{G} \mu\right) \wedge p_{2}^{*} \tau+\left(\partial_{G} \tilde{Q} \mu\right) \wedge p_{2}^{*} \tau\right) \\
& =\mu+Q \partial_{G} \mu+d_{G} Q \mu
\end{aligned}
$$

where $Q \mu=\left(p_{1}\right)_{*}\left(\tilde{Q} \mu \wedge p_{2}^{*} \tau\right)$. Notice that we have used both properties of Mathai-Quillen form $\tau$ in the above equation.
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