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Abstract

Technology hardware and deployment processes (‘soft technology’) seem
fundamentally different, but little work examines the nature of this
difference and its implications for technology improvement. Here we
present a model to study the roles of hardware and soft technology
in cost evolution and apply it to solar photovoltaic (PV) systems.
Differing properties of hardware and soft technology help explain
PV’s cost decline. Rapid improvements in hardware affected glob-
ally traded components that lowered both hardware and soft costs.
Improvements in soft technology occurred more slowly, were not shared
as readily across locations, and only affected soft costs, ultimately
contributing less than previously estimated. As a result, initial dif-
ferences in soft technology across countries persisted and the share
of soft costs rose. In general, we show the usefulness of modelling
dependencies between technology costs and features to understand
past drivers of cost change and inform future technology development.
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1 Introduction

Technologies exhibit a range of cost trajectories [1–3], from the rapidly-falling
costs of integrated circuits and photovoltaic (PV) systems [4, 5] to the rising
costs of nuclear power plants [6, 7]. Across technologies cost declines are often
slowed by ‘soft costs’, the costs of processes and services that are needed to
design and deploy hardware. Solar photovoltaics (PV) and wind soft costs have
fallen slowly, while the soft costs of nuclear and geothermal power have risen
(Fig. 1), and in general the share of soft costs has increased. For example, in the
U.S., while the total costs of PV systems have fallen precipitously, the share
of soft costs has risen (see Fig. 1) to 35-64% of the total costs [8]. Soft costs
also contribute to large cost differences across locations. Utility-scale solar PV
plants in Japan and the U.S. cost twice as much as in Germany and Italy, and
wind farms are 1.5 times as costly in South America as in China [9].

The soft costs of technologies are commonly added to hardware costs
to determine total costs. However, the costs of a technology are ultimately
affected by underlying features—the amounts of materials used, the duration
of labor-intensive activities—that do not always contribute additively to the
total [10]. Here we advance a method to analyze the cost evolution of a tech-
nology in terms of these features and we apply this method to PV systems to
better understand the differing roles of hardware and soft technology features
in driving PV’s cost evolution

This work contributes to a large literature on technology cost evolution.
One line of work uses phenomenological models that take cost to be a function
of an independent variable, such as time or cumulative production [1]. A par-
ticularly well-known of these models is Wright’s Law, which takes the cost C of
one unit of a technology (e.g., an airplane, a wind turbine, etc.) to be a power
law in the cumulative production y of these units [16, 17], C ∼ y−α, where the
exponent α varies across technologies [1] or categories of cost components (e.g.,
PV modules, balance-of-systems costs [18]). Studies of this kind can charac-
terize rates of change [19] and inform cost forecasts when combined with an
appropriate error model [1, 20]. However, these methods are limited in what
they can reveal about how these rates depend on technology characteristics
and human efforts [5, 10].

Another approach is to divide total cost into additive, hardware or non-
hardware related components, and then discuss hardware or soft technology
(i.e. non-hardware) improvements affecting these components, such as—in the
case of PV—gains in installer experience affecting soft cost components [21,
22]. Studies using this approach have found that module costs fell faster than
non-module costs, and have discussed the potential dependence of soft costs on
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Fig. 1: Soft costs of several energy technologies. Rising share of soft
costs (A) and absolute soft costs (B) in utility-scale PV systems, large-scale
wind turbines, nuclear power plants, and geothermal power plants. Data for
PV systems (estimate from this paper) and wind turbines represents installed
costs ($/W) in the U.S. [11]. Data for nuclear lightwater reactors [12, 13]
and geothermal power plants [14, 15] represents overnight construction costs,
also in units of $/W. Absolute costs have decreased by 77% and 61% for PV
systems and wind, respectively, and increased by 124% and 40% for nuclear
and geothermal power plants over the respective time periods shown in the
plot.

hardware features (e.g., [23, 24]). But a formal model like the one we advance
is required to identify the large set of dependencies between technology costs
and features and to quantify their effects on cost change.

A third strategy has been to search for factors correlated with low hardware
and soft costs. Reductions in hardware costs are often associated with global
knowledge exchange through supply chains and standardization [25, 26]. In
contrast, soft costs are often tied to regional factors, and the co-evolution of
competencies by installers, financiers, and PV system operators (e.g., [27]).
Analyses of U.S. data have found that lower soft costs are more common in
areas with greater installer density and experience, for example [28, 29].

The strategy we use combines elements of the second and third approaches.
Some recent studies have examined technology cost change in a bottom-up
framework that emphasizes the contributions of particular variables, each rep-
resenting a technology feature that can change over time [2, 5, 7, 10]. However,
this approach has not yet been applied to PV systems. Importantly, it has
not yet been directed at understanding what caused the contrasting roles of
hardware and soft technology in the evolution of PV costs.

Here we pursue these goals, presenting a conceptual and quantitative frame-
work to decompose cost declines in technologies into the contributions of
changing hardware and soft technology features. We apply this framework to
understand cost declines in residential and utility-scale PV systems over sev-
eral decades within large PV markets. A key finding is the degree to which
hardware features dominate past declines in total costs, which is not captured
in previous work emphasizing the influence of cost shares rather than that of
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features (e.g., [23, 30, 31]). We also study countries’ cost trajectories, to better
understand how today’s cost differences were generated. We find that coun-
tries with lower soft costs today already had lower soft costs decades earlier.
The persistence of these cross-location differences stem from slow improvement
rates in soft technology features across the board, while soft cost reductions
arose primarily from improvements to the features of globally traded hard-
ware. Our method and findings can inform country-specific and global efforts to
improve hardware and soft technology features in PV and other technologies.

2 Conceptual and quantitative framework

We develop a cost model that accounts for the materials and task inputs needed
to manufacture and deploy a PV system (see Methods 8.1 and equation (1)).
We group these inputs according to a standard distinction between the costs of
physical equipment (‘hardware costs’) and deployment processes (‘soft costs’).
As shown in Figure 2, we also classify the technology features (‘variables’) that
affect these cost components as either hardware or soft technology variables.
Hardware variables, such as module efficiency, describe features of physical
equipment. Soft technology variables, such as the durations of installation
tasks, describe features of processes and services that are not embodied in
hardware (see Methods 8.2).

The dependencies of cost components on variables can be viewed as a bipar-
tite network (Fig. 2D) that captures how each technology feature influences
different components of costs. A notable pattern is that hardware variables
(e.g., inverter efficiency or module efficiency) tend to affect many cost com-
ponents, including soft cost components, while soft technology variables (e.g.,
mechanical installation time) tend to affect just a few. This is one of several
differences between hardware and soft technology, as defined in our model (Fig.
2). Another is that changes in hardware variables can affect soft costs per watt
in two different ways— through quality improvements (e.g., improving mod-
ule efficiency) and design changes (e.g., automation) (Fig. 2C)—while changes
in soft technology variables do not alter hardware costs per watt. In addition,
hardware variables derive from characteristics of a technology’s design that
often endure over time and can be exploited in any location deploying the
hardware. Soft technology variables have tended to differ across locations and
fluctuate over time.

As discussed in the following sections, the differing properties of hardware
and soft technology can help explain PV’s global cost dynamics. To estimate
how much each hardware and soft technology variable reduced PV system costs
in the past, we use a recently developed method [10] that decomposes the total
cost change into contributions from each variable (see Methods section 8.4
and equation (5)). Because of the network structure of dependencies, different
variables have different influences over total cost. To quantify this, we develop
a measure of the total cost influence that each variable has (Eq. (4)). Besides
the structural influence of each variable on costs, an important factor is how
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quickly different variables improved with time. We compare actual cost change
contributions with expected contributions based on each variable’s influence,
observing which variables out-performed or under-performed the expectation
because of how quickly they improved through innovation. Together, these
steps provide a view of cost change based on technology variables that differs
from ones based on categories of additive cost components. Next, we apply our
framework to understanding the drivers of PV’s cost decline in the U.S. and
other major PV markets.

DRAFT

contributions made by individual variables to the net cost
change of the technology. The method results in a picture
of what mechanisms – such as e�ciency improvements, input
price reductions, scale economies, or learning-by-doing – indi-
vidually contributed to cost reduction. We use this method
to expand upon traditional ideas about the di�ering ability
of technology hardware and soft skills to retain improvements
over time and be shared across locations. We also suggest
reasons why the costs of PV have dropped faster than for
other technologies.

Previous work has put forward many ideas to understand
and predict technology costs. One long-standing and popular
approach has been the experience curve, which plots the total
cost C of each unit of a technology (e.g. a single airplane, wind
turbine, battery, etc. (? ? ? )) against its cumulative produc-
tion y. For many technologies, this curve is modeled as a power
law, C ≥ y≠–, with an exponent – that varies from one tech-
nology to another. Experience curves have been constructed
for many technologies (? ? ) and are often used to predict
future costs (? ), though their explanatory power is limited.
In addition, this method runs into challenges for technologies
whose cost evolution di�ers across regions. Determining the
geographical scope for cost C and cumulative production y is
di�cult, since it is unclear what region or regions cumulative
production is or should be the best predictor of costs. Prior
attempts to understand the cost evolution of PV specifically
have pooled price data from many PV systems and conducted
statistical analyses of cost drivers (? ? ). These studies have
found that lower prices are more common for systems installed
with new construction, for self-installed systems, in areas with
greater installer density (at a state or county level), and in ar-
eas with greater installer experience (? ). These studies have
led to conflicting results—more experienced installers o�er
lower prices, consistent with learning-by-doing cost reductions
(? ? ), yet smaller installers are more likely to install low-
priced systems (? ). These findings raise important questions
that go beyond statistical correlations in individual data sets
and concern the mechanisms that drive di�erent categories of
technology costs.

Several studies have developed hypotheses on the processes
shaping hardware and soft cost trends. One group of pa-
pers suggests that global knowledge production and exchange
through international supply chains, as well as technology stan-
dardization, a�ects the processes of hardware cost reduction (?
). In contrast, soft costs are rooted in the regional context (? ?
). However, while these studies have postulated that hardware
and soft costs change through di�erent processes they have not
asked why this is the case, and what it means for investments
in innovation e�orts. Answering this question requires a model
of the mechanisms through which innovation e�orts influence
technology costs at di�erent spatial and organizational scales.
In this paper we extend a conceptual framework for estimating
the contributions of low-level and high-level mechanisms to
overall changes in BOS and PV system costs. We focus on
residential scale systems in the U.S. because these systems
have the highest share of soft costs. We also study how the
modular structure of PV systems has a�ected their cost evolu-
tion by creating linkages between physical variables and soft
cost components.

Improving methods to understand and predict technol-
ogy costs can help guide policy e�orts to reduce the costs of
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Fig. 2. Relationships between cost components, low-level variables, and high-level
mechanisms in our cost model of PV systems. A line from a low-level variable to
a cost component indicates that the variable appears in the expression for the cost
component in Eq. (2). Lines from high-level mechanisms to a low-level variable
indicate the high-level mechanisms that influence this variable under our model.

clean-energy technologies, and advance understanding of the
rapid technology change experienced by modern economies.
Connecting engineering-level characteristics of technologies to
causal mechanisms is a direct, yet surprisingly novel, approach.
It can help inform strategies using research and development
or market expansion policy levers, and guide engineers and
investors considering the cost improvement potential of a pro-
posed design. We explore some of these implications here,
particularly in how design changes and hardware improve-
ments can influence technology soft costs.

This paper is organized as follows. Section describes
our cost model and the outlines the method for attributing
cost changes to variables. Section presents the cost reduc-
tions attributed to low-and high-level mechanisms, and the
shows several analyses of the variation of costs across di�erent
locations. In Section we discuss possible implications for
technology policy, and conclude.

Cost equations and cost change equations

The method of (? ) involves two steps, in which first a cost
model is developed for a technology and then a set of cost
change equations are derived from it. As for any good, the cost
of a PV system is a sum of the expenses on all inputs (physical
and intangible). A PV system consists of an array of PV
modules, attached to a support structure and interconnected
with each other and with an inverter, which converts the direct-
current electricity generated by the modules into alternating-
current electricity. The cost of a PV system is the cost of
these pieces of physical hardware plus the costs of labor, fees,
and other services needed for construction. For simplicity, we
focus here on what are known as the balance-of-systems (BOS)
costs of a PV system, which account for all costs besides the
modules. We split total BOS cost into components, which are
then modeled individually. Our model does not account for
subsidies and therefore represents unsubsidized BOS costs to
the system owner. CONCEPTUAL EQUATION
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of what mechanisms – such as e�ciency improvements, input
price reductions, scale economies, or learning-by-doing – indi-
vidually contributed to cost reduction. We use this method
to expand upon traditional ideas about the di�ering ability
of technology hardware and soft skills to retain improvements
over time and be shared across locations. We also suggest
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approach has been the experience curve, which plots the total
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). However, while these studies have postulated that hardware
and soft costs change through di�erent processes they have not
asked why this is the case, and what it means for investments
in innovation e�orts. Answering this question requires a model
of the mechanisms through which innovation e�orts influence
technology costs at di�erent spatial and organizational scales.
In this paper we extend a conceptual framework for estimating
the contributions of low-level and high-level mechanisms to
overall changes in BOS and PV system costs. We focus on
residential scale systems in the U.S. because these systems
have the highest share of soft costs. We also study how the
modular structure of PV systems has a�ected their cost evolu-
tion by creating linkages between physical variables and soft
cost components.

Improving methods to understand and predict technol-
ogy costs can help guide policy e�orts to reduce the costs of

Cost
components

Low-level
variables

High-level
mechanisms

Hard cost components
Soft cost components

Physical variables
Non-physical variables

Inverter
Rail Wire

Elec.
labor

Admin.
labor Other

elec.
equip.

Supply
chain
costs

Overhead,
profit

Sales
taxModule

Mech.
labor

Design
labor

Permitting,
inspection,

interconnection

ηw ηinv cinv φa α Am τele wele τmec wmec τdes wdes τadm wadm cOE cSC cOP cPII  ctax
ηm pa

R&D Learning-
by-doing

Economies
of scale

Direct
regulation

Pricing
strategy

φw pw

Other

Fig. 2. Relationships between cost components, low-level variables, and high-level
mechanisms in our cost model of PV systems. A line from a low-level variable to
a cost component indicates that the variable appears in the expression for the cost
component in Eq. (2). Lines from high-level mechanisms to a low-level variable
indicate the high-level mechanisms that influence this variable under our model.

clean-energy technologies, and advance understanding of the
rapid technology change experienced by modern economies.
Connecting engineering-level characteristics of technologies to
causal mechanisms is a direct, yet surprisingly novel, approach.
It can help inform strategies using research and development
or market expansion policy levers, and guide engineers and
investors considering the cost improvement potential of a pro-
posed design. We explore some of these implications here,
particularly in how design changes and hardware improve-
ments can influence technology soft costs.

This paper is organized as follows. Section describes
our cost model and the outlines the method for attributing
cost changes to variables. Section presents the cost reduc-
tions attributed to low-and high-level mechanisms, and the
shows several analyses of the variation of costs across di�erent
locations. In Section we discuss possible implications for
technology policy, and conclude.

Cost equations and cost change equations

The method of (? ) involves two steps, in which first a cost
model is developed for a technology and then a set of cost
change equations are derived from it. As for any good, the cost
of a PV system is a sum of the expenses on all inputs (physical
and intangible). A PV system consists of an array of PV
modules, attached to a support structure and interconnected
with each other and with an inverter, which converts the direct-
current electricity generated by the modules into alternating-
current electricity. The cost of a PV system is the cost of
these pieces of physical hardware plus the costs of labor, fees,
and other services needed for construction. For simplicity, we
focus here on what are known as the balance-of-systems (BOS)
costs of a PV system, which account for all costs besides the
modules. We split total BOS cost into components, which are
then modeled individually. Our model does not account for
subsidies and therefore represents unsubsidized BOS costs to
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The variables of our model are given in Table 1, and a full
description of our model and data is given in Supporting
Information Section A. The final result for BOS costs per AC
watt of the PV system is

CBOS
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Wac

4
[1]

= 1 + stax
Kinv,ac÷inv,ac

C
cinv,dcKs + 1

÷w

A
r(÷m)„apa

+nm„wpw + nm

3ÿ

i=1

·iwi + ·PIIwPII + firack

+cOE + cOP + cPII + cSC +

BD
, [2]

where the number of modules nm is given by nm = Ks/(–‡A÷)
and the sum of labor costs

q3
i=1 ·iwi separately accounts for

mechanical installation costs, electrical installation costs, and
system design costs and respective wages. firack is the price
of the racking system after subtraction of aluminum costs,
which accounts for racking system manufacturing costs and a
profit margin. By distinguishing between the output power
of the inverter in AC Watts (Kinv,ac), and the system power
in DC Watts (Ks), we can account for the cost e�ects of
oversizing of PV arrays relative to the inverter output (see
Supporting Information Section A for details). Oversizing is
used to ensure maximum inverter output even during cloudy
weather, and has been driven by the rapid decrease in module
costs.Besides being a model of costs, Eq. (2) represents a map
of dependencies between a PV system’s cost components and
its variables (Fig. 2). Some variables a�ect many components
of cost, while others a�ect just a few or one. Fig. 4 makes
clear that there is a sharp distinction hard and soft costs on
the one hand, and “hard” and “soft” variables on the other.
Although variables such as e�ciencies, areas, and part counts
characterize physical components, they a�ect more than the
costs of these components.

In nearly any technology the variables determining costs
change over time, with corresponding impacts on cost. How
much does each individual variable contribute to the net
cost change of a technology? Kavlak et al. (2017) provides
method for estimating these contributions. Here we review
the approach. (See Supporting Information Section S3 for a
fuller discussion.) The total cost C of a technology is given
as a sum of cost components ci, which are functions of a
vector rt = (rt1, rt2, . . .) of explanatory variables at time t:
C(rt) =

q
i
ci(rt). C(t) = c1(t) + c2(t) + c3(t)Often the cost

Table 1. Assignment of low-level variables to high-level mechanisms
for BOS costs

Symbol Meaning High-level mechanisms
stax Sales tax mechanism
Kinv,ac Inverter ac power output mechanism
÷ Module efficiency R&D
÷w Wiring efficiency LBD
÷inv Inverter efficiency R&D
cinv,dc Inverter cost per DC Watt R&D, EOS
pa Aluminum price other
firack Resid. mounting structure costs EOS, pricing strategy
„w Wire use LBD
pw Wire price EOS, pricing strategy
A Module area R&D
·ele Electrical installation time LBD
wele Electrical labor wage pricing strategy, other
·mec Mechanical installation time LBD
wmec Mechanical labor wage pricing strategy, other
·des System design time LBD
wdes System design wage pricing strategy, other
·adm PII time LBD, direct regulation, pric-

ing strategy
wadm PII wage pricing strategy, other
cOE Other electrical hardware costs EOS, pricing strategy
cSC Supply chain costs LBD, EOS, pricing strategy
cOP Overhead & profit LBD, EOS, pricing strategy
cPII PII fees direct regulation
„a Aluminum use per unit length –
Ks System power –
nm Number of modules –
‡ Solar constant –
– Module packing factor –

R&D = research and development, LBD = learning-by-doing, EOS =
economies of scale

components are products of functions of the explanatory vari-
ables, ci(rt) = ci0

r
j
gij(rtj). The method of attributing cost

changes to the explanatory variables is based on a approximate
expression for the change in C(r) as sum over cost change
contributions from individual variables. It can be shown (Sup-
porting Information Section S3) that the change in the total
cost between two time periods t = 1 and t = 2 is approximately
�C1(t, BIC)) �C2(t, BIC)) �C3(t, BIC))

�C ¥
ÿ

j

Aÿ

i

c̃i � ln gij

B
, [3]

where c̃i ©

ci(r1)ci(r2) is the geometric average of the

i’th cost component in the two time periods, and � ln gij =
ln gij(r2

j ) ≠ ln gij(r1
j ). On the basis of Eq. Eq. (3), the

term �C
(0)
j ©

q
i
c̃i � ln gij is taken as an initial esti-

mate for how much of the total cost change the jth vari-
able was responsible for. From this normalized estimates
�Cj = (�C/

q
j

�C
(0)
j )�C

(0)
j are computed that sum to the

total cost change �C.
For BOS costs, the vector rt contains 21 explanatory vari-

ables, which are listed in Table 1. The cost change equations
for these are listed in Sec. S4. Besides allowing an attribution
of cost changes, the cost change equations provide intuition for
how influential particular variables are. Some variables a�ect
many cost components, causing them to exert greater influence
on cost for a given percent change in the variable. For example,
module area appears in all cost components that scale with
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The variables of our model are given in Table 1, and a full
description of our model and data is given in Supporting
Information Section A. The final result for BOS costs per AC
watt of the PV system is
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where the number of modules nm is given by nm = Ks/(–‡A÷)
and the sum of labor costs

q3
i=1 ·iwi separately accounts for

mechanical installation costs, electrical installation costs, and
system design costs and respective wages. firack is the price
of the racking system after subtraction of aluminum costs,
which accounts for racking system manufacturing costs and a
profit margin. By distinguishing between the output power
of the inverter in AC Watts (Kinv,ac), and the system power
in DC Watts (Ks), we can account for the cost e�ects of
oversizing of PV arrays relative to the inverter output (see
Supporting Information Section A for details). Oversizing is
used to ensure maximum inverter output even during cloudy
weather, and has been driven by the rapid decrease in module
costs.Besides being a model of costs, Eq. (2) represents a map
of dependencies between a PV system’s cost components and
its variables (Fig. 2). Some variables a�ect many components
of cost, while others a�ect just a few or one. Fig. 4 makes
clear that there is a sharp distinction hard and soft costs on
the one hand, and “hard” and “soft” variables on the other.
Although variables such as e�ciencies, areas, and part counts
characterize physical components, they a�ect more than the
costs of these components.

In nearly any technology the variables determining costs
change over time, with corresponding impacts on cost. How
much does each individual variable contribute to the net
cost change of a technology? Kavlak et al. (2017) provides
method for estimating these contributions. Here we review
the approach. (See Supporting Information Section S3 for a

Table 1. Assignment of low-level variables to high-level mechanisms
for BOS costs

Symbol Meaning High-level mechanisms
stax Sales tax mechanism
Kinv,ac Inverter ac power output mechanism
÷ Module efficiency R&D
÷w Wiring efficiency LBD
÷inv Inverter efficiency R&D
cinv,dc Inverter cost per DC Watt R&D, EOS
pa Aluminum price other
firack Resid. mounting structure costs EOS, pricing strategy
„w Wire use LBD
pw Wire price EOS, pricing strategy
A Module area R&D
·ele Electrical installation time LBD
wele Electrical labor wage pricing strategy, other
·mec Mechanical installation time LBD
wmec Mechanical labor wage pricing strategy, other
·des System design time LBD
wdes System design wage pricing strategy, other
·adm PII time LBD, direct regulation, pric-

ing strategy
wadm PII wage pricing strategy, other
cOE Other electrical hardware costs EOS, pricing strategy
cSC Supply chain costs LBD, EOS, pricing strategy
cOP Overhead & profit LBD, EOS, pricing strategy
cPII PII fees direct regulation
„a Aluminum use per unit length –
Ks System power –
nm Number of modules –
‡ Solar constant –
– Module packing factor –

R&D = research and development, LBD = learning-by-doing, EOS =
economies of scale

fuller discussion.) The total cost C of a technology is given
as a sum of cost components ci, which are functions of a
vector rt = (rt1, rt2, . . .) of explanatory variables at time t:
C(rt) =

q
i
ci(rt). C(t) = c1(t) + c2(t) + c3(t)Often the cost

components are products of functions of the explanatory vari-
ables, ci(rt) = ci0

r
j
gij(rtj). The method of attributing cost

changes to the explanatory variables is based on a approximate
expression for the change in C(r) as sum over cost change
contributions from individual variables. It can be shown (Sup-
porting Information Section S3) that the change in the total
cost between two time periods t = 1 and t = 2 is approximately
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ci(r1)ci(r2) is the geometric average of the

i’th cost component in the two time periods, and � ln gij =
ln gij(r2

j ) ≠ ln gij(r1
j ). On the basis of Eq. Eq. (3), the

term �C
(0)
j ©

q
i
c̃i � ln gij is taken as an initial esti-

mate for how much of the total cost change the jth vari-
able was responsible for. From this normalized estimates
�Cj = (�C/

q
j
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(0)
j )�C

(0)
j are computed that sum to the

total cost change �C.
For BOS costs, the vector rt contains 21 explanatory vari-

ables, which are listed in Table 1. The cost change equations
for these are listed in Sec. S4. Besides allowing an attribution
of cost changes, the cost change equations provide intuition for
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The variables of our model are given in Table 1, and a full
description of our model and data is given in Supporting
Information Section A. The final result for BOS costs per AC
watt of the PV system is
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where the number of modules nm is given by nm = Ks/(–‡A÷)
and the sum of labor costs

q3
i=1 ·iwi separately accounts for

mechanical installation costs, electrical installation costs, and
system design costs and respective wages. firack is the price
of the racking system after subtraction of aluminum costs,
which accounts for racking system manufacturing costs and a
profit margin. By distinguishing between the output power
of the inverter in AC Watts (Kinv,ac), and the system power
in DC Watts (Ks), we can account for the cost e�ects of
oversizing of PV arrays relative to the inverter output (see
Supporting Information Section A for details). Oversizing is
used to ensure maximum inverter output even during cloudy
weather, and has been driven by the rapid decrease in module
costs.Besides being a model of costs, Eq. (2) represents a map
of dependencies between a PV system’s cost components and
its variables (Fig. 2). Some variables a�ect many components
of cost, while others a�ect just a few or one. Fig. 4 makes
clear that there is a sharp distinction hard and soft costs on
the one hand, and “hard” and “soft” variables on the other.
Although variables such as e�ciencies, areas, and part counts
characterize physical components, they a�ect more than the
costs of these components.

In nearly any technology the variables determining costs
change over time, with corresponding impacts on cost. How
much does each individual variable contribute to the net
cost change of a technology? Kavlak et al. (2017) provides
method for estimating these contributions. Here we review
the approach. (See Supporting Information Section S3 for a

Table 1. Assignment of low-level variables to high-level mechanisms
for BOS costs

Symbol Meaning High-level mechanisms
stax Sales tax mechanism
Kinv,ac Inverter ac power output mechanism
÷ Module efficiency R&D
÷w Wiring efficiency LBD
÷inv Inverter efficiency R&D
cinv,dc Inverter cost per DC Watt R&D, EOS
pa Aluminum price other
firack Resid. mounting structure costs EOS, pricing strategy
„w Wire use LBD
pw Wire price EOS, pricing strategy
A Module area R&D
·ele Electrical installation time LBD
wele Electrical labor wage pricing strategy, other
·mec Mechanical installation time LBD
wmec Mechanical labor wage pricing strategy, other
·des System design time LBD
wdes System design wage pricing strategy, other
·adm PII time LBD, direct regulation, pric-

ing strategy
wadm PII wage pricing strategy, other
cOE Other electrical hardware costs EOS, pricing strategy
cSC Supply chain costs LBD, EOS, pricing strategy
cOP Overhead & profit LBD, EOS, pricing strategy
cPII PII fees direct regulation
„a Aluminum use per unit length –
Ks System power –
nm Number of modules –
‡ Solar constant –
– Module packing factor –

R&D = research and development, LBD = learning-by-doing, EOS =
economies of scale

fuller discussion.) The total cost C of a technology is given
as a sum of cost components ci, which are functions of a
vector rt = (rt1, rt2, . . .) of explanatory variables at time t:
C(rt) =
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ci(rt). C(t) = c1(t) + c2(t) + c3(t)Often the cost

components are products of functions of the explanatory vari-
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changes to the explanatory variables is based on a approximate
expression for the change in C(r) as sum over cost change
contributions from individual variables. It can be shown (Sup-
porting Information Section S3) that the change in the total
cost between two time periods t = 1 and t = 2 is approximately
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j are computed that sum to the
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For BOS costs, the vector rt contains 21 explanatory vari-

ables, which are listed in Table 1. The cost change equations
for these are listed in Sec. S4. Besides allowing an attribution
of cost changes, the cost change equations provide intuition for

Klemun et al. PNAS | April 15, 2020 | vol. XXX | no. XX | 3

DRAFT

Text Aggregate Production function

Q = A(t)f(K,L)

Text CONCEPTUAL EQUATION SIMPLE

Ctechnology

5
$

unit

6
= cmaterials

5
$

unit

6
+ clabor

5
$

unit

6

Text CONCEPTUAL EQUATION

Ctechnology

5
$

unit

6
= „m „l pl

5
g

unit
h
g

$
h

6

Text CONCEPTUAL EQUATION

Ctechnology

5
$

unit

6
= „m pm

5
g

unit
$
g

6
+ „m „l pl

5
g

unit

$
h

h

g

6

The variables of our model are given in Table 1, and a full
description of our model and data is given in Supporting
Information Section A. The final result for BOS costs per AC
watt of the PV system is
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where the number of modules nm is given by nm = Ks/(–‡A÷)
and the sum of labor costs

q3
i=1 ·iwi separately accounts for

mechanical installation costs, electrical installation costs, and
system design costs and respective wages. firack is the price
of the racking system after subtraction of aluminum costs,
which accounts for racking system manufacturing costs and a
profit margin. By distinguishing between the output power
of the inverter in AC Watts (Kinv,ac), and the system power
in DC Watts (Ks), we can account for the cost e�ects of
oversizing of PV arrays relative to the inverter output (see
Supporting Information Section A for details). Oversizing is
used to ensure maximum inverter output even during cloudy
weather, and has been driven by the rapid decrease in module
costs.Besides being a model of costs, Eq. (2) represents a map
of dependencies between a PV system’s cost components and
its variables (Fig. 2). Some variables a�ect many components
of cost, while others a�ect just a few or one. Fig. 4 makes
clear that there is a sharp distinction hard and soft costs on
the one hand, and “hard” and “soft” variables on the other.
Although variables such as e�ciencies, areas, and part counts
characterize physical components, they a�ect more than the
costs of these components.

In nearly any technology the variables determining costs
change over time, with corresponding impacts on cost. How
much does each individual variable contribute to the net
cost change of a technology? Kavlak et al. (2017) provides
method for estimating these contributions. Here we review
the approach. (See Supporting Information Section S3 for a

Table 1. Assignment of low-level variables to high-level mechanisms
for BOS costs

Symbol Meaning High-level mechanisms
stax Sales tax mechanism
Kinv,ac Inverter ac power output mechanism
÷ Module efficiency R&D
÷w Wiring efficiency LBD
÷inv Inverter efficiency R&D
cinv,dc Inverter cost per DC Watt R&D, EOS
pa Aluminum price other
firack Resid. mounting structure costs EOS, pricing strategy
„w Wire use LBD
pw Wire price EOS, pricing strategy
A Module area R&D
·ele Electrical installation time LBD
wele Electrical labor wage pricing strategy, other
·mec Mechanical installation time LBD
wmec Mechanical labor wage pricing strategy, other
·des System design time LBD
wdes System design wage pricing strategy, other
·adm PII time LBD, direct regulation, pric-

ing strategy
wadm PII wage pricing strategy, other
cOE Other electrical hardware costs EOS, pricing strategy
cSC Supply chain costs LBD, EOS, pricing strategy
cOP Overhead & profit LBD, EOS, pricing strategy
cPII PII fees direct regulation
„a Aluminum use per unit length –
Ks System power –
nm Number of modules –
‡ Solar constant –
– Module packing factor –

R&D = research and development, LBD = learning-by-doing, EOS =
economies of scale

fuller discussion.) The total cost C of a technology is given
as a sum of cost components ci, which are functions of a
vector rt = (rt1, rt2, . . .) of explanatory variables at time t:
C(rt) =
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components are products of functions of the explanatory vari-
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changes to the explanatory variables is based on a approximate
expression for the change in C(r) as sum over cost change
contributions from individual variables. It can be shown (Sup-
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cost between two time periods t = 1 and t = 2 is approximately
�C1(t, BIC)) �C2(t, BIC)) �C3(t, BIC))

�C ¥
ÿ

j

Aÿ

i

c̃i � ln gij

B
, [3]

where c̃i ©

ci(r1)ci(r2) is the geometric average of the

i’th cost component in the two time periods, and � ln gij =
ln gij(r2

j ) ≠ ln gij(r1
j ). On the basis of Eq. Eq. (3), the
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For BOS costs, the vector rt contains 21 explanatory vari-

ables, which are listed in Table 1. The cost change equations
for these are listed in Sec. S4. Besides allowing an attribution
of cost changes, the cost change equations provide intuition for
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contributions made by individual variables to the net cost
change of the technology. The method results in a picture
of what mechanisms – such as e�ciency improvements, input
price reductions, scale economies, or learning-by-doing – indi-
vidually contributed to cost reduction. We use this method
to expand upon traditional ideas about the di�ering ability
of technology hardware and soft skills to retain improvements
over time and be shared across locations. We also suggest
reasons why the costs of PV have dropped faster than for
other technologies.

Previous work has put forward many ideas to understand
and predict technology costs. One long-standing and popular
approach has been the experience curve, which plots the total
cost C of each unit of a technology (e.g. a single airplane, wind
turbine, battery, etc. (? ? ? )) against its cumulative produc-
tion y. For many technologies, this curve is modeled as a power
law, C ≥ y≠–, with an exponent – that varies from one tech-
nology to another. Experience curves have been constructed
for many technologies (? ? ) and are often used to predict
future costs (? ), though their explanatory power is limited.
In addition, this method runs into challenges for technologies
whose cost evolution di�ers across regions. Determining the
geographical scope for cost C and cumulative production y is
di�cult, since it is unclear what region or regions cumulative
production is or should be the best predictor of costs. Prior
attempts to understand the cost evolution of PV specifically
have pooled price data from many PV systems and conducted
statistical analyses of cost drivers (? ? ). These studies have
found that lower prices are more common for systems installed
with new construction, for self-installed systems, in areas with
greater installer density (at a state or county level), and in ar-
eas with greater installer experience (? ). These studies have
led to conflicting results—more experienced installers o�er
lower prices, consistent with learning-by-doing cost reductions
(? ? ), yet smaller installers are more likely to install low-
priced systems (? ). These findings raise important questions
that go beyond statistical correlations in individual data sets
and concern the mechanisms that drive di�erent categories of
technology costs.

Several studies have developed hypotheses on the processes
shaping hardware and soft cost trends. One group of pa-
pers suggests that global knowledge production and exchange
through international supply chains, as well as technology stan-
dardization, a�ects the processes of hardware cost reduction (?
). In contrast, soft costs are rooted in the regional context (? ?
). However, while these studies have postulated that hardware
and soft costs change through di�erent processes they have not
asked why this is the case, and what it means for investments
in innovation e�orts. Answering this question requires a model
of the mechanisms through which innovation e�orts influence
technology costs at di�erent spatial and organizational scales.
In this paper we extend a conceptual framework for estimating
the contributions of low-level and high-level mechanisms to
overall changes in BOS and PV system costs. We focus on
residential scale systems in the U.S. because these systems
have the highest share of soft costs. We also study how the
modular structure of PV systems has a�ected their cost evolu-
tion by creating linkages between physical variables and soft
cost components.

Improving methods to understand and predict technol-
ogy costs can help guide policy e�orts to reduce the costs of
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Fig. 2. Relationships between cost components, low-level variables, and high-level
mechanisms in our cost model of PV systems. A line from a low-level variable to
a cost component indicates that the variable appears in the expression for the cost
component in Eq. (2). Lines from high-level mechanisms to a low-level variable
indicate the high-level mechanisms that influence this variable under our model.

clean-energy technologies, and advance understanding of the
rapid technology change experienced by modern economies.
Connecting engineering-level characteristics of technologies to
causal mechanisms is a direct, yet surprisingly novel, approach.
It can help inform strategies using research and development
or market expansion policy levers, and guide engineers and
investors considering the cost improvement potential of a pro-
posed design. We explore some of these implications here,
particularly in how design changes and hardware improve-
ments can influence technology soft costs.

This paper is organized as follows. Section describes
our cost model and the outlines the method for attributing
cost changes to variables. Section presents the cost reduc-
tions attributed to low-and high-level mechanisms, and the
shows several analyses of the variation of costs across di�erent
locations. In Section we discuss possible implications for
technology policy, and conclude.

Cost equations and cost change equations

The method of (? ) involves two steps, in which first a cost
model is developed for a technology and then a set of cost
change equations are derived from it. As for any good, the cost
of a PV system is a sum of the expenses on all inputs (physical
and intangible). A PV system consists of an array of PV
modules, attached to a support structure and interconnected
with each other and with an inverter, which converts the direct-
current electricity generated by the modules into alternating-
current electricity. The cost of a PV system is the cost of
these pieces of physical hardware plus the costs of labor, fees,
and other services needed for construction. For simplicity, we
focus here on what are known as the balance-of-systems (BOS)
costs of a PV system, which account for all costs besides the
modules. We split total BOS cost into components, which are
then modeled individually. Our model does not account for
subsidies and therefore represents unsubsidized BOS costs to
the system owner. CONCEPTUAL EQUATION
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contributions made by individual variables to the net cost
change of the technology. The method results in a picture
of what mechanisms – such as e�ciency improvements, input
price reductions, scale economies, or learning-by-doing – indi-
vidually contributed to cost reduction. We use this method
to expand upon traditional ideas about the di�ering ability
of technology hardware and soft skills to retain improvements
over time and be shared across locations. We also suggest
reasons why the costs of PV have dropped faster than for
other technologies.

Previous work has put forward many ideas to understand
and predict technology costs. One long-standing and popular
approach has been the experience curve, which plots the total
cost C of each unit of a technology (e.g. a single airplane, wind
turbine, battery, etc. (? ? ? )) against its cumulative produc-
tion y. For many technologies, this curve is modeled as a power
law, C ≥ y≠–, with an exponent – that varies from one tech-
nology to another. Experience curves have been constructed
for many technologies (? ? ) and are often used to predict
future costs (? ), though their explanatory power is limited.
In addition, this method runs into challenges for technologies
whose cost evolution di�ers across regions. Determining the
geographical scope for cost C and cumulative production y is
di�cult, since it is unclear what region or regions cumulative
production is or should be the best predictor of costs. Prior
attempts to understand the cost evolution of PV specifically
have pooled price data from many PV systems and conducted
statistical analyses of cost drivers (? ? ). These studies have
found that lower prices are more common for systems installed
with new construction, for self-installed systems, in areas with
greater installer density (at a state or county level), and in ar-
eas with greater installer experience (? ). These studies have
led to conflicting results—more experienced installers o�er
lower prices, consistent with learning-by-doing cost reductions
(? ? ), yet smaller installers are more likely to install low-
priced systems (? ). These findings raise important questions
that go beyond statistical correlations in individual data sets
and concern the mechanisms that drive di�erent categories of
technology costs.

Several studies have developed hypotheses on the processes
shaping hardware and soft cost trends. One group of pa-
pers suggests that global knowledge production and exchange
through international supply chains, as well as technology stan-
dardization, a�ects the processes of hardware cost reduction (?
). In contrast, soft costs are rooted in the regional context (? ?
). However, while these studies have postulated that hardware
and soft costs change through di�erent processes they have not
asked why this is the case, and what it means for investments
in innovation e�orts. Answering this question requires a model
of the mechanisms through which innovation e�orts influence
technology costs at di�erent spatial and organizational scales.
In this paper we extend a conceptual framework for estimating
the contributions of low-level and high-level mechanisms to
overall changes in BOS and PV system costs. We focus on
residential scale systems in the U.S. because these systems
have the highest share of soft costs. We also study how the
modular structure of PV systems has a�ected their cost evolu-
tion by creating linkages between physical variables and soft
cost components.

Improving methods to understand and predict technol-
ogy costs can help guide policy e�orts to reduce the costs of
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Fig. 2. Relationships between cost components, low-level variables, and high-level
mechanisms in our cost model of PV systems. A line from a low-level variable to
a cost component indicates that the variable appears in the expression for the cost
component in Eq. (2). Lines from high-level mechanisms to a low-level variable
indicate the high-level mechanisms that influence this variable under our model.

clean-energy technologies, and advance understanding of the
rapid technology change experienced by modern economies.
Connecting engineering-level characteristics of technologies to
causal mechanisms is a direct, yet surprisingly novel, approach.
It can help inform strategies using research and development
or market expansion policy levers, and guide engineers and
investors considering the cost improvement potential of a pro-
posed design. We explore some of these implications here,
particularly in how design changes and hardware improve-
ments can influence technology soft costs.

This paper is organized as follows. Section describes
our cost model and the outlines the method for attributing
cost changes to variables. Section presents the cost reduc-
tions attributed to low-and high-level mechanisms, and the
shows several analyses of the variation of costs across di�erent
locations. In Section we discuss possible implications for
technology policy, and conclude.

Cost equations and cost change equations

The method of (? ) involves two steps, in which first a cost
model is developed for a technology and then a set of cost
change equations are derived from it. As for any good, the cost
of a PV system is a sum of the expenses on all inputs (physical
and intangible). A PV system consists of an array of PV
modules, attached to a support structure and interconnected
with each other and with an inverter, which converts the direct-
current electricity generated by the modules into alternating-
current electricity. The cost of a PV system is the cost of
these pieces of physical hardware plus the costs of labor, fees,
and other services needed for construction. For simplicity, we
focus here on what are known as the balance-of-systems (BOS)
costs of a PV system, which account for all costs besides the
modules. We split total BOS cost into components, which are
then modeled individually. Our model does not account for
subsidies and therefore represents unsubsidized BOS costs to
the system owner. CONCEPTUAL EQUATION
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contributions made by individual variables to the net cost
change of the technology. The method results in a picture
of what mechanisms – such as e�ciency improvements, input
price reductions, scale economies, or learning-by-doing – indi-
vidually contributed to cost reduction. We use this method
to expand upon traditional ideas about the di�ering ability
of technology hardware and soft skills to retain improvements
over time and be shared across locations. We also suggest
reasons why the costs of PV have dropped faster than for
other technologies.

Previous work has put forward many ideas to understand
and predict technology costs. One long-standing and popular
approach has been the experience curve, which plots the total
cost C of each unit of a technology (e.g. a single airplane, wind
turbine, battery, etc. (? ? ? )) against its cumulative produc-
tion y. For many technologies, this curve is modeled as a power
law, C ≥ y≠–, with an exponent – that varies from one tech-
nology to another. Experience curves have been constructed
for many technologies (? ? ) and are often used to predict
future costs (? ), though their explanatory power is limited.
In addition, this method runs into challenges for technologies
whose cost evolution di�ers across regions. Determining the
geographical scope for cost C and cumulative production y is
di�cult, since it is unclear what region or regions cumulative
production is or should be the best predictor of costs. Prior
attempts to understand the cost evolution of PV specifically
have pooled price data from many PV systems and conducted
statistical analyses of cost drivers (? ? ). These studies have
found that lower prices are more common for systems installed
with new construction, for self-installed systems, in areas with
greater installer density (at a state or county level), and in ar-
eas with greater installer experience (? ). These studies have
led to conflicting results—more experienced installers o�er
lower prices, consistent with learning-by-doing cost reductions
(? ? ), yet smaller installers are more likely to install low-
priced systems (? ). These findings raise important questions
that go beyond statistical correlations in individual data sets
and concern the mechanisms that drive di�erent categories of
technology costs.

Several studies have developed hypotheses on the processes
shaping hardware and soft cost trends. One group of pa-
pers suggests that global knowledge production and exchange
through international supply chains, as well as technology stan-
dardization, a�ects the processes of hardware cost reduction (?
). In contrast, soft costs are rooted in the regional context (? ?
). However, while these studies have postulated that hardware
and soft costs change through di�erent processes they have not
asked why this is the case, and what it means for investments
in innovation e�orts. Answering this question requires a model
of the mechanisms through which innovation e�orts influence
technology costs at di�erent spatial and organizational scales.
In this paper we extend a conceptual framework for estimating
the contributions of low-level and high-level mechanisms to
overall changes in BOS and PV system costs. We focus on
residential scale systems in the U.S. because these systems
have the highest share of soft costs. We also study how the
modular structure of PV systems has a�ected their cost evolu-
tion by creating linkages between physical variables and soft
cost components.

Improving methods to understand and predict technol-
ogy costs can help guide policy e�orts to reduce the costs of
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Fig. 2. Relationships between cost components, low-level variables, and high-level
mechanisms in our cost model of PV systems. A line from a low-level variable to
a cost component indicates that the variable appears in the expression for the cost
component in Eq. (2). Lines from high-level mechanisms to a low-level variable
indicate the high-level mechanisms that influence this variable under our model.

clean-energy technologies, and advance understanding of the
rapid technology change experienced by modern economies.
Connecting engineering-level characteristics of technologies to
causal mechanisms is a direct, yet surprisingly novel, approach.
It can help inform strategies using research and development
or market expansion policy levers, and guide engineers and
investors considering the cost improvement potential of a pro-
posed design. We explore some of these implications here,
particularly in how design changes and hardware improve-
ments can influence technology soft costs.

This paper is organized as follows. Section describes
our cost model and the outlines the method for attributing
cost changes to variables. Section presents the cost reduc-
tions attributed to low-and high-level mechanisms, and the
shows several analyses of the variation of costs across di�erent
locations. In Section we discuss possible implications for
technology policy, and conclude.

Cost equations and cost change equations

The method of (? ) involves two steps, in which first a cost
model is developed for a technology and then a set of cost
change equations are derived from it. As for any good, the cost
of a PV system is a sum of the expenses on all inputs (physical
and intangible). A PV system consists of an array of PV
modules, attached to a support structure and interconnected
with each other and with an inverter, which converts the direct-
current electricity generated by the modules into alternating-
current electricity. The cost of a PV system is the cost of
these pieces of physical hardware plus the costs of labor, fees,
and other services needed for construction. For simplicity, we
focus here on what are known as the balance-of-systems (BOS)
costs of a PV system, which account for all costs besides the
modules. We split total BOS cost into components, which are
then modeled individually. Our model does not account for
subsidies and therefore represents unsubsidized BOS costs to
the system owner. CONCEPTUAL EQUATION
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contributions made by individual variables to the net cost
change of the technology. The method results in a picture
of what mechanisms – such as e�ciency improvements, input
price reductions, scale economies, or learning-by-doing – indi-
vidually contributed to cost reduction. We use this method
to expand upon traditional ideas about the di�ering ability
of technology hardware and soft skills to retain improvements
over time and be shared across locations. We also suggest
reasons why the costs of PV have dropped faster than for
other technologies.

Previous work has put forward many ideas to understand
and predict technology costs. One long-standing and popular
approach has been the experience curve, which plots the total
cost C of each unit of a technology (e.g. a single airplane, wind
turbine, battery, etc. (? ? ? )) against its cumulative produc-
tion y. For many technologies, this curve is modeled as a power
law, C ≥ y≠–, with an exponent – that varies from one tech-
nology to another. Experience curves have been constructed
for many technologies (? ? ) and are often used to predict
future costs (? ), though their explanatory power is limited.
In addition, this method runs into challenges for technologies
whose cost evolution di�ers across regions. Determining the
geographical scope for cost C and cumulative production y is
di�cult, since it is unclear what region or regions cumulative
production is or should be the best predictor of costs. Prior
attempts to understand the cost evolution of PV specifically
have pooled price data from many PV systems and conducted
statistical analyses of cost drivers (? ? ). These studies have
found that lower prices are more common for systems installed
with new construction, for self-installed systems, in areas with
greater installer density (at a state or county level), and in ar-
eas with greater installer experience (? ). These studies have
led to conflicting results—more experienced installers o�er
lower prices, consistent with learning-by-doing cost reductions
(? ? ), yet smaller installers are more likely to install low-
priced systems (? ). These findings raise important questions
that go beyond statistical correlations in individual data sets
and concern the mechanisms that drive di�erent categories of
technology costs.

Several studies have developed hypotheses on the processes
shaping hardware and soft cost trends. One group of pa-
pers suggests that global knowledge production and exchange
through international supply chains, as well as technology stan-
dardization, a�ects the processes of hardware cost reduction (?
). In contrast, soft costs are rooted in the regional context (? ?
). However, while these studies have postulated that hardware
and soft costs change through di�erent processes they have not
asked why this is the case, and what it means for investments
in innovation e�orts. Answering this question requires a model
of the mechanisms through which innovation e�orts influence
technology costs at di�erent spatial and organizational scales.
In this paper we extend a conceptual framework for estimating
the contributions of low-level and high-level mechanisms to
overall changes in BOS and PV system costs. We focus on
residential scale systems in the U.S. because these systems
have the highest share of soft costs. We also study how the
modular structure of PV systems has a�ected their cost evolu-
tion by creating linkages between physical variables and soft
cost components.

Improving methods to understand and predict technol-
ogy costs can help guide policy e�orts to reduce the costs of
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mechanisms in our cost model of PV systems. A line from a low-level variable to
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component in Eq. (2). Lines from high-level mechanisms to a low-level variable
indicate the high-level mechanisms that influence this variable under our model.

clean-energy technologies, and advance understanding of the
rapid technology change experienced by modern economies.
Connecting engineering-level characteristics of technologies to
causal mechanisms is a direct, yet surprisingly novel, approach.
It can help inform strategies using research and development
or market expansion policy levers, and guide engineers and
investors considering the cost improvement potential of a pro-
posed design. We explore some of these implications here,
particularly in how design changes and hardware improve-
ments can influence technology soft costs.

This paper is organized as follows. Section describes
our cost model and the outlines the method for attributing
cost changes to variables. Section presents the cost reduc-
tions attributed to low-and high-level mechanisms, and the
shows several analyses of the variation of costs across di�erent
locations. In Section we discuss possible implications for
technology policy, and conclude.

Cost equations and cost change equations

The method of (? ) involves two steps, in which first a cost
model is developed for a technology and then a set of cost
change equations are derived from it. As for any good, the cost
of a PV system is a sum of the expenses on all inputs (physical
and intangible). A PV system consists of an array of PV
modules, attached to a support structure and interconnected
with each other and with an inverter, which converts the direct-
current electricity generated by the modules into alternating-
current electricity. The cost of a PV system is the cost of
these pieces of physical hardware plus the costs of labor, fees,
and other services needed for construction. For simplicity, we
focus here on what are known as the balance-of-systems (BOS)
costs of a PV system, which account for all costs besides the
modules. We split total BOS cost into components, which are
then modeled individually. Our model does not account for
subsidies and therefore represents unsubsidized BOS costs to
the system owner. CONCEPTUAL EQUATION
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description of our model and data are given in Supplementary Notes ??. The
final model of system cost per AC watt generated is

Csys =
1 + pop

Kinv⌘inv

"
pMKs| {z }

Module component costs

+ pinvKs| {z }
Inverter component costs

+
1
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supply chain costs

+ cstax|{z}
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1
CA . (1)

Here, Csys is the PV system’s price as o↵ered by the installer, which at the
same time is a cost to the consumer (e.g., a household or utility). (Note that
the cost components we identify with brackets in equation (1) are defined by
the pre-factor denominator as well as the variables listed directly above the
brackets.) The product (Ks↵)/(A⌘mnmc�) is the number of modules per sys-
tem of capacity Ks, and its presence in three of the terms above reflects the
fact that these cost components scale with the number of modules deployed.
The number of modules per system is multiplied by ⌧i (per-module task dura-
tions) and wi (task-specific wages) to give total labor costs (see Fig. 3). Note
that the variable pop accounts for both installer profit and overhead expenses.
We combine these two factors here due to historical data limitations. We sep-
arate them in our analysis of cost change in utility-scale systems (see section
4.2 and SI Fig. H3), which covers a more recent time period.

In a separate analysis, we decompose module cost further. The module
price pM , in units of dollars per DC watt, is modeled as the sum of silicon
costs, non-silicon material costs, and plant-size dependent costs (see Table 2,
based on [10]), plus a margin charged by the manufacturer:

pM =
↵

�A⌘my

"
Av⇢ps + cA + p0

✓
K

K0

◆�b
#

+ pmf . (2)

Hardware cost hardware variable (H-H) quality dependency: 
Lower per-unit power materials costs (e.g., racking 
materials) due to higher module efficiency
Hardware cost hardware variable (H-H) design dependency: 
Lower material costs in transformerless inverter designs 

Soft cost soft variable (S-S) quality dependency: 
Lower electrical installation cost due to 
standardised practices of certified installers
Soft cost soft variable (S-S) design dependency: 

Lower PII costs due to faster online permit submission

Soft cost hardware variable (S-H) quality dependency: 
Lower per-watt mechanical installation cost due to 
increased module efficiency 
Soft cost hardware variable (S-H) design dependency: 
Lower mechanical installation costs due to module-
integrated racking*

*The corresponding hardware variables are not included in our model due to historical data limitations, but they could be added in an expanded version. For example, mechanical 
installation costs could be modelled as a function of racking design-related hardware variables such as materials usage or the number of components requiring separate installation.

D Network representation of photovoltaic system cost equation

Fig. 2: See next page for figure caption.
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Fig. 2: Conceptual framework for cost modelling. Importantly, ‘costs’
here refer to the costs per unit service, and ‘unit’ refers to the unit service. In
this study, the unit of service is the power capacity of the installed PV system.
(A) A simple cost model containing two cost components and four variables,
which are defined in (B). (B) Graphical representation of cost model as a bipar-
tite network of cost dependencies on hardware and soft technology variables.
In this example, hardware cost components are dependent on hardware fea-
tures (H-H dependencies), while soft cost components are dependent on both
hardware and soft features (S-S and S-H dependencies). S-H dependencies will
be present whenever per-unit material usage rates affect per-unit labor costs,
as is the case for PV systems. Dependencies arise either from changes in the
performance of hardware and infrastructure delivery processes (’quality depen-
dency’), or from larger changes that alter the design of physical equipment or
installation processes (’design dependency’). (C) Examples and terminology
for cost dependencies. (D) Relationships between cost components (squares)
and variables (circles) in residential PV systems. A line from a cost compo-
nent to a variable indicates that the variable appears in the expression for
the cost component in equation (1). Light lines indicate that soft cost compo-
nents were influenced by hardware variables (‘S-H dependencies’). Dark lines
indicate that a cost component of one type (hardware or soft) was influenced
by a variable of the same type (H-H and S-S dependency). Cost components
that include a manufacturer margin are listed as prices. Icon credits: Maurizio
Fusillo under a Creative Commons licence CC BY-SA 3.0 .

3 Cost change in U.S. residential-scale systems

A pervasive theme of our results in the U.S. and in other countries is that a
substantial amount of cost reduction derived from changes in hardware vari-
ables. Over the period 1980-2017, PV costs fell significantly, with BOS costs
(in $/W) falling by 94% and PV system costs by 96%. Of these changes, hard-
ware variables caused approximately 80% of the reduction in total BOS costs
(Fig. 3A), and 90% of the reduction in total PV system costs (Fig. 3B).

Tellingly, in the category of soft costs (a subset of BOS costs) hardware
variables contributed 77% of the change over 1980-2017. As noted earlier Figure
2D shows that hardware variables have a large number of linkages to soft
costs, suggesting the potential for hardware variables to strongly influence soft
costs. Taking actual historical changes of variables into account, we find that
hardware variables indeed caused the majority of reductions in soft costs. As a
result, soft costs declined at rates that were slower but still approaching that
of hardware (-98% overall for hardware costs, and -94% for soft costs) over the
1980-2017 period.

Many of these soft cost reductions were achieved through hardware qual-
ity improvements. More efficient and less materials intensive modules reduced
installation and supply chain costs, while the design of PV systems and ancil-
lary equipment remained fundamentally the same. Past soft cost reductions
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Fig. 3: Estimated contributions to cost reduction in residential PV
systems in the U.S. over the 1980-2017 period. Results are shown for
a 5kW system. Bars extending to the right (left) show cost-reducing (cost-
increasing) contributions. (A) shows contributions to BOS cost change, and
(B) shows contributions to PV system cost change. In both (A) and (B), the
bar labeled ‘∆ Module to installation’ shows the contributions of module price
variables (Eq. 2) to soft cost change, except for the contributions of module
efficiency and area, which are shown separately. Note that ’installation’ here
refers to all non-module costs of the installation process in accordance with the
chosen system boundary (Eq. 1), including design costs, supply chain costs,
mechanical and electrical installation costs, and other soft costs. In (B), the
bar labeled ‘∆ Module price’ shows the contributions of changing module vari-
ables to module manufacturing price change (see Eq. 2). Percentages give the
fraction of the net cost change over the 1980-2017 period (see Table 1) that was
caused by each low-level mechanism. Contributions are negative when they act
in the opposite direction to the net cost change over a period. In all periods
above, the net change cost was negative, therefore positive contributions cor-
respond to cost-reducing effects. Cost change contributions in absolute terms
are given in Supplementary Table 7.

therefore represent primarily one of two avenues for hardware-driven soft cost
declines, namely hardware quality improvements rather than hardware design
improvements (Fig. 2C).

The relative share of hardware and soft costs in PV has changed since 1980,
which might at first suggest that different variables may be more influential
in 2017 than they were in 1980. Yet even though the hardware cost share
has fallen from 59% to 34%, hardware variables have an influence on costs
in 2017 (75%) that is almost as large as that in 1980 (81%) (Fig. 4A). As
discussed earlier, this happens because hardware variables affect many soft cost
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Table 1. Change in PV system hardware costs, soft costs, and total installed
costs, and comparison of total installed costs computed here (using Eq. 1)
to estimates from the literature. In the absence of a nationally averaged cost
benchmark like the one provided by NREL for 2012 and 2017 we give a range
of empirical prices (low and high end from [40]) and cost estimates (values in
between from [41, 42]) for the year 1980. ∆CH refers to the cost change driven
by hardware variables, and ∆CH/∆C gives the fraction of cost change caused
by hardware variables. Note that this number is higher than the contribution
from changing hardware cost components to total system costs (60%), as it
accounts for the contribution of hardware features to soft cost declines.

Costs C C C C ∆C ∆CH ∆CH/∆C
($/W) (1980) (2001) (2012) (2017) (1980 (1980

-2017) -2017)
Hardware 47.0 8.2 1.6 1.0 -46.0 -46.0 1
costs
Soft 33.1 7.4 2.0 1.9 -31.2 -23.8 0.77
costs
Total
costs
This 80.1 15.6 3.6 2.9 -77.2 -69.8 0.91
paper
Other 41.58 [40–42] 11.80 [43] 4.5 [23] 2.4 [23] n/a
sources -115.83

components (Fig. 2D), but soft technology variables do not affect hardware
cost components.

Another important factor is how quickly different variables improve with
time. While Figure 4A shows that hardware variables in principle have greater
leverage over costs than soft technology variables do, the actual cost reductions
they drive will depend on how much these underlying variables change. To
probe this we compare the actual cost reductions of variables to their influence
shares (Fig. 4B).

First, we see that actual cost reductions contributed by different variables
correlate with the cost reductions we would have expected based on the influ-
ence of these variables in PV’s dependency structure alone (Fig. 2D). This
lends further support to using these dependencies to assess opportunities for
further cost reduction.

Second, historical changes in hardware variables resulted in even greater
cost reduction than would have been expected on the basis of their initial
influence shares in 1980 alone (Fig. 4B). In principle, soft technology variables
could have improved so rapidly that they overcame their weaker influence on
costs. But evidently, the reverse is true in this case: Not only do hardware
variables have a greater leverage on costs, but historically they were more
amenable to change than soft technology variables, with hardware variables
overshooting their expected cost change contribution. Even during a more
recent time period (2017-2021, see Supplementary Note 9) characterized by
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Fig. 4: Cost influence of individual variables and comparison to
their cost change contribution. (A) Influence share by variable and cost
component type (hardware or soft) in 1980 and 2017 (see equation (4)). (B)
Comparison of variables’ influence shares in 1980 and their contributions to
PV system cost change over the 1980-2017 period (as shown in Fig. 4B). Many
hardware variables (blue circles) have contributed more to cost reductions than
expected based on their influence shares in 1980, while many soft technology
variables (red circles) contributed less.

mature and standardized PV equipment, hardware variables have continued
to improve and contribute substantially to soft cost reductions.

Cost change contributions are listed individually for all variables in Sup-
plementary Table 7. Two hardware components, the module and the inverter,
were responsible for over 85% of PV system cost change. Of this, approxi-
mately one third came from reductions to soft costs (light blue bars in Fig. 3).
An example of these hardware-driven soft cost reductions is increased module
area, which reduced installation cost because every installed module repre-
sented a larger deployment of capacity. Reductions in the price of modules
contributed over 70% of PV system cost change, with 25% coming from the
effect on installation costs.

For BOS, the majority of cost decline over the 1980-2017 period was
driven by hardware variables affecting soft cost components (63%), not directly
through changing hardware cost components (18%). Although BOS hardware
is physically distinct from modules, many BOS soft cost components are func-
tions of hardware module variables including module area, efficiency, silicon
usage, and non-silicon materials costs. Three of the five most influential BOS
cost change mechanisms are therefore module variables (Table 1).

In contrast, soft technology variables were much less influential, causing
about one fifth of BOS cost reductions since the 1980s, and only about one
tenth of PV system cost reductions. These contributions came primarily from
reductions in system design time. System design benefitted from R&D efforts
to develop circuit and system design guidelines and performance simulation
tools. Such materials and tools began to be published in the mid-1970s (e.g.,
[32, 33]), and later informed the development of standardized design software.
Efforts to improve other soft technology variables (e.g., to reduce installation
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time) occurred later, though many inventions to date have not been widely
adopted. Examples include PV-integrated roofing materials (e.g., [34]), and
automated module deployment (e.g., [35]).

After soft cost reductions driven by improving module features, the most
important driver of BOS cost decline was reductions in inverter price. This
hardware variable was responsible for 20% of overall BOS cost change between
1980 and 2017. Improved circuit designs and advanced power electronics for
switching reduced material usage in inductive components and heat sinks,
leading to higher inverter power density and conversion efficiency. As a result,
specific inverter weight (kg/W) in 2014 was less than 10% of that in 1995
[36]. Typical inverter efficiencies are 98% in the U.S. today, compared with
80% in the 1980s [23, 37]. Increasing integration of subcomponents and mod-
ular designs, which reduced component counts and simplified manufacturing
processes, were also important [37]. Simultaneously, inverter factories reached
gigawatt-levels of output in the late 2000s, reducing manufacturing costs
through scale economies [38, 39].

We also perform a higher-resolution analysis of how specific module-related
variables, including changes to module efficiency and the costs of module
manufacturing, affected PV system installation costs (Extended Data Fig. 1).
Module efficiency alone, which increased from 8% in 1980 to 16% in 2017, con-
tributed 17% to PV system cost change. Most immediately, a higher efficiency
leads to a lower dollar-per-watt cost for modules. Critically, it also causes any
cost that scales with module count to have lower dollar-per-watt cost. In partic-
ular, we estimate that approximately 40% of the total cost change arising from
improvements to module efficiency can be attributed to soft cost reductions.

Additional analyses and robustness tests are included in Supplementary
Information. (See Supplementary Notes 2-5 for details on the main dataset and
a discussion of data uncertainties, Supplementary Note 6 for a decomposition
of cost change into shorter time intervals, and Supplementary Note 7 for a
sensitivity analysis.)

4 High-level mechanisms of cost reduction

We now consider how cost variable changes were driven by various kinds of
human efforts and emergent phenomena such as economies of scale. Extend-
ing the framework in [10], we consider how cost-determining variables for
residential PV systems were affected by five high-level mechanisms: research
and development (R&D), learning-by-doing (LBD), economies of scale (EOS),
financial incentives, and pricing strategy.

To link variables to high-level mechanisms, we consider what aspects of PV
technology were amenable to which mechanisms, based on engineering knowl-
edge of PV and empirical accounts of improvement efforts in the academic and
grey literature (see Supplementary Note 11 and [10]). Variables such as mod-
ule efficiency, which describes an engineering property and requires laboratory
and non-routine alterations to manufacturing processes to change, are assigned
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to R&D. Variables that incrementally improved from repeated practice were
assigned to learning-by-doing. Variables that improved through higher produc-
tion output or bulk purchasing discounts were assigned to economies of scale.
We include pricing strategy as a high-level mechanism to capture strategic
price reductions by companies as they responded to market pressures, such as
the increased imports of PV modules and inverters from China. A complete list
of high-level mechanisms and assignments is given in Supplementary Table 10.

This approach lets us observe an interesting aspect of how the drivers
above likely achieved cost reductions in PV systems. With hardware variables
accounting for most cost reduction, the mechanisms largely driving them—
R&D and scale economies—unsurprisingly played a dominant role (Extended
Data Fig. 2). Less obviously, a large portion of these cost reductions were
realized in soft cost components. This is especially pronounced in BOS costs—
here, we see thatmost of the benefits of R&D and scale economies were realized
by the lowering of soft cost components, rather than the lowering of hardware
costs. However, we note that rough classifications of this kind cannot yield
sharp quantitative estimates, and therefore our conclusions focus on low-level
drivers and their differences across countries (see next section).

5 Cost change in U.S. utility-scale systems

In the case of utility scale systems, hardware variables were also influential
in reducing both hardware and soft costs in (Fig. 5B). Hardware variables
influenced overall costs through hardware cost reductions (dark blue bar, Fig.
5B) more than through soft cost reductions (light blue bar), as was the case
for residential systems but to a lesser degree.

One distinction between utility-scale and residential PV systems is that
utility-scale systems are built by engineering, procurement and construction
(EPC) firms and sold by developers, while for many residential systems, both
steps are completed by one installer firm. The involvement of two companies
affects the soft cost structure. We study a more recent period (2015-2021)
where soft cost data reflects this structure and is available in a consistent
format (see Supplementary Note 10). (Note that improved data availability
allows us to distinguish between overhead and profit margin, while these two
variables are combined into one (‘pop’) for residential PV systems.)

During the 2015-2021 period, hardware variables contributed 88% to cost
reductions in utility-scale systems, primarily by reducing module costs (49%),
electrical and structural BOS costs (14 and 11%, respectively), and inverter
costs (11%). For soft cost reductions, the most influential change was a reduc-
tion in the margin charged to cover developer overhead costs, possibly due to
the increasing size of developers or increased competition and associated effi-
ciency gains. Compared to residential systems and utility-scale systems over
the 2010-2017 period (Fig.5B), these results show that systematic organiza-
tional changes such as new business models, which is an example of a soft
technology change, can become a leading cause of soft cost reductions, contrary
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to the past where the majority of soft cost change was driven by hardware
improvements. As we show in Supplementary Fig. 3, design choices such as
trackers also affect the cost change ranking.

6 Cost change in other countries over time

We now consider mechanisms of cost change in other countries. As estimated
above, much of the cost decline in U.S. residential and utility-scale systems
can be attributed to changes in hardware variables. Most hardware is traded
globally, consistent with the fact that hardware costs differ less across countries
than soft costs do (Fig. 6), and suggesting that hardware variables would have
been similarly influential in other countries.
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Fig. 5: Estimated contributions to PV system cost reduction over
different time periods in the U.S., Germany, and Japan. (A) U.S.
residential-scale. (B) U.S. utility-scale. (C) Germany residential-scale. (D)
Germany utility-scale. (E) Japan residential-scale (no data available for utility-
scale). Hardware variables contribute 80-90% to overall PV system cost change
in different countries. Soft technology variables contribute 9-20%. (Detailed
cost change breakdowns are given in Supplementary Fig. 36. We discuss data
uncertainties and comparisons to reported prices in Supplementary Notes 3-5.)

Was this the case? And for soft costs, how did countries with currently
lower levels of cost reach them? To study this we perform a similar cost change
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decomposition on data from residential and utility systems in Germany and
Japan, countries that played major roles in the expansion of PV in the 1990s
and 2000s. Japan led the market from 1992-2003 with residential deployment
growth, while Germany became the primary driver from 2004 to 2012 [44].
PV-focused policies in each country (the 1000-roofs program in Germany, the
SunShine program in Japan) resulted in data collection efforts over several
decades [45–47] that produced data that we use here. (See Supplementary
Notes 3-5 for a discussion of data uncertainties.)
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Fig. 6: Evolution of PV system costs during the 1980-2018 period.
(A) Evolution of total PV hardware costs, (A, inset) module costs, and (B)
total PV soft costs. Total PV hardware costs include modules, inverters, and
other electrical hardware. Soft costs include all non-hardware PV system costs.
Dashed and dotted lines are guides to the eye. Hardware costs are similar across
countries. Soft costs diverge but have trended downwards at similar rates in all
major PV markets (Germany, Italy, Japan, U.S., Australia), likely driven by
improvement in globally traded PV hardware (see near-parallel lines in right
panel). Countries with comparatively low soft costs today already started out
at lower soft cost levels (e.g, Germany, China). The Japanese PV market is
characterized by a dominance of domestic brands and a supply chain with high
margins [48], which explains the comparatively higher hardware costs in Japan
(where part of the difference stems from soft costs but isn’t separated out
due to data limitations). Time series data was compiled from journal papers,
national lab reports, as well as international organizations and country-level
solar PV associations. Modules: [10, 23]; U.S.: This paper, [23] (residential);
[23, 49, 50] (utility); Japan: [45, 48]; Germany: [9, 46, 47, 51] (utility); [46, 51–
53] (residential); Australia: [54–56] (residential). China: [9, 57].

As expected, changes in hardware variables were critical to cost reduction
in Germany and Japan, as they were the U.S. (Fig. 5). About 60-80% of net
cost change in Germany 1992-2018 and Japan 1993-2005 came from reduc-
tions in hardware costs. However, as in our U.S. estimates, this already high
figure underestimates the contributions of hardware variables, as roughly half
of all reductions in soft costs (e.g., Figs 5CE) originated in hardware variables.
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As a result, hardware variables caused around 90% of the net cost change
in residential PV systems. (Supplementary Note 12 provides a discussion of
uncertainties and effects of alternate data sources, which we find to be small.)

The results suggest that a main reason why hardware and soft costs fell
at similar rates across countries was that changes in both cost categories were
driven by improved, globally traded hardware. Notably, countries in our data
set that started with high soft costs rarely reached comparatively low soft
costs. Achieving this transition would have needed additional contributions
from soft technology variables to soft cost change. Relatedly, countries with
low soft costs did not reach current costs primarily through rapidly evolving
soft technologies, but instead had lower soft costs to begin with.

In Supplementary Note 13, we examine how consistent these results are
with the drivers of cost differences across countries today. Given that coun-
tries with lower soft costs today already had lower soft costs to begin with,
and further soft cost reductions were driven primarily by globally traded hard-
ware affecting hardware and soft costs everywhere, cost differences should still
be driven by soft technology variables. We find that this is the case, and that
longer mechanical installation times are most influential, causing 20-30% of
these cost differences. Installation times are also longer in several developing
countries (China, India) but are offset by lower wages (Supplementary Fig. 41).
In the SI we also study the contributions of high-level mechanisms (Supple-
mentary Fig. 38) to cost differences across countries to suggest possible ways
to reduce these differences.

7 Conclusions

The case of PV systems offers insights into how a technology’s cost changes
over time and varies between places. A key finding is the very limited extent
to which soft technology improvements contributed to cost change or, relat-
edly, the very large extent to which improvements in the physical features
(‘hardware variables’) of this technology not only lowered hardware costs but
also explain changes in soft costs. Across major markets, we estimate that
hardware features were responsible for 85-90% of PV system cost change.
In contrast, features of processes and services to deploy PV systems, ‘soft
technology variables’, contributed only the remaining 10-15%.

This difference derives from the structural influence of hardware variables
on both soft cost components and hardware cost components. Our findings
add insight to previous studies (e.g., [31]) that focus on the contributions
of changes in categories of additive cost components, rather than changes in
underlying features determining cost, and associate larger shares of historical
cost reductions to soft cost change than the 10-15% result reported here for
soft technology. Looking across locations, we find that technology features
that improved slowly in the past also tend to be the ones that sustain cost
differences between countries today.
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Our results suggest that a technology’s network of dependencies between
soft technology and hardware features, along with its initial cost structure,
may help determine its rate of cost improvement. PV technology has had a
rapid rate of improvement among energy technologies, with PV system costs
falling 97% in the 37 years from 1980 to 2017. The early cost structure of PV
emphasized hardware costs (60% in 1980), creating a fertile ground for the
hardware-driven cost reductions that came from improvement efforts targeted
at hardware features. Due to the many dependencies of soft costs on hardware
variables (Fig. 2D), improved hardware simultaneously reduced soft costs, and
the same dependencies suggest additional potential for hardware-driven soft
cost reductions (Fig. 4A).

However this does not mean that cost trends are necessarily determined
by a technology’s nature. Nurture can also play an important role [58]. Our
approach suggests there are essentially two broad strategies for lowering PV
soft costs further. One is to develop engineering design solutions that improve
soft costs (and hardware costs) through hardware improvements–i.e., repli-
cating the mechanisms that successfully reduced PV costs in the past. A
clear example of this strategy is to further increase the efficiency of modules.
Another is to introduce hardware innovations that weaken the dependence of
soft costs on soft technology variables and instead make them more reliant
on hardware, e.g., robotic construction systems. Similarly, adopting simpler,
more standardized PV equipment could reduce on-site customization tasks
(for example, plug-and-play PV systems). Although these design strategies
originate in hardware changes, they will likely affect both hardware and soft
technology variables.

A second strategy is to target soft technology features directly. Examples
of the second strategy include process simulation tools to develop high-
productivity workflows for installation, and monitoring deployment activities
to track inefficiencies and find solutions such as standardized checklists,
engineering review software, and automated permitting platforms. Since all
hardware, not just PV hardware, needs delivery and installation processes to
become functional, the strategies above may characterize the main strategies
for innovation available generally. The framework we use can be applied to
other technologies to explore this, by mapping the structure of dependencies
between costs and technology variables, and examining the changes to these
variables and their effects on costs, retrospectively and prospectively.

The limited role of soft technology change in PV could be a feature of
other clean energy technologies as well. The cost of wind, nuclear, and PV-
plus-storage energy systems is now determined to a substantial degree by
soft costs [7, 59, 60]. Rapid adoption of low-carbon energy systems will likely
require soft costs to fall more quickly going forward than they have in the
past. To achieve this, R&D to advance soft technology may require more
location-specific and comparative studies, and more focus on conceptualizing
the desired end result. For example, most hardware can be separated into
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components that are either identical across build sites (e.g., PV module, fis-
sion reactor) or readily adjustable (e.g., mounting systems, seismic isolation).
But it is less clear how to achieve similar packagability for soft technologies,
such as business models, supply chain management techniques, and permit-
ting practices. Some parts of soft technology may be more easily codified and
deployed in a consistent form across locations through software development
and training programs, for example, while others may inherently require tai-
lored approaches. An approach like the one here could be used to investigate
this question. Future work could also build on our approach to further decom-
pose individual hardware and soft technology variables, potentially revealing
important micro-level drivers of cost change not identifiable at higher levels of
aggregation (e.g., the role of surface passivation in module efficiency gains).

Another promising area for future work is to study the cost improvement
potential of technologies across locations using similar hardware. Combin-
ing cost change modelling with expert assessments of variables’ improvement
potential is one approach to estimating, for example, the rate of soft tech-
nology improvement required for a given cost target and expected rate of
improvement in hardware features. Expert input could also be used to model
dependencies between technology variables themselves, expanding the focus
beyond the direct dependencies of cost components on variables captured here.
Overall, a focus on technology features, rather than the cost components that
emerge from combinations of those features, may be an effective way to inform
forecasts of technology improvement, because features may better match the
aspects of technology decision-makers have agency over (e.g., the number of
permits required, installation task durations).

8 Methods

8.1 Cost equations

As with any good, the cost of a PV system is the total cost of its inputs, both
physical and non-physical. A PV system consists of an array of PV modules,
each attached to a support structure and interconnected with each other and
with an inverter through wires and cables. The inverter converts direct-current
electricity generated by the modules into alternating-current electricity that
can be used on-site or transmitted elsewhere. The total cost of a PV system
is the cost of these pieces of physical hardware (hardware costs) plus the costs
of labor, fees, and other services needed for system design, construction and
grid interconnection (soft costs).

Our topmost grouping divides PV system costs into the costs of modules
and balance-of-systems (BOS) costs, which capture all costs incurred by the
installer other than the purchase price of the module. For modules we use
the model developed in [10]. For BOS costs we use a model that accounts
for other materials and task inputs needed to deploy a PV system. Tasks
completed for each module, such as electrical and mechanical installation, scale
with the number of modules, while other tasks such as design and permitting
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are completed only once per system (under average conditions as reported
here [23]). Although design drawings were completed by hand in the 1980s,
suggesting a dependency of total design costs on the module count, historical
sources indicate that detailed drawings on how to fix individual modules on
roofs were completed only once per system [61]. Our model does not account
for subsidies and therefore represents the unsubsidized PV system cost to the
owner. The full list of variables in our model is given in Figure 2, and a full
description of our model and data are given in Methods and Supplementary
Notes 1-3. The final model of system cost per AC watt generated is:

Csys =
1 + pop
Kinvηinv

[
pMKs︸ ︷︷ ︸

Module component costs

+ pinvKs︸ ︷︷ ︸
Inverter component costs

+
1

ηw

(
Ksϕapa︸ ︷︷ ︸

racking aluminum costs

+
Ksα

Aηmnmcσ
ϕwpw

︸ ︷︷ ︸
total wire price

+ τsws︸︷︷︸
system design costs

+
Ksα

Aηmnmcσ

2∑

i=1

τiwi

︸ ︷︷ ︸
mechanical and electrical installation costs

+ τPIIwPII︸ ︷︷ ︸
PII labor costs

+ pr︸︷︷︸
residual racking price

+ poe︸︷︷︸
other el. hardware price

)]

+
1

Kinvηinv


 cPII︸︷︷︸

PII fees

+ csc︸︷︷︸
supply chain costs

+ cstax︸︷︷︸
sales tax expenses


 . (1)

Here, Csys is the PV system’s price as offered by the installer, which at the
same time is a cost to the consumer (e.g., a household or utility). (Note that
the cost components we identify with brackets in equation (1) are defined by
the pre-factor denominator as well as the variables listed directly above the
brackets.) The product (Ksα)/(Aηmnmcσ) is the number of modules per sys-
tem of capacity Ks, and its presence in three of the terms above reflects the
fact that these cost components scale with the number of modules deployed.
The number of modules per system is multiplied by τi (per-module task dura-
tions) and wi (task-specific wages) to give total labor costs (see Fig. 2). Note
that the variable pop accounts for both installer profit and overhead expenses.
We combine these two factors here due to historical data limitations. We sep-
arate them in our analysis of cost change in utility-scale systems (see section
5 in the main article and Supplementary Fig. 3), which covers a more recent
time period.

In a separate analysis, we decompose module cost further. The module
price pM , in units of dollars per DC watt, is modeled as the sum of silicon
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costs, non-silicon material costs, and plant-size dependent costs (see Table 2,
based on [10]), plus a margin charged by the manufacturer:

pM =
α

σAηmy

[
Avρps + cA+ p0

(
K

K0

)−b
]
+ pmf . (2)

We compute the factory margin pmf as the difference between the first three
cost components above and module factory-gate prices in each year (see
Supplementary Table 6).

Table 2. Module cost equation variables and cost components. (Note that
Am, the module area, is computed as nmcA/α.)

Symbol Meaning Unit
Module
α Area utilization unitless
σ Solar constant Wdc/ m2

A Wafer area m2

ηm Module efficiency unitless
y Yield unitless
v Silicon usage m
ρ Wafer density g/cm3

ps Polysilicon price 2017$/kg
c Non-Si materials cost 2017$/m2

K Module manufacturing plant size MW/year
K0 Reference plant size (2012) MW/year
b Scaling factor unitless
pmf Module factory margin 2017$/Wdc

nmc Number of cells per module unitless

8.2 Classification of technology features

Like cost components, variables can be classified as either hardware or soft
technology variables. Hardware variables, such as module efficiency, describe
features of physical equipment and production inputs such as materials (see
Fig. 2). When these variables are improved, for example by implementing a
new design, the improvement is embodied in the physical technology. In the
case of PV, these physical technology improvements have happened in mar-
kets that are globally integrated. In contrast, soft technology variables, such
as the durations of installation tasks, describe features of processes and ser-
vices. Traditionally, soft technology improvements (with the exception of some
software advances) have not been as widely shared across locations, and have
not necessarily persisted over time. For example, how quickly a PV module
is mounted on a rooftop often depends on location-specific levels of installer
experience, and can vary for the same installer crew from one site to another.

Soft technology variables can be defined for all processes affecting technol-
ogy unit cost, including project management, system design, manufacturing,
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shipping, installation, operation, and end-of-life management. The specific set
of hardware and soft technology variables included in a model will depend on
the chosen system boundary. The system boundary reflects the perspective of
a technology developer involved in the delivery of a particular technology ser-
vice, e.g. the construction of new power capacity or the delivery of electricity.
Technology characteristics that are embodied in the physical resources (e.g.,
machines or materials) used during production within the boundary are clas-
sified as hardware features. Technology characteristics that are contained in
non-physical resources used within the boundary (human and computer-based
knowledge and routines, e.g. installation practices and software) are classified
as soft features.

In this paper we draw the system boundary around the PV installation
project. Soft costs account for the soft technologies, services and processes,
used inside this system boundary to grow the business, and design and install
the PV system, and hardware costs account for the physical equipment that
is purchased from the suppliers that make this equipment. Based on this
boundary choice, all module and inverter variables are classified as hardware
variables. This perspective matches that of installers, who source modules and
inverters that arrive as pieces of hardware with fixed features. We note that
with a different system boundary, module (or inverter) manufacturing would
involve soft technology, e.g., labor processes that evolved with time and con-
tributed to changing costs. However, here we focus on installation soft costs,
which have been shown to have considerably slowed overall PV cost declines
[22, 24, 31, 66]. Additionally, we explore the effects of expanding the bound-
ary to include module manufacturing soft costs in a sensitivity analysis (see
Supplementary Note 8).

The relationships in equation (1) can be viewed as a bipartite network
(Fig. 2D) connecting technology variables to the cost components that they
affect. The details of this network are specific to the technology involved and
capture the structure of variables’ influence on costs. A notable pattern, far
more apparent in Fig. 2D than in equation (1), is that hardware variables
(e.g., inverter efficiency or module efficiency) tend to affect many cost com-
ponents, including soft cost components, while soft technology variables (e.g.,
mechanical installation time) tend to affect just a few.

Changes in hardware variables can affect soft costs per watt either through
quality improvements realized without large changes in physical design (e.g.,
higher efficiency modules reducing area-dependent labor costs, see ‘Hardware
quality dependency’ in Fig. 2), or through design changes that alter how instal-
lation tasks are performed or make them more efficient (e.g., module-integrated
racking). In contrast, changes in soft technology variables do not alter hard-
ware costs per watt. For example, an installation task may take less time as
an installer crew becomes more experienced, but this improvement does not
change the equipment used.
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8.3 Cost influence shares

The fact that any given variable can influence multiple cost components is
important, and in a variable-based understanding of cost reductions it is useful
to have a metric of the total cost influence that a variable has. A natural mea-
sure of the zth’ variable’s influence is based on the sum of all cost components
that rz influences in equation (1),

Iz =
∑

i

Ci(
∂ lnCi

∂ ln rz
). (3)

In Figure 4, we normalize these raw influences and look at variables’
influence shares

Sz = Iz/
∑

z′

Iz′ , (4)

showing how these influence shares changed over the period 1980-2017 for
different variables, and how the influence shares of variables compare with
actual cost reductions they contributed based on cost change equations (see
next section).

8.4 Cost change equations

Having defined a cost model, we now consider how much each variable reduced
PV system costs in the past. Using a recently developed method [10], we
decompose the total cost change into contributions from each variable. The
total cost C of a technology is given as a sum of cost components Ci, which
are functions of a vector r⃗t = (rt1, r

t
2, . . .) of explanatory variables at time t:

C(r⃗t) =
∑

i Ci(r⃗
t). Often, as in our PV cost model, the cost components are

products of functions of the explanatory variables, Ci(r⃗
t) = Ci0

∏
j gij(r

t
j). For

this class of cost equations it can be shown that the change in the total cost
between two times, t1 and t2, due to a change in variable rz is

∆Cz ≈
∑

i

C̃i ln
giz(r

2
z)

giz(r1z)
, (5)

where r1z and r2z are the values of rz at times t1 and t2, and C̃i is a representative
value of the cost component i over the time interval. It can be shown that
C̃i = (C2

i − C1
i )/(lnC

2
i − lnC1

i ) is a particularly good choice [10], where C1
i

and C2
i are the values of the cost components at the beginning and end of the

interval. With this choice total cost change equals the sum of the estimated
contributions from individual variables, ∆C =

∑
z ∆Cz. Supplementary Note

1 contains further discussion of this method, including example cost change
equations for PV systems.

More conceptually, cost change equations lead to a variable-based decom-
position rather than one based on categories of additive cost components. Note
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that the percent change in total cost C that occurs after a 1% change in cost
component Ci is just Ci’s cost share, θi = Ci/C:

∂ lnC

∂ lnCi
= θi. (6)

This fact agrees with the intuition that larger categories of cost components
present proportionally greater opportunity for cost reduction. On the other
hand, the variables (i.e., the technology features) that a given policy interven-
tion might act on do not always align in obvious ways with cost components.
Given this, consider the corresponding expression for the percent change in
cost from a 1% change in a variable rz:

∂ lnC

∂ ln rz
=
∑

i

θi
∂ lnCi

∂ ln rz
. (7)

Wherever there is a dependency of cost component Ci on variable rz the
partial derivatives ∂ lnCi/∂ ln rz are non-zero. Such dependencies are repre-
sented as links in Fig. 2D. Equation (7) could also be expressed as dCz =∑

i Ci(∂ lnCi/∂ ln rz)d ln rz, showing that it is the infinitesimal counterpart
to the cost change equation, equation (5). While equation (7) captures these
dependencies in theoretical terms, equation (5) gives a practical way to account
for them using a technology cost model and data.

9 Data

We populate the cost equation with data from the years 1980, 2001, 2012, and
2017, supplemented by inflation-adjusted data from nearby years where neces-
sary. The year 1980 was chosen because this was when space applications of PV
were overtaken by terrestrial applications, which had lower quality and relia-
bility requirements [5, 27, 67]. The years 2001 and 2012 were selected to match
previous work on PV module costs [10], and 2017 was selected to cover recent
developments. While these years make cost change analyses possible for each
of the intervals 1980-2001, 2001-2012, and 2012-2017, our conclusions focus on
the full interval 1980-2017, and we discuss the recent time period 2017-2021
in Supplementary Note 9. Off-grid systems with batteries were prevalent in
the 1980s, but for consistency we focus on grid-connected residential systems,
which also existed [68]. Details on cost data are given in Supplementary Notes
2 and 3.

We focus on changes to a representative PV system characterizing the state
of PV technology in each period, drawing on reference PV system designs pre-
pared for DOE and NASA [69], Sandia National Laboratory [70], and NREL
[21, 23], as well as on installer surveys [48, 53]. These sources directly incorpo-
rate empirical data (see Supplementary Note 3 and Supplementary Table 4).
To help validate our model we cross-check its output with prices reported from
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alternate sources. We conduct sensitivity analyses in cases where differences
between reported prices and bottom-up estimates are large (Supplementary
Note 4). As often the case in historical technology studies, individual data
points have significant uncertainty. To understand how this impacts our results
we perform extensive sensitivity analyses (Supplementary Notes 5 and 7),
which our findings take into account. After making cost change estimates at
the fine levels of individual variables, cost components, and years, we devel-
oped our main findings based on aggregations across these inputs (as shown
below), taking care to draw conclusions that held despite the variations across
different data source. In this way we ensured that the conclusions drawn were
robust to data uncertainty.

Data availability. The data used to populate the cost and cost
change equations (1-5) along with references are provided with this
paper (Supplementary Tables 1-3 and 9). Source data are avail-
able from IRENA (https://www.irena.org/publications/) and NREL
(https://www.nrel.gov/research/publications.html, [23]) for free and from the
German Solar Association (https://www.solarwirtschaft.de/en/press/market-
data/) at cost.

Code availability. All steps in this analysis are described in Methods
equations (1-5). The code is available upon request.
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Extended Data Figure 1. Estimated contributions from module price
variables (Eq. 2) to cost reduction in residential PV systems in the
U.S. Results are shown for the 1980-2017 period and a 5kW system. Note
that contrary to Fig. 3, module price variable contributions sum up to less
than 100% (see legend box) because they represent the contributions of one
technology component to total system cost change. In all panels, percentages
give the fraction of the net cost change over the 1980-2017 period that was
caused by each variable. Cost change contributions in absolute terms (in 2017
$/Wac) are given in Supplementary Table 8.
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Extended Data Figure 2. Estimated contributions from high-level
mechanisms to PV system cost reduction. Percentages give the estimated
fraction of the net cost change over the 1980-2017 period (see Table 1) that
was caused by each high-level mechanism for the chosen assignment between
low- and high-level mechanisms (see Supplementary Table 10). Contributions
are negative when they act in the opposite direction to the net cost change
over a period. In all periods above, the net change cost was negative, therefore
positive contributions correspond to cost-reducing effects and negative contri-
butions to cost-raising effects. Note that assignments of low-level mechanisms
to high-level are based on a combination of quantitative modelling results and
qualitative accounts in the literature. Due to data limitations, the decomposi-
tion for some cost components (i.e., the decomposition of module mechanisms
in Extended Data Fig. 1) is more fine-grained than for others; applying the
same level of decomposition across all cost components may alter the results.
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