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Abstract

The pursuit of knowledge and understanding has been a driving force for
humanity since the beginning of time. This relentless quest for reason has
shaped the world as we know it, enabling us to unlock secrets of the cosmos,
develop innovative technologies, and address complex global challenges. How-
ever, despite our cognitive leaps, we still grapple with the limitations of our
rationality, biases, and emotions, especially in today’s increasingly complex and
information-saturated world. As AI systems become more entwined with our
daily lives and institutions, there is a growing need to design and deploy AI
systems that augment human reasoning, foster critical thinking, and promote
well-informed decision-making.

This thesis investigates the potential for AI-enhanced reasoning systems
and their impact on human decision-making. Specifically, it explores three
distinct aspects of critical thinking with AI systems: (1) the development of AI
logic-checking systems designed to help identify reasoning flaws, (2) examining
the susceptibility of individuals to deceptive AI-generated explanations, and (3)
assessing the potential of a novel AI-framed questioning interaction method to
provoke critical thinking through a series of human subjects experiments.

These investigations aim to shed light on the implications of AI systems
on human reasoning and provide insights into designing AI interventions that
meaningfully enhance our cognitive abilities. The findings demonstrate the
potential for intelligently designed AI systems to support human reasoning,
while also highlighting the potential risks associated with overreliance on these
tools. By addressing these challenges, this thesis contributes to the ongoing
conversation around the development of AI systems that advance our reasoning,
and steps towards cultivating a discerning and rational citizenry capable of
navigating the complexities of the modern world.
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1 A B O U T T H I S W O R K

"Man is a rational animal who always loses his temper when he is
called upon to act in accordance with the dictates of reason." - Oscar
Wilde

Since the dawn of time, humans have been driven by the pursuit of knowl-
edge and understanding. Our boundless curiosity and relentless quest for
reason have led us to explore the depths of the oceans, unravel the mysteries
of the cosmos, and unlock the secrets of our own DNA. Throughout history,
we have found ways to cultivate our ability to reason, to think critically, and to
solve problems. This power of reasoning has been the cornerstone of human
progress, allowing us to develop innovative tools, technologies, and systems
that have shaped the world as we know it.

Yet, our capacity for rational thought is not without its limitations. As Oscar
Wilde so aptly observed, we often struggle to act in accordance with reason,
succumbing to the whims of our emotions, biases, and cognitive blind spots.
These limitations are amplified in today’s fast-paced, information-saturated
world, where we are frequently bombarded with complex and often contradic-
tory information, making it increasingly difficult to separate fact from fiction
and to make well-informed decisions.

This is evident in the myriad of pressing global challenges we face today,
ranging from climate change and resource scarcity to political polarization and
the spread of misinformation. Addressing these complex issues requires not
only the development of innovative solutions but also the cultivation of a more
discerning and rational citizenry, capable of engaging in nuanced information
processing and making informed decisions for the betterment of humanity.

At the same time, AI systems are becoming increasingly proficient at human
tasks, and as these tools get more and more integrated into our institutions and
daily practises, we might risk offloading essential critical thinking to machines.
Journalists and students are, for instance, already leveraging AI systems to do
their critical writing for them. As these AI systems are not engineered to make
people think more deeply, but rather to complete tasks quickly and efficiently,
the content of critical writing pieces might end up conforming to the narratives
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embedded within AI models instead of conforming to the reasoning of their
authors; not letting the authors form their own thoughts.

In light of these challenges, the quest for augmenting human reasoning has
never been more relevant. The aim of this thesis is not to provide a compre-
hensive solution to these problems, but rather to characterize the problem and
propose a new type of AI systems designed to enhance our ability to reason,
think critically, and make better decisions. By exploring the potential danger of
these systems and highlighting the need for designing novel interventions or
reimagining existing ones, this thesis seeks to pave the way for more effective
AI-driven support in fostering critical thinking and well-informed decision-
making. In particular, this work investigates three aspects of critical thinking
with AI systems: (1) development of AI systems that help us identify flaws in
reasoning using theory of logic, (2) investigation of the effects of AI systems
that deliberately deceive us, and (3) exploration of the impact of a novel AI-
framed questioning interaction method to prompt critical thinking. The thesis
is structured as follows:

In Chapter 2, I introduce the concept of AI-enhanced reasoning, a framework
that applies AI systems to augment and improve human cognitive abilities in
reasoning and critical thinking. I differentiate AI-enhanced reasoning from
related concepts such as AI-assisted decision-making and fact-checking and
discuss the essential factors of AI-enhanced reasoning, including informational
structures, cognitive factors, and AI interaction methods.

In Chapter 3, I discuss the development of “Wearable Reasoner”, an AI
logic-checking system that provides users with feedback on one type of logical
fallacies. The study found that users assisted by the system were significantly
more likely to agree with non-fallacious arguments and considered them more
reasonable when the AI feedback contained explanations for its classifications.
However, users also tended to rely on the device as a substitute for quick
heuristics, highlighting the potential for depending on the system to think for
them — even when they might disagree.

In Chapter 4, I discuss the impact of deceptive AI-generated explanations on
people’s discernment of true and false information, particularly in the context of
news headlines and trivia items. The findings reveal the susceptibility of people
to deceptive AI systems and highlight the importance of developing strategies
or alternative interaction methods that allow people think more critically about
deceptive recommendations.

In Chapter 5, I present a novel AI-framed Questioning method inspired by
Socratic questioning that uses intelligently formed questions to provoke human
reasoning and improve the discernment of logical validity in socially divisive
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statements. Results show that AI-framed Questioning significantly increases
discernment accuracy of flawed statements over causal AI-explanations and
control conditions. This highlights the potential of AI systems as stimulators
of critical thinking rather than information tellers, encouraging and assisting
users to actively engage in reasoning about potentially misleading information.

Finally, in Chapter 6, I discuss the limitations, challenges, and potential
directions for future research on AI-Enhanced Reasoning systems. This includes
investigating learning effects, understanding the influence of social factors,
studying the systems in real-world contexts, and exploring a wider range of
information evaluation capabilities and interaction methods. Furthermore, I
explore the idea of more deeply integrating AI systems with human cognition,
potentially utilizing brain-sensing technologies and focusing on fostering a
symbiotic relationship between humans and AI.

During my time at the 2-year MIT Media Lab graduate program, I also got
to explore additional systems for augmenting human cognition beyond what
is presented in this paper. Specifically, I focused on deepfake technology and
large language models to create AI-generated characters that support learning
and well-being [86]. This includes a system that lets you talk to different
versions of yourself [87], virtual instructors based on liked or admired people
[88], and “living memories” which allows you to talk with people from the past
[85]. Moreover, I also focused on how to elicit “experiential integration” where
humans can seamlessly and phenomenologically integrate with technology
[19, 16, 78] without feelings of disruption [101]. Although these projects might
differ from what is presented specifically in this thesis, they share the common
thread of seeking to understand and enhance human cognition through the
thoughtful integration of AI systems.

10



2 A I E N H A N C E D R E A S O N I N G : A
C O N C E P T U A L F R A M E W O R K

“Tools have not only extended our physical abilities but also our mental
ones, allowing us to think in ways that would have been impossible without
them” - Nicholas Carr

2.1 definition and importance of ai-enhanced
reasoning

We live in a world accelerated by information, overloading us with tremendous
volumes of data, exceeding our biological brain’s processing capability. As we
are increasingly exposed to massive amounts of information that can potentially
be deceptive, misleading, or strictly false, we are struggling to determine what
to believe and what not to believe [60].

The proliferation of misinformation and disinformation, both human and AI
generated, has been exacerbated by the rise of social media platforms and the
ease with which information can be shared and spread [113]. Misinformation,
referring to false or misleading information without an intent to deceive, and
disinformation, referring to false information deliberately spread to deceive
or manipulate, both contribute to the erosion of trust in institutions and the
polarization of society [59]. For instance, during the COVID-19 pandemic, a
surge of misinformation led to strong confusion and mistrust in governments
globally, undermining public health efforts and putting the population at risk
[91, 115].

In this context, there is a pressing need for tools and strategies to help indi-
viduals navigate the torrent of information and develop critical thinking skills
that can empower them to discern fact from fiction. To address this issue, recent
advancements in artificial intelligence could be designed to actively engage
users in reflective thinking and promote a deeper understanding of underlying
concepts or deficiencies of information by helping individuals develop the
necessary cognitive skills to question misleading or vague information and
make more informed decisions.
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Figure 1: Example applications of AI-Enhanced Reasoning systems

2.1.1 Definition

AI-enhanced reasoning refers to the application of artificial intelligence (AI)
systems to support, facilitate and improve human reasoning capabilities by pro-
viding insights, identifying patterns, uncovering biases, and offering guidance
that is intuitive to the user and which enables them to make better-informed
decisions that they feel that they arrived at through their own thinking processes
(see Figure 2).

AI-enhanced reasoning systems differ from other AI information-processing
systems in that they focus not only on providing accurate information or
optimize decision outcomes but also on actively engaging users in reflective
thinking. In order to be considered an AI-enhanced reasoning system, the
following conditions should be met:

1. The AI system should interact with users in a manner that fosters critical
thinking and reflection when appropriate.

2. The system should provide guidance and support in the evaluation of
information, identification of logical fallacies, and detection of biases.

3. The AI system should be adaptive and responsive to the user’s needs, offer-
ing personalized feedback and suggestions based on the user’s cognitive
abilities and reasoning styles.

2.2 related concepts and differentiation
AI-enhanced reasoning is a distinct concept with unique characteristics and con-
tributions. However, it shares some similarities with other AI-driven approaches,
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Figure 2: AI-Enhanced Reasoning systems aim to support and facilitate critical reflec-
tion when appropriate

such as AI-assisted decision-making and AI-based fact-checking. In this section,
we differentiate these related concepts, highlighting their key differences and
similarities.

2.2.1 AI-Enhanced Reasoning vs. AI-Assisted Decision-Making

AI-assisted decision-making involves using AI systems to analyze data, predict
outcomes, and provide recommendations to help users make informed choices.
These systems typically focus on optimizing decisions based on specific criteria
or objectives, such as minimizing costs or maximizing performance [22]. In con-
trast, AI-enhanced reasoning is concerned with the broader cognitive processes
involved in evaluating arguments, understanding complex relationships, and
making well-founded decisions.

While both approaches aim to support human decision-making, AI-enhanced
reasoning places a greater emphasis on fostering critical thinking and including
the user in the reflective processes underlying a decision, rather than merely
providing optimized solutions or recommendations. Moreover, AI-enhanced
reasoning systems are designed to engage users in a more interactive and
collaborative manner, encouraging them to actively participate in the reasoning
process and develop their own cognitive skills instead of relying on a system to
tell them what decision to make.
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2.2.2 AI-Enhanced Reasoning vs. Fact-checking

One of the main strategies currently used to mitigate problems of misinforma-
tion is “fact-checking”. Fact-checking aims to verify the accuracy of discrete
pieces of information, such as claims, statements, or data points. Fact-checking
systems often rely on the comparison of claims against established sources of
information or expert knowledge to determine their truthfulness. In recent
years, AI-based fact-checking tools have been developed to automate this pro-
cess and help users identify false or misleading information more efficiently
[42]. However, AI-based fact-checking varies from AI-Enhanced reasoning in
two key aspects: (1) goals and (2) cognitive effects.

Goals of Fact-checking

While fact-checking primarily aims to verify the accuracy of discrete pieces of
information or specific claims, informational structures does not only consist of
discrete claims but also logical connections between claims which are used to
support or refute each other. By only focusing on verifying the truth of a partic-
ular piece of information, fact-checking systems omit essential informational
structures causing it in many cases to fail at providing accurate evaluations, for
instance, in arguments where true evidence is used to support a false claim.
For instance, a malicious politician might use a true fact to support an untrue
conclusion as was the case in 2015 when US Senator James Inhofe, a known
climate change skeptic, brought a snowball to the Senate floor to argue against
the reality of global warming. Here, he used the existence of the snowball as
evidence, claiming that since it was cold enough to snow in Washington, D.C.,
global warming must not be real. In the example, the argument was logically
invalid but still ended up persuading people due to its deployment of what is
known as logical fallacies.

Cognitive Limitations of Fact-checking

While the aim of fact-checking is to correct potential false beliefs about informa-
tion, merely telling people that they hold inaccurate beliefs, as is often the case
with fact-checking, may not be sufficient to induce belief revision. For instance,
research has shown that simply providing people with corrected misinformation
does not always lead to changes in false beliefs, and in some cases, can even
backfire and reinforce misconceptions [60, 82]. For instance, individuals may be
more likely to accept information that confirms their pre-existing beliefs (also
know as the “confirmation bias”) or give undue weight to information that
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Figure 3: Factors of AI-Enhanced Reasoning

is easily accessible or memorable (also known as the “availability heuristic”)
[81, 47]. This makes people less likely to accept corrections in their beliefs about
misinformation, and emphasizes the need to also consider other factors such
as critical reflection when trying to make people better discerning [23]. For
instance, studies have shown that engaging individuals in tasks that require
them to evaluate evidence, identify logical fallacies, and discern inconsistencies
within arguments can lead to improved understanding and belief change [52],
and that an increased ability to reflect on one’s own thought processes, can help
individuals become more conscious about biases and errors in their reasoning,
making them overall more critical thinkers and more receptive to justified belief
revisions [52].

2.3 essential factors in ai-enhanced reason-
ing

The goal of AI-Enhanced Reasoning to support and guide critical thinking and
reflection requires careful consideration of numerous factors such as (1) the
information type and structures like logic and truth veracity that the AI system
informs the user about, (2) cognitive factors of the user such as prior knowledge,
prior beliefs, cognitive resources and critical thinking skills that might impact
influence of the AI system, (3) the design goals of the AI system that identify
misleading informational structures or the cognitive factors of its user, and (4)
the interaction methods that are most likely to cause critical thinking in the
target user (see 3).
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2.3.1 Informational Structures

In the realm of language and communication, different types of speech acts serve
various purposes and convey diverse types of information. For instance, while
assertives like “The Earth revolves around the Sun” expresses something true or
false about the world, directives such as “Please pass the salt” aim to influence
the listener’s actions. Commissives, like the statement “I promise to help you
tomorrow,” commit the speaker to a future course of action. Expressives, on the
other hand, reveal the speaker’s emotions or attitudes, as in "I’m sorry for your
loss." Lastly, declarations, like “I now pronounce you husband and wife,” bring
about changes in the world simply through the act of speaking [97].

The understanding of different types of speech acts within a piece of in-
formation can contribute to improving reasoning by enabling individuals to
recognize the intent of the information and respond accordingly. For instance,
if the claim "Vaccines are harmful" is interpreted as assertive, intending to
present a factual argument against vaccines, one would respond by critically
evaluating the factual and logical accuracy of the claim in order to verify its
truth. However, if interpreted as an expressive, the statement could be seen
as conveying the speaker’s fear or concern about vaccines. In this scenario,
the appropriate response might focus on addressing the speaker’s emotions
and providing reassurance rather than debating the factual accuracy of the
statement. Recognizing the distinction between assertive and expressive speech
acts can lead to more effective communication and understanding.

Assertives, Logic and Facts

Proper understanding and evaluation of especially assertive statements are es-
sential because incorrect or misleading beliefs can lead to negative consequences
and poor decision-making. For instance, if an individual believes the incorrect
claim that vaccines are harmful, they might decide not to vaccinate themselves
or their children, leading to increased risks of preventable diseases. In this
context, developing the ability to accurately identify and evaluate assertive
statements is important for making informed decisions and avoiding potential
pitfalls. Here, the concepts of logic and truth become crucial, as they are the
factors that can be evaluated to ensure the accuracy and reliability of assertive
statements.

Facts are objective pieces of information that are true and verifiable, inde-
pendent of personal opinions or emotions. For instance, the statement "Water
boils at 100 degrees Celsius at sea level" is a fact, as it can be scientifically tested
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and verified as true or false. Facts are crucial for establishing a foundation for
rational and critical thinking, as they provide a basis for evaluating the accuracy
of claims and forming well-informed opinions.

Logic, on the other hand, refers to the principles and reasoning processes
that guide the evaluation and formation of beliefs, arguments, and conclusions.
In essence, logic deals with the relationships between statements and the validity
of inferences drawn from them regardless of their truth. Logical validity is the
quality of an argument whereby if its premises are true, then its conclusion
must also be true. For instance, consider the following logical argument:

1. Deforestation contributes to climate change by releasing stored carbon
dioxide into the atmosphere.

2. The Amazon rainforest is being deforested at an alarming rate.

3. Therefore, deforestation of the Amazon rainforest contributes to climate
change.

This argument is logically valid because if the premises (1 and 2) are true
(true facts), then the conclusion (3) must also be true by the rules of logical
validity. An argument can be logically valid even if its premises are false, and
if they are false, the conclusion is necessarily false too. If we are unsure if
any premise is true, we can use principles of logic to come up with premises
that if true would support the premise we are unsure about. For instance, the
conclusion (3) might be ambiguous if presented by itself but by introducing (1)
and (2) it becomes apparent.

Facts vs. Logic

The difference between facts and logic lies in their roles within the process of
critical thinking and argumentation. Facts represent objective and verifiable
pieces of information, serving as the foundations of arguments and drawing
conclusions. Logic, on the other hand, is the set of principles and rules govern-
ing the reasoning process, dictating how facts and claims can be combined and
analyzed to form valid arguments and derive meaningful conclusions.

Logical Fallacies

To think critically, it is important for individuals to be aware of logical structures
and principles. A solid understanding of logic helps in evaluating the strength
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and validity of arguments and in avoiding logical fallacies, which are errors in
reasoning that undermine the logic of an argument.

Logical fallacies are often rooted in cognitive biases, heuristics and the desire
for social conformity[74]. For instance, in order to save cognitive resources,
individuals may rely on heuristics to evaluate arguments, potentially leading to
the acceptance of faulty reasoning; or adopt fallacious beliefs to conform to the
expectations of their social group [38].

One common example of a logical fallacy is the “empty claim” or “argument
without substance fallacy, where a single claim is made, often on a complicated
topic, without providing any substantial evidence or reasoning to support it.
This fallacy is often employed with the statement being repeated over and
over again in the hope that the repetition will make the claim appear more
convincing. Notable illustrations of this fallacy can be found in the political
sphere, where politicians often repeats empty claims such as “Yes we can”,
"Make America great again", or “Build Back Better” which all promises some
action but does not provide specific policy proposals or detailed plans to support
their assertions.

Another prevalent logical fallacy is the hasty generalization fallacy, which in-
volves drawing a broad conclusion based on a small or unrepresentative sample.
This fallacy is often driven by the availability heuristic, where individuals rely
on easily accessible information to make judgments, even if this information is
not representative of the whole population [109]. For example, someone might
argue that all politicians are corrupt based on a few high-profile corruption
cases, without considering general trends such as the vast number of politicians
who have not engaged in any corrupt activities.

Systems that evaluate informational structures

Systems have focused on assisting people in the moment to critically evaluate
information. For instance, researchers have developed AI-based fact-checking
systems that can automatically flag social media posts as misinformation when
people come across it [108, 84]. Logic checking systems have also been de-
veloped to evaluate the logical validity of statements by identifying the use
of fallacies such as personal attacks [61, 36] and convincing vocabulary and
references [35]. However, the fact-checking approaches have been found inef-
fective in increasing critical thinking [31], and logic checking approaches have
mostly been used to grade essays and mine social media opinions rather than
improving people’s reasoning capabilities [70].
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2.3.2 Cognitive Factors

Researchers have shown that we frequently use “cognitive shortcuts” such as
intuitions (or heuristics) to filter through information and that this can make
us vulnerable to deceptive or misleading information [47, 99, 32, 57, 92, 110].
According to existing cognitive models, human reasoning is modulated by
the interaction between reflective and intuitive thinking [39, 64, 65]. Intuitive
thinking often operates as the default mode because it is quick and automatic
without demanding explicit conscious awareness and effort. It allows us to
average expectations across our experiences and deal with familiar challenges
fast but can be prone to errors like logical fallacies that can make us vulnerable
and impact our beliefs and decisions [47, 9]. In contrast, reflective thinking is
intentional, effortful, and controllable where people consciously make sense of,
adapt or justify what they know based on existing and new information [65].

In the context of misinformation, studies find that individuals often struggle
to assess the accuracy of information because they simply fail to think reflec-
tively about whether or not the content is accurate [92, 93, 91]. This is not
because they lack the ability to do so, but rather because of the cognitive short-
cuts that they employ do not elicit reflection [29, 65, 64, 48]. Critical thinking,
then, is a persons ability to override one’s intuitions and engage in reflection
when they might otherwise have been mislead[54, 65]. However, despite the
importance of reflection, it is a skill not everyone masters nor have the cognitive
resources and time to learn and apply [47, 99, 32, 57, 92, 110].

2.3.3 AI Interaction Methods

An essential aspect of designing AI systems that foster critical thinking lies not
only in the content feedback provided by an AI-enhanced reasoning system but
also in the choice of interaction methods that engage users in reflection, and
makes them care and deeply understand the content they are presented with.
This holds true even when the information is generated by sophisticated AI
systems, which, despite their advanced capabilities, can sometimes produce
outcomes that warrant scrutiny [6]. The challenge of relying to strongly on AI
systems and the potential risks associated with not scrutinizing their outcomes
underscore the importance of designing AI interaction methods that foster
critical thinking.
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Explainable AI

With recent advances in machine learning, there are ample opportunities for
augmenting human decision making with smart machines, but it can be chal-
lenging for the user to understand how these algorithms make decisions and
arrive at their results, making it difficult to ensure trust and control [1]. These
algorithms can be highly complicated and are often presented as a “black
box”. Furthermore, these algorithms can be glitchy or even innately biased
[95, 8]. Prior research has reported a series of biased examples of AI use in
smart homes [114, 73], decision making support for disease diagnosis [44], and
autonomous vehicles [104]. Recent research has been looking into what makes
a good (enough) explanation, arguing that explanations should be designed
and delivered within context, explicitly conforming to the goal of a given ap-
plication as well as to the principles of human psychology [14]. In particular,
explanations based on causal reasoning (e.g. “this is classified as ... because ...”)
have been found to be well accepted by, and satisfying to human participants
because the cause-and-effect links highlight “information likely to subserve
future prediction and intervention” [69, 43]. Similar results have also been
found in recent psychological research on explanation-seeking [67].

Cognitive Forcing Functions

In the domain of user-centered AI explainability, Mueller et. al. [79] proposed
that deliberate "self-explanations” from psychology research, whether self-
motivated or prompted by an instructor or system dialogue, can help users
to overcome the illusion of explanatory depth and correct their incomplete or
incorrect understanding of information. According to Mueller et al., a self-
explanation is when the user tasked with explaining why an AI system arrived
at a particular classification themselves. Moreover, these self explanations were
found to further drive the intrinsic desire to understand and actively engage
with the system.

To address the problem of over-reliance, researchers have developed ex-
plainability methods that cognitively engage the user to think about the AI
classification [68, 7]. For instance, Buçinca et al. [7] developed and compared
three cognitive forcing functions where the user had limited access to the the
AI recommendation and hence would have to rely on their own inferences from
information to make a decision. They found that such cognitive forcing func-
tions compelled more thoughtful consideration of AI generated explanations
and significantly reduced over-reliance on the AI system in making healthy de-
cisions about food choice. However, the users also experienced these functions
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as being more cognitively demanding - hindering their desire to use AI systems
with such cognitive forcing functions in real-life scenarios.

These explanations exemplify various levels of user engagement required to
engage critically with the classification of an AI system. On one side, if an AI
system provides them with the answer together with a convincing explanation,
people might not cognitively engage with the answer and simply just rely on
it even when it is wrong. On the other side, if an AI system only provides
them with very little information and require people to arrive at an answer or
explanation by themselves, people might be not want put in the effort to engage
with the system at all.

Hence, if not properly designed and well suited in the context of interaction,
AI-generated explanations can be ignored, resisted, or over-relied upon by users.
People can develop over-simplified heuristics regarding the AI’s competence
instead of making efforts to analytically consider each explanation and evaluate
its validity and whether it supports the AI’s suggestion [3].

Socratic Questioning

A popular method to help people engage in critical thinking is the Socratic
questioning method where instead of one person holding all the knowledge
and truth and everyone else listening, the person with the knowledge puts
themselves in an ignorant role and collaboratively arrive at the appropriate
knowledge through dialogue and framed questioning [89, 90]. In this case the
knowledge is arrived at through the people’s agency and capacity to identify
contradictions, correct incomplete or inaccurate ideas and eventually discover
the fullest possible knowledge themselves, rather than passively relying on
another person with knowledge to tell them what is true and what is not true.

We believe an AI system that guides the user with intelligently formed
questions, could engage the user in critical thinking without imposing too strong
requirements of cognitive resources. In Chapter 5, we seek to evaluate such an
approach by investigating the effects of “AI-framed Questioning” inspired by
Socratic questioning on human information discernment.

21



3 E X P E R I M E N T 1 : A I
LO G I C - C H E C K I N G S Y S T E M S

“The only way to rectify our reasonings is to make them as tangible as
those of the mathematicians, so that we can find our error at a glance, and
when there are disputes among persons, we can simply say: Let us calculate,
without further ado, to see who is right.” - Gottfried Wilhelm Leibniz

In order to explore how different types of real-time AI-based feedback might
enhance the user’s reasoning in argument based judgment and decision making
tasks, we present a prototype device; “Wearable Reasoner”, a wearable system
capable of identifying whether an argument contains an “empty claim” fallacy.
We conducted a closed environment experimental study where we compared
two types of interventions on user judgement and decision making: Explainable
AI versus Non-Explainable AI through a device capable of telling the user if an
argument is stated with evidence or without1.

Using a verbal statement evaluation task, we presented the user with various
arguments on socially divisive issues and asked them to evaluate them along
three dimensions: 1) level of agreement, indicating their opinion leanings,
2) level of reasonableness, indicating the perceived argumentation quality, 3)
level of willingness to donate for an organization that backs the given claim,
indicating the decision making tendency.

Specifically, the following research questions are explored:

• RQ1. How will feedback from an AI system on argumentative structures,
in this case the presence of evidence, affect user judgment and decision
making?

• RQ2. How will the ability of the AI system to explain its thinking have
an effect on user judgment and decision making?

• RQ3. How will users evaluate their experience with the Wearable
Reasoner?

1 This chapter is adapted from our peer-reviewed publication in ACM Augmented Humans 2020

[17].
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Figure 4: AI logic-checking systems can help people identify misleading information
and correct their judgments.

Our contributions are: 1) development and implementation of a prototype
software architecture for a wearable, audio-based system capable of examining
logical structures of an argument and offering real-time evaluative and analytic
feedback to the wearer, 2) demonstration of an algorithm capable of delivering
relevant feedback on argumentative structures (whether reasons are present or
not) through an Explainable- or Non-Explainable AI interaction method, and 3)
exploration of the novel area of enhanced reasoning systems through a closed
environment controlled user study.

3.1 argument mining and real-time logic check-
ing

The emerging field of argumentation mining presents interesting possibilities
for the domain of AI-Enhanced reasoning. As a rising subject in computa-
tional linguistics and AI, Argumentation Mining focuses on extracting logical
structures from natural and often unstructured assertive text [70, 20]. In many
ways, argumentation mining is often thought of as an expansion of another
computational linguistics domain, ‘opinion mining’, but instead of focusing on
“what” people think, it focuses on “why” [70].

To do this, most argumentation mining approaches rely on a claim-premise
model of logical structures, where the units of an argument consist of a proposi-
tion (claim) and evidence to support it (premises) with some models also relying
on additional information such as major position on a topic and background
knowledge [63, 51, 107].

For the claim-premise model, a claim is certified as true by examining the
truth of the reasons said to entail it. Conversely, if no reasons are given to
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a certain claim, then it can be hard know if the claim is true or false. This
is also known as an “argument without substance” or “empty claim” — a
type of logical fallacy that is often used mislead or deceive people, most
recently in the political domain. Argumentation mining allows us to identify
argumentative structures like these and determine if they contain logical fallacies
like “arguments without substance”.

The task of extracting these inherent structures consist of several sub-tasks
with the core sub-tasks generally being argument detection, component identifica-
tion, and relations identification[70]. Argument detection is an important first step
as it is primarily concerned with separating argumentative text units from non-
argumentative ones such as requests, warnings, promises, apologies, greetings,
etc [66, 107, 94]. Following this step, a larger amount of research has focused
on identifying the components that make up the structure of the argument and
tagging them as claim, premise or major claim [53, 77, 10, 37, 63].

The downside of component identification, however, is that it gives us no
clue as to what the relationship between the identified components are [70].
Relations identification on the other hand attempts to do this by identifying
the supporting, attacking, or lack of relationship between specific units [51, 12,
80, 70], thereby helping to understand the precise reasoning (the ‘why’) behind
an argument. Relations identification can be used to identify “empty claim”
fallacies as they tell us if claims within some information have supporting or
attacking reasons. If they do not have supporting or attacking reasons, they do
not have any reasons at all and are thus “empty claims”.

A simplified overview over the different sub-tasks and resulting claim-
premise argument structure can be found in Figure 5. For a more in depth
discussion on the different sub-tasks see [70]. For an overview of the different
types and more complex argument structures see [103].

3.2 system design and implementation
To demonstrate our vision, we constructed 1) Wearable Reasoner, a proof-of-
concept device for real-time assisted reasoning on real-life identification of
“empty claim” fallacies, and 2) an experiment to test the effects of such a device
on people’s judgment and decision making.
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Figure 5: Simplified claim-premise model including sub-tasks for extracting argument
structures, adapted from [63]

3.2.1 Implementation

The Wearable Reasoner system consists of 1) a wearable audio augmented reality
device form factor, 2) a back-end algorithm for detection and classification of
arguments, 3) a smartphone capable of real-time speech recognition and text-
to-speech synthesis, 4) an explainable and non-explainable feedback mode for
classification results.

Hardware and Form Factor

Instead of overloading our visual perception with on-screen feedback, we
decided to use auditory feedback, which is “open” and does not require overt
orienting of our attention [111]. Further, research shows that humans can
perceive multiple audio streams at the same time [11, 76]. This highlights the
opportunity of using wearable auditory interfaces for minimally disruptive
enhancement.

For our implementation we used the commercially available Bose Frames2.
We chose a glasses form factor because of its social acceptability, comfort for

2 https://www.bose.co.uk/en_gb/products/frames.html
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continuous wear, and easy activation in needed scenarios. The open ear speakers
of the Bose audio augmented reality glasses enable private audio feedback that
doesn’t block the ear canal, thus allowing for awareness of the surrounding
audio. The device also has a built-in microphone for utterance input, as well as
an accelerometer and gyro sensors. The device can be connected via Bluetooth
to a smartphone, allowing us to pick up utterances addressed directly to the
user, and process them in real-time through a mobile application.

Reasoning Algorithm

When constructing the reasoning algorithm, we chose to rely on an ‘evidence
type classification’ algorithm for identifying whether a given argument contains
evidence for the claim or not. To develop this algorithm we used the “IBM
Debater - Claims and Evidence” dataset [96], which contains both labeled
claims and labeled evidence for 58 different socially divisive topics, such as
‘immigration’, ‘poverty’, ‘secular societies’, etc. The claims and evidence have
been labelled thematically in advance by the authors to make up a total of 4,692

arguments with evidence types being ‘study’, ‘expert’ and ‘anecdotal’ evidence.
The different types of evidence are defined in the following way:

• Study evidence: Results of a quantitative analysis of data, given as num-
bers, or as conclusions.

• Expert evidence: One or more testimonies by a person, group, committee,
or organization with some known expertise or authority on the topic.

• Anecdotal evidence: A description of one or more episodes of a particular
individual person or incident.

Since our task is a sentence-label classification problem, we used supervised
machine learning methods within statistical classification. For our experiments,
we deployed and compared the average accuracy of 5 different supervised
learning methods (Decision Tree, Support Vector Machine (SVM), Random
Forest, and Stochastic Gradient) over 15 random train/test splits of our dataset.
As input, or features, to each model, we used linguistic general-purpose pre-
trained models for named entity recognition (locations, organizations, persons,
etc.) as well as specific evidence-type related linguistic markers. To account for
the possibility of one sentence possessing multiple evidence types we trained
3 models (one for each evidence type) that together constitutes an ensemble
model for binary with/without evidence classification, resulting in the random
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Figure 6: System Architecture of Wearable Reasoner
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Figure 7: Confusion Matrix of the Ensemble Model for the Evidence Type Classification
Model

15 trains average score
Model SE EE AE Total Acc.
Decision Tree 90.3% 83.5% 91.9% 88.5%
SVM 89.0% 81.2% 91.4% 87.2%
Random forest 92.2% 86.3% 93.9% 90.8%
Stochastic Gradient 90.2% 82.2% 91.6% 88.0%

Table 1: The aggregate and individual accuracy of each constituent evidence-type
classifier: study-evidence (SE), expert-evidence (EE), and anecdotal evidence
(AE) of our ensemble model for binary with/without evidence classification

forest classifier having a slightly higher average accuracy than the rest of the
methods (92.2%), see table 1 for details.

Thus, for the application of our study, we chose to deploy a random forest
classifier for binary with/without evidence classification. Deploying the model
with 10 trees in the forest, we reached an accuracy of 92.4% for study evidence,
86.6% for expert evidence, 92.3% for anecdotal evidence, for a combined 90.5%
average accuracy, and for the binary ‘with/without evidence’-classification we
reached an accuracy of 90.4%.
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Explainable and Non-Explainable AI feedback

To explore the effects of different types of real-time AI-based feedback on
user reasoning, we implemented an Explainable AI, and a Non-Explainable AI
feedback mode. For the Non-explainable AI, we programmed the device to
only state classification results from our reasoning algorithm (whether a claim
was ‘supported’ or ‘unsupported’ by evidence) without giving any explanation
why. For the explainable AI, we developed a feedback template that presents
classifications with explanations on the argument structures highlighting the
argument quality and its implications. We did this by building on the well
accepted principles of explanations outlined in Chapter 2.3.3. See examples in
table 8

3.2.2 System Flow

The prototype follows 5 steps: 1) When in need of assisted reasoning capabilities,
the user initiates the device and 2) it continuously listens for utterances, 3)
classifies them as supported or unsupported, 4) and provides voice feedback
(Explainable or Non-Explainable) to the user. 5) If the service of the device is
no longer needed, the user can turn the device off.

The current prototype is specifically designed for our experiment in a con-
trolled environment with minimally disruptive variables.

Step 1: Initiate interaction

To initiate the Wearable Reasoner system the user double-taps on the side of
the glasses. This is done through the integrated tap recognition of the glasses.

Step 2: Utterance extraction

When initiated, the device continuously listens until an utterance is made. To do
this, the device uses the iOS Speech framework to start recognizing utterances
from audio above a -20 dBFS threshold through the microphone in the glasses.
To notify the user that its listening, it plays a short notification sound. When
sound volume then again drops below the same threshold for more than 2

seconds, the device assumes that the utterance is over and says ‘processing
statement’. Speech recognition then stops, and the speech gets converted into
text.
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Source Statement Non-explainable AI Explainable AI

Logically Valid 
“Supported by 

Reasons”

"A majority of Americans 
support a ban on flag-burning. 

A poll conducted by CNN in 
June 2006 found that 56% of 
Americans supported a flag 
desecration amendment.”

Supported

The claim was “A majority of 
Americans support a ban on flag-
burning” because of the study-

based reason: A poll conducted by 
CNN in June 2006 found that 56% of 

Americans supported a flag 
desecration amendment.

Logically Invalid  
“Empty claim”

“Social and political issues 
surround the issue of 

immigration. Failing to stop the 
illegal immigration waves at an 

early stage will only lead to 
much larger waves of illegal 
immigration in the future.”

Unsupported

Social and political issues surround 
the issue of immigration.' and `Failing 
to stop the illegal immigration waves 

at an early stage will only lead to much 
larger waves of illegal immigration in 
the future. but there were given no 

reasons to support them, and so the 
claims could be either true or false

Figure 8: Intervention Types

Step 3 : Reasoning Evaluation

As the next step, the device classifies on a sentence-level the contents of the
utterance. In order for the device to do this, the text is first sent using an HTTP
POST request to a cloud API for restoring missing inter-word punctuation[105].
Based on this, the argument is split into sub-sentences, which are then sent
using another HTTP POST request to a server running our ‘Reasoning Algo-
rithm’ Finally, the classification result is received as part of the POST request’s
response.

Step 4 : Feedback Delivery

The results of our reasoning evaluation is then converted locally into voice
feedback for each mode. We used the iOS AVFoundation framework to synthe-
size audio feedback delivering the classification results to the wearable device
through a Bluetooth connection.

Step 5: Deactivate interaction

When the user no longer needs the services of the device, they can choose
to turn it off by double-tapping on the glasses. This makes the device stop
listening.
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Figure 9: Experimental Setup

3.3 study design
To evaluate the effects and user experience of the Wearable Reasoner, an empiri-
cal experiment with both qualitative and quantitative measures was conducted.
Using a verbal statement evaluation task, participants were presented with a
series of arguments through an audio speaker close-by (see Figure 9) while
wearing the Wearable Reasoner prototype. Upon hearing each argument, they
were asked to make judgments and decisions regarding the given argument
along three dimensions: 1) level of agreement, indicating their opinion leanings,
2) level of reasonableness, indicating the perceived argumentation quality, 3)
level of willingness to donate for an organization that backs the given claim,
indicating their decision making tendency.

For each presented argument, the contained claim can be either supported
by evidence, or not supported. Both types of arguments were designed to be
equivalently balanced in word count, readability (Flesch-Kincaid Grade Level),
and amounts of pro and con arguments (see Figure 10).

Overall, the experiment had a 3×2 within-subject design: three types of
intervention conditions (‘Explainable AI mode’, ‘Non-Explainable AI mode’,
and ‘Off mode’ as the control baseline) and two types of arguments (supported
by evidence or not). Each participant was presented with all three intervention
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conditions and both types of arguments. The within-subject design was chosen
over the between-subjects design in order to minimize the random noise in
judgment and decision making brought by individual differences (gender, age,
experience, culture, political standing, etc.) considering that the wide range of
topics can be sensitive and critical. To minimize the learning and transfer across
conditions, a careful randomization in presenting conditions and stimuli was
designed as discussed in the following subsections.

3.3.1 Experiment Materials: Claims And Evidence

Since the purpose of our study was to explore the effects of different types
of AI-based feedback on rational judgment and decision making, we chose
to extract argument components from the same “IBM Debater - Claims and
Evidence” dataset as used for our ‘Reasoning algorithm’ but combined and
modified them to create new and slightly different arguments. In doing so, we
constructed an overall dataset consisting of 96 total arguments on 12 different
topics, consisting of 48 claims not supported with evidence, and 48 claims
supported with evidence. For the purpose of our study we chose the 12

socially divisive topics: 1) ‘Violent Video Games’, 2) ‘Affirmative Action’, 3)
‘Immigration’, 4) ‘Abortion’, 5) ‘Gun Control’, 6) ‘The Blockade of Gaza’, 7)
‘Circumcision’, 8) ‘Holocaust Denial’, 9) ‘Flag Burning’, 10) ‘Poverty-to-Crime
Causation’, 11) ‘Overpopulation’, and 12) ‘Religion’.

Due to the “IBM Debater - Claims and Evidence” dataset being rough
extractions of claims and supporting evidence from Wikipedia articles, many
of the sentence structures and denotations were unclear. Therefore, we went
through the original articles and slightly edited the arguments to make them
more natural and understandable.

To eliminate distinctive variables between the two argument types in our
experiment (with and without evidence), we categorized each argument as
either for (pro) or against (con) its topic, and made sure that the 8 arguments
for each topic were 50% ‘pro’ and 50% ‘con’.

Furthermore, in the original “IBM Debater - Claims and Evidence” dataset,
‘claims without evidence’ type sentences were originally just one sentence, while
‘claims with evidence’ were two sentences. To eliminate this variance between
the two types, for the claim without evidence arguments we combined two
similarly arguing claims, with the result of both ‘with’ and ‘without evidence’
type arguments consisting of two sentences each.
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Despite this, however, claim only arguments were consistently composed of
fewer words than arguments with evidence. In order to create a balanced dataset
and verify that the linguistic morphology (Word Count and Flesch-Kincaid
Grade Level) in both groups of arguments were similar, we then deployed a
univariated method to detect and remove statistical outliers from the dataset.
Thus, the final dataset version for our experiment was statistically comparable in
terms of the distributions of word count and grade level between each argument
type. The resulting distribution can be seen in Figure 10. When applying our
evidence type classification on the experiment dataset, the computer-based
evaluation (the evaluation of the machine learning classification without the
wearable hardware) of the model had an accuracy of 85.11%.

3.3.2 Participants

A total of 21 English proficient speakers were recruited through e-mail, consist-
ing of a diverse population representing different genders, cultural and ethnic
groups. In the final analysis, 3 participants were removed because of missing
data due to technical issues (i.e. misunderstanding procedure, accidentally
eliminating his/her own data, and incomplete participation). Of the remaining
18 participants, age ranged from 18 to 54 years old, 17 had higher education,
and 11 were female.

3.3.3 Environmental Setting

The experiment took place in a lab room free from external noise, with the
following setup (see Figure 9). Participants sat in front of a laptop, wearing the
Wearable Reasoner glasses. A speaker played pre-recorded arguments one by
one, while the Wearable Reasoner processed the arguments in real-time via its
mobile processing unit, and provided classification feedback to participants via
the audio channel. After hearing each argument, participants were prompted
to rate it in a survey on the laptop in terms of agreement, reasonableness, and
willingness to donate.

3.3.4 Procedure

In the experiment, participants went through 3 control baseline conditions,
interleaved by two intervention conditions with the presentation sequence ran-
domized as sequence 1 or sequence 2 (see Figure 11). Additionally, participants
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Figure 10: Distribution of ’Word Count’ and ’Grade Level’ for the Experiment Dataset

completed pre- and post-surveys regarding their general attitudes, personality
traits, user experience, and demographics.

For each condition, participants were presented with 8 arguments spread
across 4 topics randomly drawn from the total of 12 topics, including both
arguments for and against the topic. Additionally, half of the arguments were
supported by evidence and half were not. Each participant experienced a total
of 24 arguments for the entire experimental run. Upon hearing each argument,
participants were asked to rate on a Likert scale the following:

• The level of disagreement/agreement (“Please indicate your degree of
agreement or disagreement with the statement you were just presented”,
on a scale of 1 to 7, 1 - strongly disagree, 4 - neutral, 7 - strongly agree)

• Reasonableness (“Please indicate the strength of how reasonable the state-
ment is”, on a scale of 1 to 7, 1 - not reasonable at all, 4 - neutral, 7 - very
much reasonable)

• Decision making tendency (“If an organisation backed this statement,
would you consider making a donation to support them?” on a scale of 1

to 5, 1 - Would not consider, 3 - Neutral, 5 - Would definitely consider).

These questions were designed based on existing research on judgment and
decision making [102].

The reason for including control conditions of a similar set of 8 arguments
both before and after each intervention condition was to monitor and account
for any learning and transfer across conditions. In the later analysis, we show
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Figure 11: Experimental Sequences

that this has been effective as no statistical differences among the three control
conditions were found in participants’ judgments.

3.4 results & analysis
The Wearable Reasoner constitutes to our knowledge the first attempt of ap-
plying a just-in-time AI system on the fly to support human reasoning-based
judgment and decision making. In our empirical study, we explored whether
the Wearable Reasoner had an impact on people’s judgment and reasoning
regarding a wide range of verbal arguments addressing critical social topics.

The following analysis is composed of three parts. First, we present the
performance of the Wearable Reasoner on classifying audio-based statements
as supported or unsupported in real-time. Second, we statistically examine
the effects of the Wearable Reasoner on participants’ data. It is hypothesized
that the Explainable AI mode would induce the greatest differences in the
results. Third, we report user experience measures and comments regarding
the experience with the Wearable Reasoner.

The final dataset in the analysis contained a total of 18 participants’ responses
to 716 instances (432 total arguments with the same set of arguments repeated in
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the three control conditions) being presented to them, with 4 missing instances
removed due to technical errors in the online survey.

3.4.1 System Performance

The overall ‘Evidence Type Classification’ ensemble model of our proof-of-
concept device used in the user study achieved an accuracy of 63.5%, which
was lower than the computer-based performance of 85.11% due to hardware
interference and environmental artifacts affecting the speech-to-text module,
which lead to processing errors.

Overall, there were three major types of errors, as shown in Figure 12. We
see the challenges that arise when utilizing argumentation mining in the real
world, such as:

• Early Classification Errors (6.7%): Speech to Text module.

• Missing Punctuation Errors (13.8%): punctuation API not adding correct
punctuation.

• Misclassification Errors (16.0%): machine learning algorithm wrongly
classifies one type of unit as another (e.g. expert evidence as claim or
study evidence).

Going forward, addressing these challenges is imperative as the intended
use of our system in a real-world, noisy context, e.g. a family listening to
debates on TV, may introduce even more errors and challenges.

3.4.2 Quantitative Results

A Kruskal-Wallis analysis of variance (ANOVA) was conducted to evaluate the
results of the Wearable Reasoner on judgment and decision making. Results
reported below showed significant effects of the Explainable AI mode on users’
judgments as they now are aware of which statements are presented with
evidence and without (see Figure 13). When assisted by the Explainable AI
mode of the Wearable Reasoner, participants tended to agree with claims with
evidence more significantly (mean = 4.5) than with those without (mean =
3.8), t = 6.68, p = 0.01 < 0.05, and they evaluated those with evidence to be
significantly more reasonable in argument quality (mean = 4.4) than those
without (mean = 3.3), t = 0.13, p = 0.000 < 0.05. When asked whether they
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Figure 12: The performance comparison between computer-based evaluation with
real-world evaluation

would consider making a donation to support organizations that backed the
argument, they were more likely to donate when claims were supported by
evidence (mean = 2.6) than those unsupported (mean = 2.3), however, this effect
was not statistically significant, t = 2.34, p = 0.13 > 0.05.

One-sample t-test was further conducted to analyze whether these ratings
are significantly different from the neutral middle line (rating = 4). In fact,
with claims supported by evidence, participants’ ratings on both agreement
and reasonableness are significantly higher than the neutral middle line, mean
of agreement = 4.5 (t = 2.629, p = 0.010 < 0.05) and mean of reasonableness =
4.4 (t = 1.798, p = 0.076 > 0.05), respectively. In comparison, with unsupported
arguments, participants’ ratings on reasonableness are significantly lower than
the neutral middle line (mean = 3.3, t = -3.486, p = 0.001 < 0.05) but not
significantly lower on agreement.

3.4.3 Qualitative Results

After the experiment, participants were asked to comment on the user experi-
ence and provide qualitative feedback on their use of the device in a post-survey.
With respect to usefulness, participants reported that they could more easily tell
if the given argument was supported or not with the Wearable Reasoner device
turned on in the two intervention modes (mean = 3.8) than when it was turned
off (mean = 3.2), t = 1.791, p = 0.082 < 0.10. When asked to rate on a 1-5 Likert
scale, they also found the device rather easy to use (mean = 3.6) and helpful
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Figure 13: Users’ Judgment and Decision Making Results
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(mean = 3.7). In the qualitative feedback comments from users, several themes
emerged as discussed below.

Appreciation of the Explainable AI

After the experiment, participants reported that the Explainable AI mode had
been very helpful for them to learn about the quality of the presented arguments.

“I appreciated when it repeated the argument [with explanations]
more than simply stating whether the statement was supported
[or not], as I was not sure of its criteria of what makes something
supported.”

Additionally, our prototype further helped them to reflect on their own criteria
in their judgment and decision making.

“The device seemed to [give] the clearest judgment when there
was distinct supporting evidence, which helped me reflect on my
decisions.”

Cognitive Symbiosis: A Second Opinion

As another effect of the Wearable Reasoner, participants acknowledged the
value of having what some call a ’second opinion’ always present and seemed
to become somewhat dependent or reliant on it.

“I enjoyed having a second opinion present.”

“It is definitely useful. It’s like a second opinion.”

“It felt weird in the control after using the device not having feedback.
You become semi-dependent.” “I missed the device when it stopped
speaking and assisting me.”

This sense of cognitive dependency is similar to the concept of “Human-
Machine Symbiosis” referring to a complementary (symbiotic) relationship,
or a tight coupling between humans and computers [62]. The concept of
symbiosis originated in the field of biology, referring to “the living together of
unlike organisms” [21], “co-actions” [41],“interactions” [5], as well as potential
“co-evolution” [75].

In their comments, participants seems to bend somewhat towards such a
relationship with the Wearable Reasoner, saying they ‘miss the device’ and thus
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showcasing an integration of the device with their cognitive reasoning. This
attachment, however, can have positive and negative consequences, which we
will dive further into in our discussion.

Cognitive Dissonance and Cognitive Load

In addition, some participants also reported phenomenons of “cognitive dis-
sonance” (as they called it), making them more likely to agree with a given
argument when the device labeled the argument as supported, and to disagree
with it when the device labeled it as unsupported, even though they were aware
that themselves might have different opinions. This behavioral tendency is also
reflected in figure 13 where the ratings of ‘agreement’ and ‘reasonableness’ on
the arguments supported by evidence were significantly higher than those not
supported.

“I feel.. what do you call it.. cognitively dissonant? If the device
says something is supported then I answer all the way to the right
[agree]. If the device says something is unsupported then I lean left
[disagree].”

“I believed what it said to me. I might have suffered from cognitive
dissonance between the [device] and the idea I have in my head. I
gave the device the benefits of doubt.”

In the psychology literature, cognitive dissonance is defined as “when a
person holds two or more contradictory beliefs, ideas, or values, or participates
in an action that goes against one of these three, and experiences psychological
stress because of that” [27]. This indicated that participants had difficulties in
integrating this source of information with their own opinions and that they
tended to rely on the wearable device as a substitute for quick heuristics.

Concerns About Trustworthiness

Participants reported their concerns towards how trustworthy the evidence was,
especially for those claims that involved anecdotal and expert evidence instead
of study evidence.

“When it classified something as ‘supported’ from sources that I
didn’t trust, then it didn’t affect my choices.”

The participant then proceeded to provide a ranking of news sites that he trusts
“1. New York Times, 2. Washington Post, etc.”
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And one participant commented that the explainability of how the underly-
ing “black-box” machine learning algorithm works is a necessary prerequisite
for such trustworthiness.

“...definitely cool that it can do the things it does but because I
do not know how it parses the information or determines that the
information [argument] is supported... I don’t know if it can be
trusted.”

Potential Use Cases

Participants commented that Wearable Reasoner could be useful when listening
to a political debate or making an important decision.

"I wish that I could have a device like this at home when watching
debates on television."

3.5 discussion & implications

3.5.1 A First Step Towards Enhanced Reasoning

In this study, we explored a first step in augmenting human reasoning with
machine intelligence. In particular, we addressed rationality as the capability to
critically evaluate the quality of new information (i.e. supported by evidence or
not) and effectively integrate it with one’s own judgment and decision making.

The Explainable AI mode of the Wearable Reasoner was found to be signifi-
cantly more effective in helping users differentiate arguments of varying quality
and integrate feedback into their own judgment and decision making. However,
this effect was neither found in the Non-Explainable AI mode, nor in any of the
control conditions. This contrast between the Non-Explainable AI mode and
the Explainable AI mode also indicated that people are less likely to be influ-
enced by the one-word feedback in their judgments and decision making, but
that they prefer explanations instead in order to build understanding. Indeed,
participants reported further requirements for such explainability in follow-up
interviews.

In designing and exploring different modes of system feedback, our intention
is not to train the users to passively follow and agree with the outcome of a
computer algorithm, nor overloading them with more information. Instead,

41



we advocate for enhancing “thinking about thinking” [83] by exposing and
reminding users of the varying quality of presented information.

3.5.2 Technological Dependency & Cognitive Symbiosis

In many ways, human-machine symbiosis seems to be a double-edged sword:
on the one hand, a person is able to enhance their individual skills with
the assistance of technology. On the other hand, they may become overly
dependent on the augmentation to the extent that their innate capabilities
in a certain domain become diminished or less used. Furthermore, relying
uncritically on the feedback from the machine without learning or internalizing
a skill can be problematic. Previous evidence has shown that people tend to
believe in machine recommendations too easily, for example in the case of music
recommendations [98]. To further evaluate this, it would be interesting to test
what would happen when the AI makes the wrong classifications (e.g. stating
that a fallacious argument is non-fallacious etc.), that is, how would users react
and cope both in their minds and in their behaviors when receiving bad advice
from their AI counterpart?

3.5.3 Limitations and Future Work

For the purpose of our study, we deliberately chose to focus on enhancing
rational judgment and decision making of a user through different types of
AI-based feedback of a wearable device in a highly structured and controlled setting.
However, in a natural setting, arguments are usually more complex, consisting
of multiple premises mixed in with a lot of unstructured and non-argumentative
utterances. Additionally, some argumentative utterances are intended to express
emotions rather than facts [97]. To encompass this, a future system should also
be capable of identifying the speech-act (argumentative, expressive act etc.) of
an utterance to deliver relevant feedback. Further, “real-life” argumentation
often happens dialectically between multiple persons attacking or supporting
the arguments of one another. Lastly, ‘real-world’ arguments often rely on
unstated assumptions, such as “commonsense” rules or implicit knowledge
(which we might not necessarily need evidence to believe) [40].

For the flow of our system, our device relied on manual user activation and
deactivation, so that the device could be initiated depending on user need in a
particular context. However, in a future always-on device, users could be able
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to access and reflect on previously encountered argumentation, as well as being
suggested nuanced evidence for and against it.

In terms of Explainable AI, according to Google’s guidelines on people and
AI, the best practice is “not to attempt to explain everything – just the aspects
that impact user trust and decision-making”. Thus, in future work, it would
be interesting to generate personalized explanations for each individual based
on background knowledge and context as a recent research on Explainable AI
points out “One Explanation Does Not Fit All” [100]. Moreover, since users
are often bringing in their own expectations and beliefs about AI systems, it is
important to take these into account and aim for “calibrated trust” throughout
interaction over time [33].

In this chapter, we presented a first prototype AI-Enhanced Reasoning
system that gives feedback on logical structures in information. Our results
showed how a wearable device with an Explainable AI assistant can enhance
users’ cognitive capabilities through real-time audio feedback. However, our
results also showed that merely presenting the user with information about
logical structures could also lead people follow the AI system blindly — even
when they disagree with its recommendation. This signifies the need to think
beyond merely telling people the results. In the next chapter, we will investigate
whether these effects are also present when people are assisted by deceptive
information assessment systems or if people are able to override the malicious
AI.

43



4 E X P E R I M E N T 2 : D E C E P T I V E A I
S Y S T E M S A N D E X P L A N AT I O N S

“The rhetorician need not know the truth about things. He has only to
discover some way of persuading the ignorant.” — Plato, Gorgias

Since the dawn of human history, both scientific, mythological and religious
explanations have played a crucial role in shaping our understanding of the
world. In the age of artificial intelligence, this susceptibility is still present as
AI systems become increasingly capable of crafting persuasive and seemingly
truthful explanations that can profoundly impact our decision-making, beliefs,
and actions even when false or misleading.

Previous research in psychology has demonstrated that even poor explana-
tions can significantly impact people’s actions and beliefs, implying that the
mere presence of an explanation can lead to changes in behavior, regardless of
its quality or veracity [56, 28]. As large language models (LLMs) like GPT-4 and
ChatGPT become increasingly used for mediating and producing various types
of information, including news headlines, policy issues, and even algorithmic
decision-making [112, 24, 49], their ability to generate highly believable and
deceptive explanations can have far-reaching implications for human decision-
making, particularly in discerning true news from fake news online [6]. For
instance, research has shown that LLMs are capable of producing outputs
that are not only persuasive but also often perceived as more factual, logical,
and containing stronger arguments compared to human-authored messages
[112, 49]. AI-generated content has in some cases been found to be preferred
over human-authored content, such as pro-vaccine messages generated by GPT-
3 compared to those from the Centers for Disease Control and Prevention (CDC)
[49]. Furthermore, literature has also shown that when used in text-suggestion
models, politically motivated LLMs can influence people’s attitudes on various
topics [46] and predict readers’ reactions to previously unseen news headlines
[30], suggesting the possibility for actors to use such models to influence and
control public opinion at scale through personalized targeting.

The increasing capabilities of these AI systems raise concerns about their
potential to influence, deceive and control public opinion at scale through
personalized targeting. For instance, in the past few years, there has been an
increase in deep learning-based disinformation campaigns, which are attempts
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Figure 14: AI systems that helps users assess information can be overly relied on —
even when they are deceptive.

to spread misinformation online for strategic reasons [50]. While previous
work has shown that AI-explanations help people determine the veracity of
information online and change people’s beliefs positively [55], it is an open
question how susceptible people are to deceptive AI explanations. Research has
found that LLMs can be very persuasive [112], and that opinionated text from
such models can influence people’s attitudes [46].

This makes it crucial to understand how humans respond to deceptive
explanations and how they impact discernment of true and false information.
If AI systems can effectively deceive people with false explanations, this could
proliferate the spread and effectiveness of misinformation.

To address these pressing questions, we designed an experiment to investi-
gate how humans react to honest and deceptive explanations provided by AI
fact-checking systems and their ability to discern the veracity of news headlines.
To create the stimuli for our experiment, we curated a dataset of news headlines
and trivia items and generated honest and deceptive explanations for each
item using an LLM model (GPT-3). We then ran an experiment with 1,192

participants giving truth discernment judgments before and after receiving AI
feedback on the truth of the items.

In particular, the study aimed to answer the following research questions:

RQ1 : Do people’s ability to tell true from false information vary when the
causal explanations of an AI system are either deceptive or honest.

RQ2 : Do people’s ability to tell true from false information vary when they
believe they are assisted by an AI fact checking system giving either (i)
flags (i.e. “True” or “False”) or (ii) flags with explanations (i.e. “True
because...” or “False because...”?

45



4.1 study design & implementation

4.1.1 Stimulus Set Creation

We created a dataset of headlines each with one honest and one deceptive
explanation by prompting the text-generation model GPT-3 davinci 2 with
12 example explanations randomly sampled from the publicly available fact-
checking dataset “liar-plus” [2]. This dataset consists of 12,836 short statements
with explanation sentences extracted automatically from the full-text verdict
reports written by journalists in Politifact (see Figure 15).

First, 5 honest and 5 deceptive explanations were generated for 40 true
and false headlines by prompting GPT-3 (davinci, temp = .7) with the headline
and making it complete the sentences “This is FALSE because. . . ” or “This is
TRUE because. . . ”. We further curated the explanations by ranking them by
highest semantic similarity and lowest repeated-word frequency. We picked the
highest ranked explanations, confirmed the veracity and logical validity of each
explanation. We then excluded explanations whose veracity did not match the
veracity of the headline. Since the resulting dataset had an unequal distribution
of veracity and logical validity, we randomly excluded generated explanations
until we had somewhat equal distribution of true and false explanations and
logically valid and logically invalid explanations for each condition (deceptive
vs. honest explanations) ending with a stimulus set consisting of 28 headlines
with 1 honest explanation and 1 deceptive explanation each (56 total). We tested
for differences across four linguistic dimensions (wordcount, sentiment, grade
level, and subjectivity) and found no statistical differences between conditions.
We repeated the same procedure to generate explanations for trivia items by
prompting GPT-3 with 12 example explanations randomly sampled from an
online trivia quiz, "https://www.cosmopolitan.com/uk/worklife/a32612392/
best-true-false-quiz-questions/", generate and curate the explanations
with the same procedure ending with a stimulus set consisting of 28 head-
lines with 1 honest explanation and 1 deceptive explanation each (56 total).

4.1.2 Participant Recruitment

We recruited 1209 participants through Prolific, https://prolific.co. Partici-
pants were required to self-report as US citizens, fluent in English and rated
their fluency in any other languages they spoke. 1192 of these individuals
passed an initial attention check task and were allowed to proceed. Addition-
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Figure 15: Examples of prompt engineering GPT-3 to generate honest and deceptive
explanations for whether a news headline or trivia statement is true or false.
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ally, all participants were fluent in English and 142 had fluency in a second
language. Our final sample had a mean age of 39, was 50% female, and was
72% white.

4.1.3 Task Description

Participants were shown 20 statements during the main discernment task
which were either true or false. Each participant saw the 20 statements in
a random order, and rated the perceived truth of each statement (“Do you
think the statement in the grey box is true or false?”) on a slider scale with 1

decimal from 1 (“Definitely False”) to 5 (“Definitely True”). After the rating,
the participants would receive feedback from an AI system and be asked if they
want to revise their rating (“Would you like to revise your estimate: Do you
think the statement in the grey box is true or false?”) on a slider scale with 1

decimal from 1 (“Definitely False”) to 5 (“Definitely True”) with the default
value being same as the previous rating (see Figure 16). Participants also rated
their knowledge on the topic (“How knowledgable are you on the topic of
[topic]”) on a slider scale with 1 decimal from 1 (“Not at all knowledgable”) to
5 (“Very much knowledgable”). The selection of statements and generation of
AI feedback is further explained in Section 4.1.1.

4.1.4 Randomization

For the main discernment task, participants were randomly assigned to one
of two conditions: (i) news headline statements or (ii) trivia item statements
(between-subjects); and one of two conditions (i) no explanation (“This is true /
false”), or (ii) explanation (“This true / false because. . . ”) (between-subjects).
See Figure 17 for examples of items across conditions.

4.1.5 Post Task Survey

After the discernment task, participants were asked to complete post-test sur-
veys to measure their critical thinking, and level of self-reported trust in the
agent providing them with explanations. To measure the level of critical think-
ing of subjects, we used cognitive reflection test (CRT), a task designed to
measure a person’s ability to reflect on a question and resist reporting the
first response that comes to mind [29]. For the CRT we randomly sampled
three items from the extended CRT [106]. Finally, following Epstein et al. [25],
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Figure 16: The interface of the experiment
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Figure 17: Procedure for assignment of stimuli domain (trivia/news items, between-
subjects), feedback type (flag/flag w. explanation, between-subjects), and
deceptive/honest, within-subjects).

to assess trust in the AI agent participants answered a battery of six trust
questions derived from Mayer, Davis, and Schoorman [72]’s three factors of
trustworthiness: Ability, Benevolence and Integrity (ABI).

4.1.6 Data and Code Availability

All data is on GitHub, including datasets, explanation promtps and code gener-
ated and analyzed during the current study https://github.com/valleballe/

deceptive-ai (the Github repository will be set to public upon peer-reviewed
publication).

4.1.7 Consent and Ethics

This research complies with all relevant ethical regulations and the Mas-
sachusetts Institute of Technology’s Committee on the Use of Humans as
Experimental Subjects determined this study to fall under Exempt Category 3 –
Benign Behavioral Intervention. This study’s exemption identification number
is E-3754. All participants are informed that “This is an MIT research project.
All data for research is collected anonymously for research purposes. We will
ask you about your attitudes towards information and AI systems. For ques-
tions, please contact vdanry@mit.edu. If you are under 18 years old, you need
consent from your parents to continue.” Participants recruited from Prolific
were compensated at a rate of $10.82 an hour. At the end of the experiment
participants were made aware of the deception in the experiment, being told
that “In this study, you were asked to collaborate with an AI-system for rating
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the statements. All feedback in this study was AI-generated. Some of the
feedback from the AI system was simply deceptive”.

4.1.8 Statistical Analysis

For our main analysis, we conducted a linear regression with two way clustered
standard errors on participant and statement predicting the outcome from a
statement veracity dummy (0=false, 1=true), an explanation veracity dummy
(0=deceitful explanation, 1=honest explanation), an explanation type dummy
(0=flag, 1=flag+explanation), and interactions terms between the statement
veracity dummy and both the explanation veracity dummy and the explanation
type dummy. The regression was performed at the level of the individual item
(i.e. one data point per statement per subject). We also considered the difference
between post-feedback and pre-feedback ratings ("Delta Rating") as a dependent
variable.

Our key tests are on the interactions between veracity, explanation veracity
and explanation type (testing whether honest or deceptive explanations increase
discernment across these variables, H2), as well as the interactions between
the two veracity dummies (testing whether honest or deceptive explanations
increase discernment, H1).

In particular, we are testing the following hypotheses:

• H1: Explanation veracity (Honest / Deceptive) affects discernment across
statement veracity (True / False).

• H2: Explanation veracity (Honest / Deceptive) affects discernment across
statement veracity (True / False) and explanation type (Flag / Flag+Explanation).

4.2 results and analysis
A total of 1,209 individuals participated in the experiment. We used the Prolific
platform to recruit individuals from the United States. We focus our analysis
on the 1,192 of 1,209 recruited participants who passed the attention check.

The 1,199 recruited participants made 23,840 ratings, with 589 participants
rating news headlines and 610 participants rating trivia statements. Of the
589 participants rating news headlines, 289 received no explanation and 300

received an explanation. Of the 610 participants rating trivia statements, 299 got
no explanation, and 311 got explanations. Each participant rated 20 statements,
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Figure 18: The impact of GPT-3 based explanations (“This is true/false because...”)
compared to direct statements without explanations (“This is true/false”)
on participants’ belief updates. Top Left: Honest explanations for news
headlines. Top Right: Deceptive explanations for news headlines. Bottom
Left: Honest explanations for trivia items. Bottom right: Deceptive explana-
tions for trivia items.

with an average of 51% of statements being true and 50% of explanations being
deceptive.

We evaluate the marginal effect of each condition on participants’ rating
after getting getting AI feedback (Second rating), the change in rating after from
before and after getting AI feedback (Delta rating), (and additional outcomes)
via an ordinary least squares regression with standard robust errors clustered
at the stimulus item and participant level.

Our pre-registered analysis focused on discernment across statement veracity
(True / False), explanation veracity (Honest / Deceptive), and explanation type
(Flag / Flag+Explanation). We conducted an ordinary least squares regression
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with standard robust errors clustered at the stimulus item and participant level.
We tested the following hypotheses:

• H1: Explanation veracity (Honest / Deceptive) affects discernment across
statement veracity (True / False) (For News and Trivia Combined)

• H2: Explanation veracity (Honest / Deceptive) affects discernment across
statement veracity (True / False) and explanation type (Flag (i.e. “True/False”)
or Flag+Explanation (i.e. “True because.../False because...”) (For News
and Trivia Combined)

4.2.1 Deceptive explanations affect people’s ability to discern true from
false

Our results show that explanation veracity does affect discernment across
statement veracity. The interaction between deceptive feedback and true state-
ments was significant across all items, both with the second rating (b = −2.15,
p < 0.001) and the delta rating (b = −1.78, p < 0.001), indicating that deceptive
feedback makes us more likely to believe false statements. Similar results were
found for news headlines (second rating: b = −1.72, p < 0.001; delta rating:
b = −1.46, p < 0.001) and trivia items (second rating: b = −2.57, p < 0.001;
delta rating: b = −2.06, p < 0.001), supporting H1.

For H2, we found mixed evidence that explanation veracity affects discern-
ment across statement veracity and explanation type. The interaction between
deceptive feedback, true statements, and LLM explanations was significant for
all combined items (news headlines and trivia items) (second rating: b = −0.49,
p = 0.0013; delta rating: b = −0.38, p = 0.0015) but when split into news head-
lines and trivia items, LLM explanations were only significant for news head-
lines (second rating: b = −0.72, p < 0.001; delta rating: b = −0.53, p < 0.001).
However, for trivia items, the interaction was not significant (second rating:
b = −0.28, p = 0.1905; delta rating: b = −0.27, p = 0.1313), providing only
partial support for H2.

In summary, our pre-registered analysis reveals that explanation veracity
does affect discernment across statement veracity, and this effect is present for
both news headlines and trivia items. However, the evidence for the effect of
explanation veracity on discernment across statement veracity and explanation
type is mixed, with significant results for news headlines but not for trivia items.
These results indicate that while deceptive explanations can negatively impact
participants’ discernment, the effect might not be uniform across all types of
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content. More research is needed to further explore the influence of explanation
veracity on discernment in various contexts and to better understand the factors
that contribute to these differences.

4.3 discussion and implications
Our findings demonstrate that the veracity of AI-generated explanations can
significantly affect people’s discernment across statement veracity, with decep-
tive explanations leading to increased belief in false statements. This effect was
observed for both news headlines and trivia items, highlighting the potential
influence of AI-generated explanations on people’s beliefs and decision-making
across different types of content.

However, the effect of explanation veracity on discernment across statement
veracity and explanation type was mixed, with significant results for news
headlines but not for trivia items. This suggests that the impact of deceptive
explanations may not be uniform across different types of content, and that
the presence of an explanation may not always lead to a stronger impact on
discernment compared to direct statements without explanations.

These results have important implications for understanding the potential
challenges and risks posed by AI-generated explanations, particularly in the
context of misinformation and disinformation campaigns. As AI systems like
GPT-3 and GPT-4 continue to improve in generating persuasive and deceptive
explanations, the potential for these systems to be used to manipulate public
opinion and decision-making becomes increasingly concerning. To mitigate
these risks, it is crucial for researchers, policymakers, and technology developers
to consider the ethical implications of AI-generated explanations and develop
strategies for promoting transparency, accountability, and education around the
use of AI systems.

Furthermore, our findings highlight the importance of continued research
into the factors that contribute to the varying impacts of AI-generated expla-
nations across different types of content. As we have shown, it is simply not
enough for an AI system to provide explanations as those explanations might
be accepted at face value – even when they are wrong. By understanding the
nuances of how people respond to deceptive explanations in various contexts,
researchers can better inform the design of AI systems and guidelines for their
responsible use.
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Our study has several limitations that should be noted. First, our sample
consisted of participants recruited through Prolific, which may not be represen-
tative of the general population. Additionally, the AI-generated explanations
used in this study were generated using GPT-3 which was released in 2020, fu-
ture AI systems may be even more capable at producing even more convincing
and deceptive explanations. Finally, our study focused on discernment in the
context of news headlines and trivia items, showing the dangers of deceptive AI
explanations in the discernment of true and false information and the findings
may not necessarily generalize to other domains.

conclusion
Our study reveals the susceptibility of people to deceptive AI-systems and
explanations and their impact on discernment, particularly in the context of
news headlines. In the presence of an AI system that gives people the answers
— even when deceptive — people do not tend to use careful and cautious
thinking. These findings highlight the need for developing strategies that go
beyond just providing any explanation and urges the investigation of combined
human+AI systems. In the future, deceptive AI systems could be used to
proliferate misinformation and disrupt civic processes, such as elections and
policy-making. In the next chapter, we present “AI-framed questioning”, a novel
interaction method, that can increase people’s discernment capabilities and
increase their feelings of agency in the thinking process to potentially diminish
the effects of deceptive AI systems.

55



5 E X P E R I M E N T 3 : A I S Y S T E M S C A N
S U P P O R T R E A S O N I N G T H R O U G H
I N T E L L I G E N T Q U E S T I O N I N G

"And now, Meno, you see that I am not teaching the boy anything,
but merely asking him questions, and that he is learning by himself."
- Socrates (Meno, 82b)

While previous work has shown that local explanations with the causal
explanations strategy (i.e. "X classification because of Y reason") can help people
determine the veracity of information, change people’s beliefs and improve
their decision making outcomes [17, 55], using causal AI-explanations does not
necessarily improve the human reasoning process, as users might just rely on the
answers of the AI systems without thinking about the problem for themselves
[34, 7, 17]. Complete over-reliance on AI-systems is problematic as (1) it makes
users vulnerable to mistakes made by the AI system, and (2) users do not
learn how to internalize the skill. Going beyond this challenge and building
AI systems that engage the user more deeply to reason for themselves requires
development of new human-AI interaction and explanation methods 1.

This chapter presents the novel idea of AI-framed Questioning inspired
by the ancient method of Socratic questioning that uses intelligently formed
questions to provoke human reasoning, allowing the user to correctly discern
the logical validity of the information for themselves. In contrast to causal
AI-explanations that are declarative and have users passively receiving feedback
from AI systems, our AI-framed Questioning method provides users with
a more neutral scaffolding that leads users to actively think critically about
information.

In particular, our research questions are:

1. Do humans perform better at discerning the logical validity of socially
divisive statements when they receive feedback from AI systems compared
to when they work alone?

1 This chapter is adapted from our peer-reviewed publication in ACM Conference on Human
Factors in Computing Systems (CHI) 2023 [18]
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2. How do AI-framed Questioning and causal AI-explanations affect partic-
ipants’ discernment of logical validity, confidence of their discernment,
perceived information sufficiency by controlling personal factors (i.e. prior
belief, trust in AI, cognitive reflection) as covariates?

3. Do personal factors, such as prior belief, prior knowledge, trust in AI,
cognitive reflection (indicating the level of critical thinking)impact discern-
ment?

From these questions we derive the following hypotheses: (H1) AI and
humans together work better than humans alone. (H2) AI framed questioning is
more effective than causal explainability and control, and (H3) Personal factors
(prior belief, prior knowldge, trust in AI, and cognitive reflection) affects logical
discernment accuracy.

We report on an experiment with 210 participants comparing causal AI-
explanations, AI-framed Questioning, and control conditions’ influence on users’
ability to discern logically invalid information from logically valid information.
Our results show that AI-framed Questioning increase the discernment accuracy
for flawed statements significantly over both control and causal AI-explanations
of an always correct AI system. We align these results with qualitative reports
by the participantsto demonstrate the differences in users thinking processes
caused by the questioning method, and discuss generalizability. Our results ex-
emplify a future type of Human-AI co-reasoning method, where the AI systems
become critical stimulators rather than a information tellers - encouraging users
to make use of their own reasoning and agency potential.

Figure 19: AI systems that ask a user questions can improve human discernment
outcomes over AI systems that simply tell people what and why.
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5.1 study design & implementation
To evaluate the effects of AI-framed Questioning on human discernment, we
conducted a 3-by-2 factorial experimental design that asked participants to
evaluate the logical validity of socially divisive statements. Participants were
randomly assigned into three intervention conditions (between-subjects) includ-
ing: (1) control condition - no explanation is presented with the statement, (2)
“causal AI-explanation” condition - AI provides a intelligently generated causal
explanation related to the corresponding statement, (3) “AI-framed Questioning”
- AI provides an intelligently adapted question prompting participants to self
explain their thinking related to the corresponding statement. Each partici-
pant was presented with a series of statements that can be “invalid” or “valid”
(within-subject). To control for individual differences, personal factors are
measured and analyzed as covariates including prior belief and knowledge on
statement topics, trust in AI, and cognitive reflection (see details in 5.1.5). The
study was pre-registered on https://aspredicted.org/L6D_33B under #94860

before being conducted.

5.1.1 Materials

The statements used as stimuli in this study came from the “IBM Debater -
Claims and Evidence” dataset [96], which contains both labeled claims and
labeled evidence for 58 different socially divisive topics, such as ‘immigration’,
‘poverty’, ‘secular societies’, etc. The claims and evidence have been labelled
thematically in advance by the authors of the original dataset to make up a total
of 4,692 statements of claim+evidence pairs with evidence types being ‘study’,
‘expert’ and ‘anecdotal’ evidence.

Given this dataset, we sampled five topics randomly: (1) “violent video
games cause aggression”, (2) “affirmative action counters the effects of a history
of discrimination”, (3) “refugees should be embraced”, (4) “Israel should lift the
blockade of Gaza”, and (5) “male infant circumcision should be less prevalent”.
Within these topics we sampled five anecdotal claim+evidence pairs and five
non-anecdotal claim+evidence pairs randomly from the dataset for each topic
(50 in total). As known in literature, statements that uses anecdotes to support
their claims suffer from the hasty generalization fallacy by making a general
claim based on only one particular instance (“One X therefore all X”) [45]. The
anecdotal claims+evidence pairs were thus labeled “logically invalid” and the
non-anecdotal pairs were labeled “logically valid”.
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Logical 
Validity Statement Causal AI-Explanation AI-framed Questioning

Invalid

Violent video games causes 
people to be aggressive in the 
real world. A gamer stabbed 

another after being beaten in the 
online game Counter-Strike.

If one person played video games 
and was aggressive, it does not 
follow that everyone that plays 

violent video games will be 
aggressive.

If one person played video games 
and was aggressive does it follow 

that everyone that plays violent 
video games will be aggressive?

Valid

 In the United States, racial 
stratification still occurs. The 
racial wealth gap between 

African Americans and White 
Americans for the same job is 
found to be a factor of twenty.

If the racial wealth gap between 
African Americans and White 

Americans for the same job is a 
factor of twenty in the United 
States, it follows that racial 

stratification still occurs.

If the racial wealth gap between 
African Americans and whites for 
the same job in the United States 
is found to be a factor of twenty,  

does it follow that racial 
stratification still occurs?

Figure 20: Example AI Explanations

Next, we verified the logical validity of each of the statements. A statement
is defined as logically valid if and only if it is impossible for the reasons in
a statement to be true and the conclusion false. Hence, the main claim of a
statement can be false while the statement can be logically valid. It is not
required for a valid statement to have reasons that are actually true, but to have
reasons that, if they were true, would guarantee the truth of the statement’s
conclusion. Conversely, a statement is logically invalid if and only if the reasons
in a statement can be true and while the conclusion is false.

Using the definition of hasty generalization fallacies and logical validity, we
corrected each of the statements in our stimulus set to make sure that they were
either logically invalid hasty generalization fallacies or logically valid ending
up with four logically invalid statements and four logically valid statements for
each topic (40 total) (see Table 20 for examples). In order to eliminate linguistic
markers that might give the probability of logical validity away (e.g. "Studies
show.." is more positively correlated with logical validity than "French gamer
Julien Barreaux located..."), we eliminated names and words like "researchers
show", "most studies", and "according to published articles". The resulting
statements did not have any significant linguistic differences in terms of Word
Count, Flesch-Kincaid Grade Level, and sentiment.

5.1.2 Explanation Feedback

Since logical validity is determined by whether a statement conclusion fol-
lows from its premises, the AI explanation feedback templates for causal AI
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Figure 21: The interface for displaying feedback to participants. Left: No-Explanation,
Center: Causal AI-explanations, Right: AI-framed Questioning

explanations and AI-framed Questioning explanations were shaped in a way
that it identifies and highlights the link between premises and conclusion (for
examples see table 20). The explanation feedback conditions and shape are
defined as follows:

1. Causal AI-Explanation: The AI system gives a reason for why the label is
logically valid or logically invalid. "If reason then it follows that label" for
the logically valid statement and "If premises then it does not follow that
claim" for the logically invalid statement.

2. AI-Framed Questioning: AI system asks participants about the causal
link between a reason and the system label. It takes a similar form as
the causal AI explanation but does not make it clear whether the label
actually follows from the reason. "If premise does it follow that claim?" for
both the logically valid and invalid statements.

3. No-Explanation: The AI system does not provide any explanations or
feedback of any forms at all.

To generate the causal AI explanations in our study, we used the large
language model "GPT-3"[6]. Here, we first gave it a few examples of arguments
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with hand-crafted causal AI-explanations following the template structure above.
We then had it generate causal AI explanations for each argument and manually
checked them for accuracy and consistency. We then did the exact same
procedure for the AI-framed Questioning explanations and manually checking
that there were no linguistic differences between causal AI-explanations and the
AI-framed Questioning explanations other than the argument specific reason
and label. While we used GPT-3 for this task, we believed that it could easily be
done using a rule-based approach when reason and label is known.

5.1.3 Participants

Participants were recruited from Prolific, an online research participant pool.
The total number of participants that enrolled in our study was 234 people. All
participants were from the United States and fluent in English with a balanced
sex distribution (50% female and 50% male), a mean age of 35.3 years and
being 71.2% white. The final number of participants was 204, after excluding
the individuals who failed our attention checks or contain missing ratings on
prior beliefs of statement topics. Participants were randomly assigned to each
condition with the following distribution across conditions: control = 62, causal
AI-explanations = 63, and AI-framed questioning = 79, and could complete the
study either on their phone, tablet, or computer.

5.1.4 Procedure

First, participants provided their consent and demographic information (see
Figure 22) once enrolled in the study.

Second, participants rated on their prior beliefs and prior knowledge for
each topic of the statements used in the study (see section 5.1.1) from 1-7 (1
= not at all, 7 = very much). They were then randomly assigned to one of
the three conditions: (1) No-Explanation, (2) Causal AI-Explanation, and (3)
AI-framed Questioning.

Third, to ensure that the participants understood the concept of "logical
validity", prior to performing the statement evaluation task, participants were
given a one page description of logical validity in layman’s terms with examples.

Fourth, the participant entered the main task where they were presented
with 10 statements sampled from the 40 total statement dataset of logically
valid and logically invalid statements in an random order. This statement
evaluation task was based on prior research on a wearable AI system that
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Figure 22: Overview over the experimental procedure.

supports the human reasoning process [17]. For each statement, participants
were presented with feedback based on their assigned study condition:(1) a
causal AI explanation, or (2) an AI-framed Questioning, or (3) no explanation
or any feedback at all. To ensure that the participants read the entire statement,
the participants needed to click "next " after reading each statement for the
AI feedback to appear with a "slide up" animation. After reading feedback,
participants were then asked to discern the logical validity of each statement
that they were presented with, to report their confidence in their discernment
rating of validity, and to rate whether sufficient information was given in the
statement to say that [the claim] is true (1 = not at all, 7 = very much). Below
are the questions used in the survey for each statement:

1. Do you think the statement is logically valid or invalid? (Yes/No)

2. How confident are you in your rating of logical validity? (on a scale of
1-7: 1 = Not at all, 7 = Very Much).

3. Is sufficient information given in the statement to support [the claim of
the statement]? (on a scale of 1-7: 1 = Not at all, 7 = Very Much)

After the discernment task, participants would be asked to fill out the
post-task questionnaires on “cognitive reflection test (CRT)” and “trust in AI”
questionnaire.

5.1.5 Measurements

Weighted Discernment of Logical Validity

For each statement, we calculate a weighted discernment score that aggregates
the raw 2-point discernment accuracy ("Correct"/"Incorrect") with the accom-
panying confidence level (a scale of 1-7: 1 = Not at all, 7 = Very Much). The
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confidence will be weighted in such a way that a confidence rating like "1", will
bring the weight the rating of logical validity to 0.5 (the neutral middle), while
a confidence of "7" will keep the rating at either invalid (0) or valid (1). We
used the following formuli to calculate weighted discernment accuracy. First
we calculate the discernment accuracy:

DiscernmentAccuracy = 1 − ||Validityrating − Groundtruth||

Next, calculate the weighted factor of confidence from the confidence rating
(0.5-"No confidence" to 1-"Fully confident").

WeightedFactor = 0.5 ∗ (1 −
Con f idencerating − 1

6
)

Finally subtract the weighted factor of confidence from the discernment
accuracy:

WeightedAccuracy = DiscernmentAccuracy − WeightedFactor

The weighted discernment score becomes a continuous variable and has a
range of 0-100.

Perceived Information Insufficiency

We first measure the perceived information sufficiency through the self-reported
scoring from 1-7 (1 = not at all, 7 = very much) on the question “Is sufficient
information given in the statement to support [the claim of the statement]?”. In
analysis, we invert 1-7 scale to report on “perceived information insufficiency”
for more a convenient interpretation: a score of 1 indicates that participants
find sufficient information is given to support the claim and thus are satisfied
with the given information, while a score of 7 indicates that participants find
information is insufficient to support the claim and thus are more likely to seek
further information to validate the claim.

Cognitive Reflection

To measure the level of critical thinking of subjects, we used cognitive reflection
test (CRT), a task designed to measure a person’s ability to reflect on a question
and resist reporting the first response that comes to mind [29]. For the CRT we
randomly sampled three items from the extended CRT [106].
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Trust in AI

Finally, following Epstein et al. [25], participants answered a battery of six trust
questions derived from Mayer, Davis, and Schoorman [72]’s three factors of
trustworthiness: Ability, Benevolence and Integrity (ABI). Previous work, has
found that the six ABI questions are highly correlated with trust (α = 0.821),
allowing for a single measure of trust that explains 65.3% of the overall variance
[25].

Prior Belief and Knowledge

We measured the subject’s prior belief about a topic through a self-report
scoring from 1-7 (1 = not at all, 7 = very much) on the question "Do you believe
that [topic]?". For example, “Do you believe that [violent video games cause
aggression]?” Similarly, prior knowledge is measured by 1-7 (1 = not at all, 7 =
very much) on the question "Do you have knowledge that [topic]?"

5.1.6 Approvals

This research has been reviewed and approved by the MIT Committee on
the Use of Humans as Experimental Subjects, protocol number E-4115. The
research questions and methodology has been pre-registered as "Human-AI Self-
explainability" with protocol number #94860 via https://aspredicted.org/.

5.2 results & analysis

5.2.1 Analysis

The purpose of this experimental study is to examine the effects of causal
AI-explanations and AI-framed Questioning in supporting human discernment
of logical validity. For "Logically Valid" or "Logically Invalid" statements
(based on the pre-defined logical validity of the statement stimuli by design), a
multivariate Analysis of covariance (MANCOVA) was conducted to examine
the main effects of intervention conditions (Causal AI-explanation, AI-framed
Questioning, No-explanation) on participants’ weighted discernment accuracy
(range: 0-100), perceived information insufficiency (range: 1-7), while controlling
personal factors (i.e. prior belief and prior knowledge for any statement topic,
trust in AI, cognitive reflection) as covariates. Further post hoc tests with
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Benjamini-Hochberg correction were conducted to identify how intervention
conditions differ from each other[71].

Findings of valid and invalid statements are reported separately in the
following sections.

For invalid statements, MANCOVA results revealed an overall significant
main effect of the intervention conditions on the weighted discernment accuracy
(F(2, 1007) = 15.3, p < .001 < .05) and the perceived information insufficiency
(F(2, 1007) = 5.0, p = .007 < .05) after controlling for the effects of personal factors
(i.e. prior belief and knowledge, trust in AI, cognitive reflection). Furthermore,
several covariates were found to be significant predictors of our two dependent
variables, meaning they significantly adjusted the relationship between interven-
tions and the two dependent variables. For example, the weighted discernment
accuracy was significantly affected by prior belief (F(1, 1007) = 6.9, p = .009 <
.05) and cognitive reflection (F(1, 1007) = 7.9, p = .005 < .05), and the perceived
information insufficiency was significantly affected by prior belief (F(1, 1007) =
22.7, p < .001 < .05), cognitive reflection (F(1, 1007) = 21.2, p < .001 < .05) and
trust in AI (F(1, 1007) = 18.1, p < .001 < .05). However, prior knowledge as a
covariate was not found significant.

For valid statements, MANCOVA results revealed an overall significant
main effect of the intervention conditions on the weighted discernment accuracy
(F(2, 1007) = 8.4, p < .001 < .05) and the perceived information insufficiency
(F(2, 1007) = 11.3, p < .001 < .05) after controlling for the effects of various
personal factors. Additionally, prior belief significantly affected the weighted
discernment accuracy (F(1, 1007) = 7.4, p = .007 < .05) and the perceived
information insufficiency (F(1, 1007) = 17.2, p < .001 < .05).

In summary, these findings indicate that the types of interventions have a
significant main effect on the weighted discernment accuracy and the perceived
information insufficiency across valid and invalid statements after controlling
various personal factors.

5.2.2 Humans cannot identify logical fallacies without AI feedback

We investigated the degree to which participants were able to discern the logical
validity of statements and found that without assistance of any AI feedback.
The participants’ raw discernment accuracy (Mean = 44% accuracy, SD = 26)
were lower than the random guess success rate between valid or invalid (50%
accuracy) when they were evaluating invalid statements, meaning that their
responses were close to simply guessing, while participants supported by causal

65



Figure 23: Overview of the effects of AI systems on human discernment of logically
valid and invalid statements. (A) Weighted discernment accuracy for the
different feedback types on logically valid and invalid statements. (B)
The inverted users’ rating of information being insufficient to rate the
claim as true for the different feedback types on logically valid and invalid
statements. (C) Time for users to complete the study for the different
feedback types. *<0.05, **<0.01, ***<0.001, adjusted using the Benjamini-
Hochberg correction.

AI explanations or AI framed questioning achieved a raw discernment accuracy
of 57%, 67% respectively. Detailed MANCOVA findings below will present the
significant differences between the three intervention conditions.

5.2.3 AI framed questioning improves discernment accuracy over control
and causal AI-explanations

When evaluating invalid statements, after controlling for covariates, both the AI
framed questioning condition (mean = 62.5, Std. Error = 1.9) and the causal AI
explanation condition (mean = 55.0, Std. Error = 2.2) have a significantly better
weighted discernment than the control condition (mean = 46.9, Std. Error = 2.1),
with p(questioning − control) < .001 < .017 and p(causal − control) = .007 <
.025 respectively. Moreover, those supported by AI framed questioning also
discerned significantly better than those supported by causal AI explanations
p(questioning − causal) = .009 < .05. Note that the original 0.05 critical value
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of significance has been adjusted using Benjamini-Hochberg correction to 0.017

for the first rank comparison, .025 for the second rank comparison, and to 0.05

for the third rank comparison among the 3 pairwise posthoc group comparisons.

When evaluating valid statements, after controlling for covariates, both
the AI framed questioning condition (mean = 74.7, Std. Error = 1.6) and
the causal AI explanation condition (mean = 78.2, Std. Error = 1.7) have a
significantly better weighted discernment than the control condition (mean
= 68.2, Std. Error = 1.8), with p(questioning − control) = .007 < .025 and
p(causal − control) < .001 < .017 respectively. However, the two AI interven-
tion conditions did not differ significantly from each other in the weighted
discernment accuracy, p(questioning − casual) = .126 > .05. (adjusted by
Benjamini-Hochberg correction).

In general, both AI framed questioning and causal AI explanations helped
participants discern significantly better than no feedback. In particular, when
encountering fallacies, participants discerned better with AI framed questioning
than those with causal AI explanations. In other words, AI framed questioning
helps individuals discern best regardless of personal factors.

5.2.4 Getting causal AI explanation feedback lowers the perceived informa-
tion insufficiency

When evaluating invalid statements, after controlling for covariates, only the
causal AI explanation condition (mean = 4.4, Std. Error = 0.1) has a significantly
lower perceived information insufficiency than the control condition (mean =
4.9, Std. Error = 0.1), p(causal − control) = .002 < .017

When evaluating valid statements, after controlling for covariates, the causal
AI explanation condition (mean = 4.4, Std. Error = 0.1) has a significantly lower
perceived information insufficiency than the control condition (mean = 4.9, Std.
Error = 0.1), p(causal − control) < .001 < .017, and the AI framed questioning
condition, p(causal − sel f ) < .001 < .025 (adjusted by Benjamini-Hochberg
correction).

Such a finding suggests that individuals tend to find the given information
is sufficient enough to support the claim (as measured by a significantly lower
perceived information insufficiency) when their judgement is corroborated by a
second opinion from AI in the causal explanation form. In other words, when
supported by causal AI explanations, individuals are more likely to be satisfied
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with the given information and potentially would not seek further information
to verify the claim.

5.2.5 Personal factors play roles in the weighted discernment accuracy and
the perceived information sufficiency

MANCOVA also revealed that several personal factors were found to be signifi-
cant predictors of participants’ weighted discernment accuracy and perceived
information sufficiency.

For invalid statements, a weaker prior belief (F(1, 1007) = 6.9, p = .009 < .05)
or a higher cognitive reflection (F(1, 1007) = 7.9, p = .005 < .05) is significantly
associated with a higher weighted discernment accuracy. Additionally, a weaker
prior belief (F(1, 1007) = 22.7, p < .001 < .05) or a higher cognitive reflection (F(1,
1007) = 21.2, p < .001 < .05) or a lower trust in AI (F(1, 1007) = 18.1, p < .001 <
.05) is significantly associated with a higher perceived information insufficiency.

For valid statements, a greater prior belief is significantly associated with a
higher weighted discernment accuracy (F(1, 1007) = 7.4, p = .007 < .05) and a
lower perceived information insufficiency (F(1, 1007) = 17.2, p < .001 < .05).

Overall, these significant effects about personal factors as covariates from
MANCOVA suggest the two AI interventions have a main training effect in
improving discernment accuracy despite personal factors. In other words, indi-
viduals can benefit from AI interventions regardless of their prior belief, high
or low cognitive reflection levels, or high or low trust in AI. Additionally, there
are a few implications regarding how these personal factors affect discernment
and perceived information insufficiency when encountering fallacies. Firstly,
a strong prior belief affect discernment differently for valid versus invalid
statements differently, undermining the judgment for invalid statements while
strengthening the judgment for the valid ones. Secondly, individuals with traits
such as a weaker prior belief, a higher cognitive reflection (indicating critical
thinking that override the first response that comes to mind) and a lower trust in
AI are more likely to discern better and find the given information insufficient,
and potentially seek alternative sources. In contrast, individuals with a strong
prior belief, a lower cognitive reflection (driven by intuition), a higher trust
in AI are more likely to be satisfied with information given at hand thus be
posed to risks in discern correctly. For example, these risks include misleading
information presented or trusting AI feedback without double-checking other
sources of evidence. Further research using a mixed model analysis is needed
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to understand the detailed interaction effects of these personal factors together
with interventions.

5.2.6 Qualitative Results

Here we report the participants’ subjective experience during the discernment
task in the three conditions. Each quote below is from different participants
in the condition. To sample the thinking processes of the participants, we
asked them to report their internal thinking process. These results complement
participants’ ratings with narratives. An inductive coding [4] was conducted
to discover salient themes. Two coders iteratively coded the narratives with
themes, discussed and aligned any disagreements, and added emerging themes
until reaching theoretical saturation [15].

Participant’s Experiences in the Control group

As reflected in the performance result of the discernment task, participants
in the control without the intervention found it difficult to discern logically
valid statements from the logically invalid statements. Without the AI feedback,
most participants reported that they mostly relied on their feelings, intuitions,
or prior knowledge rather than using reflective thinking in determining the
validity of the statement:

"I didn’t have a specific thinking process. I just went with the
knowledge I already know and what each statement was saying."

"There was not that much of a thinking process, all 10 statements
made perfect sense"

Though, there are also few participants that in their writing show their
critical thinking process when evaluating the statement, some try to evaluate
the logical consistency within the statement, while some look for evidence and
fact to support the claim:

"I tried to figure out if the second statement [premise] clearly de-
scribed a truth of the first statement [claim]. If so that would be
logically valid. If the second statement didn’t clearly back the first
statement i figured that to be logically invalid." "I was thinking about
the two sentences and how the second sentence supports the first (if
at all)."
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"it was okay i guess. I just said the statement out loud to myself and
looked for proof in the statement"

Participant’s Experiences in the Causal AI Explanation group

For the causal AI explanation condition, participants generally reported the
usefulness of the AI feedback. However, participants with low critical reflection
were found to have a tendency to be persuaded by the AI explanations and go
with the AI feedback:

"My thinking process was typically to go with the feedback given. I
like that the feedback provided an explanation as to why it made its
ruling"

"It was interesting to get a second opinion and that persuaded my
position to a certain extent."

The fact that participants are willing to give up their thinking and follow the
AI recommendation is a concerning issue that some participants also noticed
by themselves, as reported here: "I thought it was useful, made me think
more carefully. But I also worried [me] that I was giving to much weight to
the feedback." Participants reported that they felt more confused when they
disagreed with the AI explanations and more confirmed when they agreed with
the AI explanations. This further demonstrates the notion of AI explanations
potentially overpowering the human thinking:

"I feel confused and doubt myself when I disagree with the AI"

"The feedback helped confirm my own thoughts on the validity of
the statements"

Finally, one emerging theme of the responses from participants with low
cognitive reflection is that, even though the feedback on the AI on the logical
connection is sufficient for the task, they felt the feedback to be limited, and
that the needed more information:

"I liked the feedback but I wish there had been more evidence as
well."
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"The feedback was limited. My thinking process was to fall back
on what I already know and to do further research on the topic if I
desire to do so."

On the other hand, participants with high level of cognitive reflection were
doubting the accuracy of AI feedback, and tended to disagree when they
thought the AI system was giving them biased or incorrect feedback — although
the feedback was 100% accurate:

"It was interesting to see the AI made assumptions based on the
information given. However, I know that AI’s often times think in
a vaccuum, and [they] are not affected by nuance and real world
scenarios. When considering the issues, I often thought about what
other world factors affected the statement, and even if something
seemed "logically sound" (I.E. the statement in itself made sense)
whether or not the information given could be backed up. Anyone
can say "statistics show" and make what sounds like a logical state-
ment, but those statistics need to be analyzed and discussed to rule
out any bias or skewing."

Finally, in both groups of high and low cognitive reflection, some participants
reported their hesitation and resistance to follow the feedback, echoing the
feedback of the control condition, where subjects would just go with their
intuition:

" It was interesting to see what the AI logic said, but I tried to go
with what I felt without the influence of AI"

"It was helpful to get feedback to help me make a better decision.
But in the end, my decision was based on how logical the statement
felt to me, even if the AI disagreed."

Participant’s Experiences in the AI-framed Questioning group

We found that participants in the AI-framed Questioning condition were gener-
ally having positive experiences and found the feedback in terms of questioning
to be helpful regardless of their cognitive reflection level. Participants with
low cognitive reflection in particular, reported how the question of the AI
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system helped re-frame the statement, and hence making it easier for them to
understand the logical connection or disconnection between the claim and the
premise:

The AI feedback was helpful, and it framed the presented informa-
tion in a way that was logical and easy to digest. I evaluated whether
a given statement seemed logical given the information provided.

"The feedback provided by the AI gave a clearer picture as to what
the statement was proclaiming. I was able to process the question
asked by the AI if I had trouble determining how a statement listed
was logically valid or not."

Participants further reported that after receiving the feedback, the questions
helped them reflect and update their decisions.For the participants with high
level of cognitive reflection, participants reported that they already applied their
reasoning process on the information, and the question from the AI made them
reflect on their reasoning process:

"It was nice to have an AI guide me by interpreting the information
presented and ask reasonable questions based on its interpretation.
However, I tried to double-check the original statements a few times
to make sure the AI feedback was valid. It made decision-making
easier overall and lent me some confidence in my answers."

"The feedback helped me to understand how the two statements
were connected and what they implied. My thinking process mainly
focused on finding another possible factor that could be left out of
the statements. I also thought that circumstances that showed one
example of something, like with the circumcision case, were invalid
while trends were valid."

In both groups, after receiving recurring questions from the AI system, users
also reported that they learned to recognize the patterns of hasty generaliz-
ing fallacies (the invalid statements), highlighting how they integrated and
internalized the AI feedback into their own thinking:

"The AI feedback helped a lot, because I realized that many of the
statements only had one example to support a claim, but the AI
brought up that one instance does not mean all. "
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"The feedback questions helped a lot by simply rephrasing and
asking whether a statement’s premise and conclusion made sense.
My thought process was mainly to avoid generalizing from a single
event, and only generalizing from trends and research statistics."

5.3 discussion & implications
The study showed that both AI framed questioning and causal AI feedback
on the logical structure of information can significantly improve human dis-
cernment accuracy of logical validity over a human alone, regardless of any
personal factors such as prior belief, cognitive reflection or trust in AI. This is
promising as it shows that people with strong or weak prior belief, high or low
cognitve reflection, high or low trust in AI can all benefit from AI interventions
in improving their discernment.

Moreover, the AI framed questioning led to the a better discernment than
causal AI feedback when encountering fallacies. This aligns with prior literature
on AI-assisted reasoning that shows the potential of technology to support
critical thinking [17]. This is also consistent with previous finding that showed
how cognitive forcing functions can increase a subject’s tendency to reflect on
AI feedback and use it more effectively (with higher accuracy) [7]. Beyond
cognitive forcing functions that omit AI feedback labels, our results show that
questions can go even further in terms of effectiveness. Based on our qualitative
data, we hypothesize that this is because of questions being empty (not having
any truth value) which makes the user need to decide for themselves.

Additionally, participants with causal AI explanations were significantly
more satisfied with the given information in support of the claim (indicated
by lower perceived information insufficiency) compared to those who are not
supported with any feedback at all or supported with AI framed questioning.
This could expose them to risks of their erroneous prior beliefs or their lack of
critical thinking without double-checking extra sources.

5.3.1 Generalizability of framed-questioning explanations

Our results demonstrate the effects of AI-framed Questioning on human logical
discernment of socially divisive statements. However, beyond logical discern-
ment, what kinds of decision-making tasks can use the AI-framed Questioning
approach? While it is an empirical question whether the method yields similar
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performance gains in other domains, there are certain inherent limitations of the
approach. For instance, the AI-framed Questioning approach assumes that the
AI model is able to causally link a reason to a recommendation, and as such any
AI system capable of generating causal AI explanations that logically connect to
a prediction label could use this method. For example, the framed-questioning
method could be used to explain the prediction of an AI system that is making
a medical diagnosis such as "If the patient has X symptoms, does that mean that
necessarily mean that they have Y illness?", assisting the user with connecting
the symptoms to the diagnosis. However, not all AI models are able to derive
causal links to their predictions, such as some attention-based deep neural
networks, and in such cases the method might not work adequately. In the
future, we plan to evaluate the framed-questioning method in other domains
and tasks to further explore its generalizability.

Moreover, our experiment compared AI-framed Questioning to always
correct Causal AI-explanations. One might argue that this is problematic
because previous work on over-reliance on AI systems usually identifies the
issue to be that explanation increases people’s reliance when the AI system
is wrong, and since our experiment does not compare AI-framed questioning
with an AI system that can be wrong, the results do not contribute much to
discussions on over-reliance. However, we argue questioning might help prevent
over reliance considering that it does not feed and tell users direct answers
but provoke them to reflect by themselves. Since AI-framed Questioning is
prediction agnostic and always gives the same question feedback — whether
or not a statement is logically valid or not — the user is unable to rely on on
the prediction of the AI system (there simply are no answers given). Further
study and measures are necessary to examine over reliance of questioning AI
and compare properly with always and not always correct AI

5.3.2 The future of AI interfaces that ask instead of tell

This chapter presented the idea of AI-framed Questioning as a valid AI-feedback
modality inspired by the ancient method of Socratic questioning that uses intel-
ligently formed questions to provoke the human reasoning process, allowing
the user to correctly discern logical validity of statements by themselves. This
method emphasizes the role of AI systems in supporting human critical think-
ing by providing a scaffold for the thinking process and making it less effortful
for humans to draw logical consistency within statements. Our experiment
demonstrates an opportunity for a new style of human-AI interaction that
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encourages the person to evaluate and make decision for themselves rather
than taking feedback from AI systems at face value. We foresee various future
applications for AI-framed Questioning, such as enhanced critical thinking
about social media recommendationsor with doctors and policy makers where
critical thinking is paramount.

5.3.3 Limitations and Future Work

Though the idea of AI-framed Questioning is promising, our work opens up
many doors for improvements and future research.

Balancing between telling and asking

In this chapter we highlighted the power of "asking the right question" to
trigger or engage reflective thinking. However, AI-framed Questioning might
not always be appropriate. First, correct discernment when getting AI-framed
Questioning relies somewhat on the user’s basic ability to connect the dots
and see logical contradictions or absurdities in the explanations. However, it
is not always guaranteed that the questions in the AI-framed Questioning can
be correctly understood or interpreted by the user. Secondly, the user might
not always want to be questioned by the AI system. There might be some cases
where merely being told the answer with causal AI-explanations is sufficient —
either because the user can’t figure out the answer for themselves or they do
not have the time or desire to think reflectively. Perhaps they have over time
learned the weaknesses of the AI system and feel completely fine relying on
the causal AI-explanation. Humans need to know when to rely and when not
to rely. They can learn this over time[116, 3]. Thus, understanding the context,
balancing and understanding when to ask and when to tell is a challenge to
make an effective human-AI system work in the real world.

Exploring multiple types of questions

The questions used as the intervention in our study were generated by a rule-
based approach ("If [reason] does it follow that [label]?"). However, there
are other kinds of questions that can be used to promote critical thinking.
For instance, Socrates used multiple self-reflection questions in multiple turn
conversation. This could be an inspiration for future research that explores
how AI-framed Questioning could generate multiple turn dialogues between a
human and AI systems. Such approaches have already been tested with systems
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that teach critical thinking [58]. Merging this work with AI systems could yield
interesting and potentially impactful results.

5.3.4 Conclusion

We presented the novel method of AI-framed Questioning, that asks questions
to provoke the user to discern the logical validity of information by themselves
in contrast to typical AI explanations that rely on the user passively receiving
feedback from the AI system. Our study results show that AI-framed Question-
ing increases discernment accuracy of flawed statements and users’ ratings of
flawed statements level of sufficient information. While the experiment shows
the technique is applicable for the specific task of logical validity, it exemplifies
a future type of system where AI agents work together with and challenges hu-
mans, instead of simply telling them what they should believe or do. In a world
where we are constantly bombarded with information, it is more important
than ever to be able to think critically and improve our discernment capabilities
beyond our current state.

76



6 P E R S P E C T I V E S O N A I - E N H A N C E D
R E A S O N I N G

“But now I had before my eyes the least emotional, intelligent human being one might
imagine, and yet his practical reason was so impaired that it produced, in the wanderings
of daily life, a succession of mistakes, a perpetual violation of what would be considered
socially appropriate and personally advantageous.” – Antonio Damasio, Descartes’
Error.

6.1 limitations of presented work and poten-
tial challenges

This thesis presented the idea of AI-Enhanced Reasoning (Chapter 2), the im-
plementation of an AI-Enhanced Reasoning system that gives feedback on the
logical structures of information (Chapter 3), that humans rely on information
assessment systems that tell them the answer — even deceptive ones (Chapter
4, and, lastly, that building interaction methods that challenges the user can
promote critical thinking rather than reliance. While these contributions demon-
strate some of the opportunities and challenges in designing AI-Enhanced
Reasoning systems, there are still many factors that are still open questions.

6.1.1 Learning Effects of AI-Enhanced Reasoning Systems

In Chapter 5, we compared the effects of a logic-checking AI system that
explains users the logical validity of information against the effects of a logic-
checking AI system that asks users questions. While we found immediate
discernment and agency differences between the conditions, it is unclear if the
interaction methods had any learning effects on the users. For instance, it could
be that AI-framed questioning leads to more critical thinking in the moment
but doesn’t teach people the skills to critically evaluate information alone. The
presented AI-enhanced reasoning systems might even end up diminishing
people’s critical thinking capabilities if they end up needing it to prompt their
critical thinking. For instance, technological advancements such calculators
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have enabled us to solve math problems in seconds but made us worse at
mental math. GPS systems have allowed us to navigate without having been
to a place before but made us bad at remembering street names and routes.
A broader and more open question is how to design AI-enhanced reasoning
systems that aid the user beyond their current critical thinking skills without
diminishing their independent critical thinking capabilities. Doing this would
require careful consideration of cognitive factors and interaction methods that
promote learning and internalization of critical thinking skills.

6.1.2 Administrating Cognitive Resources

In Chapter 5, 4, 5 we showed that people when assisted by AI systems that
give them the answers become compliant and stop using cognitive resources
to engage in thinking critically about AI-mediated information themselves and
take the feedback of the AI system at face value, which replicates other findings
in the literature [7, 34]. One limitation that has not been measured in the
experiments is the differences in cognitive load imposed on the users by the
different AI explanations. Prior work has shown that AI interaction methods
that increase cognitive load are less preferred by users [7]. Since AI-framed
Questioning are posed as questions, engaging with the system might potentially
require more effortful reflection than if the AI system just told users the answer.
If that is the case, then such methods might risk that users do not want to
engage with them and as a result ignore it. Future research in AI-Enhanced
reasoning should investigate ways to monitor the users cognitive load so that
interactions can be tailored accordingly.

6.1.3 Understanding the Influence Social factors on Engagement

In the studies presented in this thesis, we primarily focused on individual
users interacting with AI-enhanced reasoning systems. However, in real-world
settings, people often engage with AI systems in social contexts, such as in
groups, teams, or organizations. Social factors, such as group norms, social
influence, and power dynamics, can significantly impact how individuals engage
with AI systems, and whether they accept or critically evaluate the information
provided by these systems. For instance, people might conform to a group’s
opinion even when it is contradicted by an AI system’s assessment, due to
social pressure or the desire to maintain group harmony. On the other hand,
individuals might reject AI-generated information because they perceive it
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as a threat to their expertise or status within a group. These factors could
moderate the effectiveness of AI-enhanced reasoning systems in promoting
critical thinking and accurate discernment.

6.1.4 Studying AI-Enhanced Reasoning In-the-wild

The experiments in this thesis was conducted using offline and online partic-
ipant pools in controlled environments. In these contexts, people have more
time and energy to engage with the systems without distractions. However, in
real-world settings, users often interact with AI systems while multitasking or
in time-constrained situations, which might impact their engagement with the
systems and their ability to critically evaluate information. Furthermore, the
type of information people encounter in real-world settings can be more com-
plex, nuanced, and emotionally charged than the stimuli used in the controlled
experiments. Thus, it remains an open question how the findings from these
experiments would generalize to real-world contexts and how AI-enhanced
reasoning systems can be effectively integrated into existing workflows, tools,
and platforms. To address this question, future research should investigate the
use of AI-enhanced reasoning systems in real-world, practical settings, such as
workplaces, educational environments, and social media platforms. This would
involve conducting field studies, deploying AI-enhanced reasoning systems in
existing tools and applications, and collecting both quantitative and qualitative
data on user interactions and outcomes.

6.2 unexplored types of enhanced reasoning
systems

6.2.1 Expanding the Evaluation Capabilities of AI Enhanced Reasoning
Systems

This thesis investigated AI-Enhanced reasoning systems that evaluates empty
claim fallacies and hasty generalization fallacies, some of the most common type
of logically invalid statements. Future work should explore a wider range of
information evaluation systems such as systems that can identify more logical
fallacies or even point to specific contradictions, or core premises that the
user should fact check to make the conclusion true. It could also couple logic

79



checking systems with fact-checking systems, or even identify vague terms or
phrases such as “Yes, we can!” or “Make America Great Again” to help people
require speakers to define their specific approaches or conditions for making
something “great”. Future work could also explore how logical feedback might
help people with their own writing or self-insight by highlighting their own
flaws and prompting them to make their reasoning stronger.

Lastly, AI systems could also highlight contradictions individual’s own
thinking such as in their deeply held values and existing beliefs to encouraging
belief revision. By making individuals aware of the potential contradictions
between what they care about and their current beliefs, they may be more
motivated to reevaluate their positions and update their beliefs accordingly. For
example, research has shown that presenting individuals with information that
connects their core values to an opposing viewpoint can lead to a reduction
in their resistance to change and increase their willingness to reconsider their
beliefs [26]. This approach, known as "values affirmation" or "moral reframing,"
leverages the power of personal values and concerns to create a more receptive
mindset for belief updating [13].

6.2.2 Interaction methods based on social factors

The social context in which users interact with AI systems can significantly
impact their trust and reliance on these systems. For example, users may be
more likely to engage with an AI system if they believe that it is an expert or
their friend. Alternatively, users may be more skeptical of AI systems with social
features that they perceive as less credible or identifying with. In the wearable
reasoner experiment, for instance, people reported perceiving the system as an
expert due to it giving them suggestions in a British accent. Future research
could investigate how changing the social role and personal features of an AI
system influences people’s ability to think critically. For instance, deepfake
technology, which digitally alters images, video and even audio recordings to
make people look like they are doing or saying something they aren’t, can be
used to create AI systems that assume different social roles, such as an expert, a
peer, or an intern or someone of a less-well perceived role. By manipulating the
social role of an AI system using deepfake technology, researchers can study
how these different roles affect users’ trust, reliance, and engagement with
AI-enhanced reasoning systems.
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6.2.3 Supporting Collective Reasoning

The studies presented in this thesis mainly focus on individual users interacting
with AI systems in isolation. As AI systems become more pervasive and
integrated into everyday tasks and decision-making processes, it is essential to
investigate how AI-enhanced reasoning systems can be designed to support and
facilitate collective reasoning and deliberation among groups of people. One
possible direction for future research is to explore how AI-enhanced reasoning
systems can be designed to promote constructive dialogues and deliberation
among users with different beliefs, biases and critical thinking skills. This
may involve designing AI systems that can facilitate conversations, help the
evaluation of presented information, and foster productive debates without
imposing a particular viewpoint or dominating and disrupting the discussion.
For instance, an AI-Enhanced Reasoning system could be developed that tries
to help people in disagreement find common ground by knowing their prior
beliefs and what they care about.

6.2.4 User Modeling

Even if a system is capable of identifying a bias or reasoning error in a piece
of information, some users might still not care. Hence, future research should
explore how to create a detailed user model that captures the individual’s
personal cognitive factors and biases in order to deliver the most effective
interventions. For instance, AI-Enhanced reasoning systems could monitor a
user’s decision-making patterns and behaviors over periods of use to figure out
what interventions a user is more susceptible to.

6.2.5 More specialized tasks

This thesis only evaluated the effects of AI-enhanced reasoning systems on
the discernment of misinformation and divisive arguments. However, to truly
test the effectiveness of the AI systems shown in this thesis, studies will need
to evaluate them in various decision-making task domains, such as medical
decision-making, corporate strategy and risk management, judicial decision-
making, and emergency response and risk management. All of these task
domains represent diverse scenarios where cognitive biases can significantly
impact the quality of decisions made by individuals.
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6.3 long-term perspectives on human cogni-
tion and feeling-based ai-enhanced rea-
soning

Reasoning is not just about arriving at a conclusion through systematic think-
ing; it involves among other things “intuitions”, “gut-feelings”, and different
degrees of conscious awareness and agency — also when engaging in reflective
thinking [64, 65, 38]. Thus, if humans are to truly enhance their own reasoning
capabilities, then it is merely not enough have systems that talk to us and
prompt us to think: we also need to consider the natural phenomenology of
reasoning such as feeling that something is wrong when we hear someone
make a logical fallacy. As reported by participants in Chapter 3, AI-enhanced
reasoning systems that give language based interventions is often experienced
as a second opinion or critical thinking sparring partner talking to you rather
than you thinking by yourself. But as we integrate with technology, we would
want to feel that we are the ones thinking, feeling, expressing, and experiencing
reality, not the AI-system. These AI systems would not only serve as tools that
offer external guidance or support during problem-solving tasks but also as
an extension of our cognitive processes, allowing us to think and reflect more
effectively.

For AI-enhanced reasoning systems to be deeper integrated with conscious
structures such as implicit and explicit awareness in reasoning, e.g. “intuitions”
and “controlled thinking”, AI systems should take advantage of haptic, auditory,
or non-invasive brain stimulation techniques like temporal interference tran-
scranial magnetic stimulation or ultrasound stimulation could provide useful.
For instance, a wristband could help prompt implicit learning and building
intuitions subconsciously by vibrating whenever the user comes across a logical
fallacy; or a system might induce intuitions more directly by stimulating the
amygdala, which is known to be associated with negative feelings.

To facilitate a deeper integration with users’ cognitive processes, AI systems
should also take advantage of the latest advances in brain-sensing technologies
such as EEG and fNIRS. By incorporating these technologies, AI systems could
monitor users’ brain activity and gain insights into how they are processing
information, their emotional state, and their level of engagement with the task
at hand. This information could then be used to adapt the AI’s interventions
and feedback in real-time so that they better support intuitive and reflective
thinking.
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By developing AI systems that can seamlessly blend with human cognition
while respecting and responding to our emotional needs, we can create a truly
symbiotic relationship that will greatly benefit both parties. As a result, we will
not only be able to enhance our reasoning capabilities but also experience a
greater sense of agency, control, and ownership over our thoughts and actions,
leading to a richer and more fulfilling lives.
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7 C O N C L U S I O N

In this thesis, I have explored the how AI systems might augment human
reasoning and critical thinking abilities. Through a series of experiments and
the creation of novel AI interaction methods, I sought to gain a deeper under-
standing of how AI systems can be designed to foster more effective critical
thinking and well-informed decision-making. These interactions included logi-
cal validation feedback, deceptive AI-generated explanations, and AI-framed
questioning.

This work has contributed to our understanding of the role AI systems can
play in enhancing human cognitive abilities and the potential they hold for
addressing complex global challenges. By investigating diverse AI-enhanced
reasoning systems and reevaluating our approach to AI interactions, we can
begin to form a more comprehensive picture of the future of AI and its implica-
tions for human reasoning.

There are, however, limitations to this work, such as its focus on specific
forms of reasoning and its restriction to controlled experimental environments.
As such, it is crucial to extend this research into real-world contexts and integrate
additional aspects of human cognition to develop a more holistic understanding
of AI-enhanced reasoning. This may involve exploring the role of social factors,
assessing long-term learning effects, and investigating novel combinations of
AI interaction methods and human cognitive capacities.

Ultimately, the pursuit of AI-enhanced reasoning is not only about creating
effective AI systems but also about considering the broader implications of
these systems on our society and fostering a symbiotic relationship between
humans and AI where human capabilities and agency are first priority. Such
a relationship should promote human growth and flourishing, rather than
leading to dependence and passivity. As we continue to explore the potential of
AI-enhanced reasoning, it is essential to prioritize human agency and autonomy
and ensure that these systems empower humans to think more critically, make
better informed decisions, and navigate the increasingly complex world around
them.

This thesis has taken concrete steps towards understanding the possibilities
and challenges of AI-enhanced reasoning, but there is still much work to be
done to unlock the full potential of these systems. I hope that this work
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inspires further research in this area and encourages developers, researchers,
and policymakers to consider the ethical and societal impact of advanced AI
systems that assist in decision making tasks. By navigating the complexities
of AI-driven support for critical thinking and decision-making, we can work
together to build a more rational, discerning, and informed society for the
betterment of humanity.
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