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Abstract

Animals have evolved over millions of years to exploit the faintest visual cues
for perception, navigation, and survival. Complex and intricate vision systems
found in animals, such as bee eyes, exploit cues like polarization of light relative

to the Sun’s position to navigate and process motion at 3(1]—0th of a second. In
humans, the evolution of the eyes and the processing of visual cues are also
tightly intertwined. Babies develop depth-of-field at 6 months, are often scared
of their own shadows, and confuse their reflections with the real world. As the
infant matures into an adult, they intuitively learn from their experiences how
these cues instead provide valuable hidden information about their environ-
ments and can be exploited for depth perception and driving.

Inspired by our usage of visual cues, this thesis explores visual cues in the
modern context of data-driven imaging techniques. We first explore how visual
cues can be learned from and exploited by combining physics-based forward
models with data-driven Al systems. We first map the space of physics-based
and data-driven systems and show the future of vision lies in the intersection of
both regimes. Next, we show how shadows can be exploited to image and 3D
reconstruct the hidden parts of the scene. We then exploit multi-view reflections
to convert household objects into radiance-field cameras that can image the
world from the object’s perspective in 5D. This enables applications of occlusion
imaging, beyond field-of-view novel-view synthesis, and depth estimation from
objects to their environments.

Finally, we discuss how current approaches rely on humans to design imaging
systems that can learn and exploit visual cues. However, as sensing in space,
time, and different modalities become ubiquitous, relying on human-designed
systems is not sufficient to build complex vision systems. We then propose



a technique that combines reinforcement learning with computer vision to
automatically learn which cues to exploit to accomplish the task without human
intervention. We show how in one such scenario agents can start to automati-
cally learn to use multiple cameras and the triangulation cue to estimate the
depth of an unknown object in the scene without access to prior information
about the camera, the algorithm, or the object.
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INTRODUCTION

Animal eyes have evolved for millions of years to exploit the faintest of visual
cues in their surrounding in unique ways in order to overcome challenges
posed by their environment. These biological vision systems have evolved
from single-cell photoreceptors to complex compound eyes that can capture
the environment beyond the limited visible spectrum available to humans,
including infrared, ultraviolet, and even polarization. Moreover, animal eyes
have also evolved to perform complex actions such as navigation, and detection
of food and prey. For example, bee vision has evolved into a complex set of
5 eyes that use polarized light relative to the Sun’s position to navigate and

process motion at ﬁth of a second. Moreover, their vision has further evolved
to exploit the ultraviolet spectrum which gives them an advantage when seeking
nectar.

On the contrary, human-designed perceptual systems are limited in sensing
and analysis of visual cues for applications: i.e. human-designed vision systems
capture limited information from the electromagnetic spectrum, analyze from
a limited set of visual cues that are present in the scene, and, lastly, process
at slower speeds compared to their biological counterparts. Moreover, in
the modern context of data-driven vision techniques, visual cues are often
second-class citizens- often ignored even if they provide valuable and hidden
information about the scene.

We first explore how known visual cues can be parameterized in a modern
machine-learning framework by using physical equations that govern the effects
and interactions between light and matter. Next, the thesis shows applications
of this framework. In particular, we show how the physics of two visual cues:
shadows and reflections, and a property of light: polarization, can be integrated
with modern data-driven neural rendering techniques to image the invisible
parts of the scene, recover the 3D shape of objects from limited views, and
create objects into radiance-field cameras. We then discuss how other cues
can also be integrated with data-driven techniques. Finally, we show that this
framework is limited by pre-discovered and known visual cues as it relies on
explicit definitions of forward models of those cues by humans. The “designer-
in-the-loop" must discover a cue in the imaging modality that can be exploited
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through trial-and-error, and propose a forward model that can be integrated

with machine learning. We discuss how such a system limits the evolution of

perception systems that can see deeper inside our bodies, brains, and beyond.
In summary, the thesis addresses the following questions:

How can the physics of light-matter interactions be merged with modern
data-driven vision techniques?

How can visual cues such as shadows, reflections, and polarization be
exploited to image the invisible parts of the scene?

How can we build imaging systems that don’t rely on well-known and
prediscovered visual cues for perception?

While the individual areas of machine learning, and exploiting visual cues
through physics-based forward models are heavily studied in isolation, the
thesis explores how those two fields can be combined which has recently
emerged as an open research topic. The thesis consists of the culmination of the
following works:

Towards Neural Representations Through Shadows, ECCV 2022 [107]

Physics Vs. Learned Priors: Rethinking Camera and Algorithm Design
for Task-Specific Imaging, ICCP 2022 [48]

ORCa: Glossy Objects as Radiance Field Cameras, CVPR 2023 [106]

DiSR: Discovery Imaging Systems Through Reinforcement Learning, Under
Review, ICCV 2023

A1 ANIMAL EYES

The evolution of our visual system is remarkable, and fascinating, and is deeply
linked with the evolution of lifeforms that reside on earth today. We define
the visual system with an eye as the sensor that focuses incoming light and
converts it into electrical impulses, and the brain which processes the electrical
impulses and makes “sense" of the electrical stimuli. The human eye today uses
100 million light-sensitive cells to “see", but the first eye traces its origins back
to the emergence of single-celled organisms with rudimentary photoreceptor
proteins- a single light-sensitive cell to “see". Early life forms such as the
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cyanobacteria used light sensitivity to optimize their energy production using
oxygenic photosynthesis- where the water is oxidized with the energy of the
absorbed sunlight and Coz is reduced to the level of energy-rich carbohydrates.
This conversion from sunlight to chemical energy is one of the most important
energy conversions on earth and is central to life formation.

Over time, single-cell photoreceptors evolved and became more complex,
giving rise to the eyespots, pit eyes, and pinhole eyes found in more complex
organisms. These eyespots and pit eyes gave life directional sensitivity to light
in addition to sharper vision- mimicking a “pinhole" camera. The next leap in
visual sensing abilities comes from the evolution of eyespots into compound
eyes that are typically found in arthropods and crustaceans. The compound
eye consists of thousands of individual photoreceptor units called ommatidia.
These tiny individual photoreceptor units are spread along the surface, typically
convex, of the compound eyes where each individual unit accepts light from a
slightly different direction. This allows for a larger field of view in addition to
serving as an extremely fast motion detector. The visual perception is then a
mosaic- some combination of light coming in from each of the individual units.

A.2 VISUAL CUES

The evolution of the eyes and the processing of visual cues are tightly inter-
twined. As eyes became more sophisticated, the brain co-evolved to utilize a
wide range of visual cues for navigation, communication, and survival. For
example, forward-facing eyes allow for stereopsis or binocular vision to see and
judge depth, vs. side-facing eyes allow for a larger peripheral vision (useful for
detecting predators when grazing).

Humans rely heavily on visual cues such as binocular cues, or monocular
cues such as shape, size, color, or shading. Our visual system has evolved to
detect small inconsistencies in lighting and shadows in the scene and extract
the most meaning from the visual scene. However, what is remarkable is that
humans are not born with this capability. Even with the “hardware" in place,
our brain learns how to perceive the world.

Toddlers begin to learn and recognize their own shadows from a young
age often being scared or fascinated by light and shadows. Fig. 1.a shows
how the toddler is scared of her own shadows as it is following her around.
We also notice a similar behavior with reflections as babies and toddlers have
yet to figure out how to process reflections of themselves onto mirrors. For
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Figure 1: Exploiting Visual Cues at Different Stages in Humans. Toddlers and young
infants are still learning how to exploit visual cues around them such as
shadows and reflections. (a) shows how visual acuity evolves in newborn
babies. This is often related to depth-of-field- the near image plane, roughly
the distance from their mother’s lap to the baby, is usually the first to come
in focus. In (b) the infant has yet to pass the “Mirror Test" where young
infants and toddlers are placed in front of mirrors to see how they respond-
they often confuse it with another baby and have to learn to identify that
it’s their own reflections. In (c) the toddler thinks the shadow is chasing her,
tries to run away, and eventually falls down. Babies are often very curious
about light and visual stimuli and have yet to learn how shadows are and
a consequence of lack of light. In (d) we show how adults have learned to
exploit visual cues that they were once afraid or curious about. We show
stereopsis cues using Random-Dot Stereograms, depth perception through
shadows, and using reflections of mirrors for complex tasks of driving a car.
As a fun experiment, try to find the shark in the random-dot stereogram image (d).
Hint: try to focus your eyes behind the image instead of on the image itself.

example, psychologists often use the mirror test to recognize if the infants
have understood that it is their reflection in the mirror. Young infants often
think there’s another baby in the mirror, while older babies are more hesitant.
Toddlers typically begin to understand this with clear signals, such as they
touch their own nose instead of the one in the mirror. Fig. 1.b the baby thinks
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that there is another baby behind the mirror and tries to grab them. Fig. 1.a
shows how depth of field and visual acuity evolve in newborn babies. in Fig. 1.d
we finally show how adults have learned how to exploit these visual cues for
depth perception (shadows and binocular cues) and for complex tasks such as
driving (reflections on side mirrors to perform complex maneuvers). As a fun

experiment, try to find the shark in the random-dot stereogram image (Fig. 1.d).

Hint: try to focus your eyes behind the image instead of on the image itself.

Within a few years, the babies would have grown to learn to use the shadows
to estimate object size and by 16 learn how to use reflections on side-car mirrors
to drive and judge distances of other cars around them.

A.3  PARAMETRIZING VISUAL CUES USING LIGHT TRANS-
PORT

The importance of these cues for our visual system cannot be understated.
Engineers, neuroscientists, and artists have spent many years understanding
visual cues for applications in graphics, understanding the human visual system,
and for effects in art and paintings. Here we take a computational perspective
on visual cues and discuss how light transport can simulate and therefore
perform computation on visual cues such as shadows, reflections, triangulation,
and polarization.

There are many ways to model the behavior of light: ray optics, wave optics,
electromagnetic optics, and quantum optics [43]. Reflection and refraction cues
can be characterized by modeling light as rays, other cues like interference or
polarization need to be modeled light as a wave. In this thesis, we deal with the
behavior of light as rays. The rendering equation [45] models this behavior. It
expresses the outgoing radiance, L, (X, wo), in the direction w at a point x as a
sum of the emitted radiance: L.(x, w,), and the total reflected radiance in the
direction w at a point x: L,(x, w,). Here we have expanded L, to be the sum of
all the incoming radiance over a hemisphere () around the point x.

Lo (x,wo) = Le (x, wo) + /er (x, wi, wo) Li (x, wi) (wj - n) dw; (1)

Shadows. Equation 1 enables physically accurate renderings of scenes
typically found in everyday life. Each ray that is traced must originate from a
light source. A point is in hard shadow, for example, when there is no direct
path from that point to a light source in the scene. Therefore by placing an
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object in the scene, we restrict certain areas to have no path to the light source,
but those same points have a ray towards the camera (if the cameras can see
the shadows). Softer shadows form when those points have rays from some
light sources and don’t from others which cause those areas to be less well-lit
when compared to other regions. These consistencies between light and camera
sources in the scene have been exploited in graphics and inverse graphics for
years to enable faster renderings [20]. The thesis will show that these physically
accurate consistencies can also be exploited with machine learning methods to
enable learning from shadows.

Reflections. Due to the recursive nature of the rendering equation, we can
interchange and consider the point as a light source and a camera. Consider
light originating from the sun and reflecting off a mirror onto a desk. We can
render the same scene using the mirror as a light source instead of the sun.
Moreover, we could also map the whole environment around the desk onto a
hemisphere and render the scene using that hemisphere. Such approximation
and techniques enable faster renderings as we can now start to approximate the
scene and limit our recursion to a few bounces. The dual applies to the camera
as well: consider the same scene but instead of rendering the scene from the
camera looking at the desk, we use the reflection of the desk on the mirror and
render it from the mirror’s perspective. The thesis will also show that mapping
between camera pixels and the object surface enables the conversion of the
object into a virtual sensor. This enables the virtual sensor to estimate the depth
of the scene from that object- effectively turning the objects in the scene into
cameras.

A.4 OVERVIEW OF CONTRIBUTIONS
Finally, the thesis is organized in the following way:

Chapter 3 proposes a framework to design task-specific cameras based
on a combination of physics and data-driven methods. We show how
the landscape of camera and algorithm design has evolved over time,
and outline trends in the area. In addition, we also plot computational
imaging, and computer vision among other fields based on how much
“physics" and “data" they use.
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Chapter 4 shows how classical graphics techniques such as shadow map-
ping can be exploited with modern data-driven techniques such as Neural
Radiance Fields (NeRFs) to image the hidden parts of the scene.

Chapter 5 shows how physics-based methods in Computational Imaging
such as Catadioptric Imaging Systems (CIS) can be exploited with NeRFs
to convert objects in the scene into virtual cameras that can image the
scene itself. We also show how polarization as a cue can also be exploited
in this framework.

Chapter 6 shows proposes a Computational Imaging Grammar and shows
how the space of imaging and perception algorithms can be searched
using reinforcement learning. This enables automatic learning of these
cues without human supervision and thus a lesser dependency on humans
to design imaging and perception systems.

In summary, the thesis explores the intersection of graphics and vision, and
computational imaging and vision, and proposes tools. The number of visual
cues and modalities is far too many to be addressed within the work, but my
hope is that some of the tools and frameworks discussed in this thesis can lead
to other cues being used to solve problems in different fields.
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PRELIMINARIES

The background is divided within the fields of Imaging and Graphics, and
Computer Vision. Computer Vision is really an inverse graphics problem and
serves to invert the forward models that govern light-matter interactions. We
discuss first how visual cues are defined in graphics and computational imaging,
followed by related works in modern data-driven computer vision. This thesis
aims to bridge these worlds for visual cues such as shadows, reflections, and
polarization.

B.1 VISUAL CUES IN IMAGING & GRAPHICS

Shape from Shadows. Shadowgram imaging deals with estimating the shape
of an object through a sequence of shadow masks captured with light sources at
various locations. These methods typically assume a controlled and fixed object
scanning setup [89] [121]. Martin & Aggarwal [65] introduced a volumetric
space carving approach to SfS which outputs a visual hull around the object
by carving out voxels lying outside the visual cone. Other work takes a more
probabilistic approach to the shape-from-silhouettes problem to make the algo-
rithm more robust to errors [53]. However, interpreting shadows as silhouettes
means that self-shadows are not handled, thus motivating Savarese et al. [89] to
propose a method to “carve" out objects based on self-shadows to create more
complete reconstructions.

B.1.1 Shadows in Graphics

Graphics deals with the forward model and shadow mapping [119] is one of
the most efficient techniques to render shadows in a scene given the scene’s
geometry, camera viewpoint and light position. While differentiability is not
important for graphics, we make the shadow mapping framework differentiable
to work with modern 3D reconstruction algorithms.
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B.1.2 Catadioptric imaging systems (CIS)

Catadioptric imaging systems incorporate reflections on curved reflective mir-
rors to expand the field of view of conventional cameras [4, 72], to increase
the baseline of light field cameras [23, 102] and to perform novel view syn-
thesis from a single capture [117]. These works assume the geometry of the
reflecting surface is known or calibrated while we create a catadioptric imaging
system from everyday glossy objects of unknown geometry. Grossberg et al.
[33] propose a generalized model for light transport through imaging systems,
including catadioptric systems. Our work focuses on light transport reflecting
off a general object in the scene.

B.1.3 Light field imaging

Light field imaging is shown to be effective for reflection removal [73, 55],
reconstructing specular surfaces [42], intrinsic decomposition [1], and neural
rendering [93]. These works typically consider planar reflections or require
training on synthetic datasets, while our approach models reflections on com-
plex geometry and is unsupervised. Prior works have also utilized additional
light properties such as polarization [54, 21, 22] and time-of-flight [85, 41] for
the separation of the reflected component and specular surface reconstruction.
While the input of our approach is RGB images, there is scope for improving
reconstruction quality by supplementing the algorithm with these additional
cues.

B.2 COMPUTER VISION

Differentiable Rendering for 3D Computer Vision. Broadly speaking, a
neural rendering framework is composed of a differentiable renderer, which
can render the scene based on input parameters and is able to differentiate
the scene w.r.t. those input parameters. While there are many formulations of
differentiable renderers [77] [61] [56] [46] that can synthesize scenes, state-of-
art approaches have shown tremendous success by relying on differentiable
volumetric rendering [76]. Volumetric rendering approaches can realistically
render complex scenes and are gradient-friendly. Thus, typical approaches train
a neural network to encode the scene and optimize it for photometric consistency
between input 2D images from different viewpoints [68] [94] [74] [75]. Recent
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methods such as [35] [112] [96] [12] explicitly account for specularity, reflections,
and other such phenomena, however, the goal of these works are to improve
novel view synthesis. Thus, these methods still rely on learning the scene using
photometric information.

B.2.1 Neural Radiance Fields (NeRFs)

Recent progress in neural radiance fields has enabled impressive novel view ren-
dering and geometry reconstruction from multi-view images [69]. MipNeRF[7]
demonstrates better novel view synthesis by modeling outgoing rays as cones
to enable anti-aliasing. RefNeRF [113] proposes Integrated Directional Embed-
dings for improved novel view synthesis of reflections. NeRFReN [34] separates
diffuse and specular radiance by using separate neural networks. Neural Cata-
caustics [50] propose a neural warping method to model reflections by learning
the caustics of the surface. While these works focus on novel-view synthesis of
the scene from the primary camera, we perform view synthesis that is beyond
the line-of-sight of the primary camera, i.e., rendering views only visible to
the objects present in the scene, while jointly estimating object geometry and
separating diffuse and specular radiance.

B.2.2 Environment Estimation

Recovering underlying scene properties from multiple images is inherently
ill-posed [84], but can be regularized using the natural statistics of scene prop-
erties as a prior [87, 6]. Recent works exploit this prior through deep neural
networks and demonstrate inverse rendering of indoor scenes from a single
image [29, 58, 116, 130]. However, these techniques typically recover only coarse
representations of lighting and cannot reconstruct fine details of the environ-
ment. Lombardi et al. [59] recover environment and reflectance, assuming the
scene is composed of known geometry and uniform material. Georgolis et al.
[31] recover the environment map behind the camera from a single image of
a glossy object, assuming the object is composed of textureless materials and
using ground truth segmentation masks. Song et al.[95] estimate plausible envi-
ronment maps by mapping reflections in the image and inpainting unmapped
regions. Srinivasan et al. [97] capture stereo image pairs and estimate plausible
spatially-coherent environment maps. NeRD [12], NeRFactor [128] and Neu-
ralPIL [13] employ data-driven priors for lighting and BRDF in a NeRF-based
approach for radiance decomposition. Park et al. [82] use RGB-D videos to
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estimate environment map. Swedish et al. [101] recover high-frequency illumi-
nation map from the shadows of an object with known geometry. PhySG [125]
and Munkberg et al. [71] perform inverse rendering from multi-view images by
modeling the surface as signed distance functions. PANDORA [22] performs
radiance decomposition from polarized RGB images.

B.3 CO-DESIGN OF IMAGING AND PERCEPTION

B.3.1 Joint Optimization of Optics & Algorithms

Our work is most closely related to the end-to-end optimization of cameras,
which is an area of research focused on jointly optimizing components of
cameras together with an algorithm, typically a neural network. Instead of
relying on heuristics to generate visually pleasing images, the goal of end-to-
end optimization is to produce images that optimize the pertinent information
required for the task. Existing work primarily focuses on optimizing the
parameters of the optical element, sensor, and image signal processor of a single
camera. Applications of end-to-end optimization include extended depth of
tield and superresolution imaging [92], high dynamic range (HDR) imaging
[67, 99], demosaicking [16], depth estimation [18, 37, 38], classification [17] and
object detection [86, 80, 24]. For a more comprehensive review of end-to-end
optimization, we refer readers to [48]. In contrast to end-to-end optimization
methods, we focus on optimizing over the much larger space of possible imaging
system designs, rather than the parameters of an individual camera. Our search
space contains varying illumination sources, optics, sensors, and algorithms,
each with many parameters. Rather than using stochastic gradient descent for
optimization, we use reinforcement learning, allowing our approach to be used
with non-differentiable simulators.

B.3.2 Reinforcement Learning

Deep reinforcement learning (RL) has become widely used in recent years as
a way to do sequential decision-making for a wide array of problems, such as
protein folding [44], learning faster matrix multiplication [28], and automated
machine learning [3]. Many RL techniques focus on the exploration-exploitation
trade-off, where an agent must learn to balance exploring new states with
exploiting previously visited states that lead to high reward. RL is also used
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for many combinatorial optimization problems [66]. In our work, we take
inspiration from automated chip placement [70], which, like our approach, is
formulated to allow an RL agent to place a new component at every step and
select the placement of that component. Like many other problems RL has
been applied to, imaging contains a high dimensional search space. In our
work, we use proximal policy optimization (PPO) [91], which has been used for
combinatorial search in past work [127].

Context-free grammars (CFGs) have been shown to be useful for designing
machine learning (ML) pipelines, which are combinations of data-flows, ML
operators, and optimizers [26][64][47]. Typically, ML pipeline design is done
via a search over strings in the CFG using tree search algorithms, such as
Monte Carlo tree search or upper confidence trees [49] [110]. We use CFG
to functionally represent imaging systems as combinations of illumination,
sensors, optics and algorithms such that the output string describes a camera
configuration and perception model that can be used to solve a desired task.
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PHYSICS AND LEARNED PRIORS

CA INTRODUCTION

What is a camera? Is it the hardware- the lens, optics, the sensor, or is it the
software: image processing, low-light enhancement? What about a “camera"” on
a self-driving vehicle- is it the mounted cameras, the lidar, or the perception
algorithm that detects pedestrians? Computation has enabled blurrier lines
between the hardware and software, allowing for more seamless integration
and interaction between the two. This has led to an incredible advancement in
camera technology that can take incredible portrait and low-light photos from
the phone, drive autonomous vehicles, or image the black hole.

Computational Imaging typically deals with solving tasks such as 3D shape
reconstruction, phase estimation, and material estimation. These tasks rely
on information beyond what the human eye can directly measure, so it no
longer makes sense to design imaging systems based on the eye. Much like the
evolution of animal vision, camera design has evolved to adapt to the needs
of the task and environment [19]. By using known physics of light-matter
interactions, physical cues such as polarization, interference, and spectrum are
exploited to encode task-relevant information. Measurements of these cues
can then be decoded into the scene parameter of interest by solving a model
inversion problem. This idea of jointly exploiting physical cues and computation
is the premise of the field of computational imaging.

Whereas imaging deals with capturing image representations of the world,
computer vision extracts meaningful information from these images for high-level
tasks, such as classification, detection, and segmentation. The modern era of
computer vision was ushered in by advances in sensors, computing, and algo-
rithms. High-resolution sensors paved the way to megapixel resolution, com-
puting systems provided the bandwidth needed to process high-dimensional
data, and deep learning provided a framework to learn from large amounts of
data.

In Fig. 2, we plot inverse problems on the axis of how much physics they
use vs. learned priors. Typical Deep Learning techniques are data-driven,
relying on the model to implicitly learn the physics of the underlying scene.
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A Taxonomy for Solving Inverse Problems
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Figure 2: Our framework maps inverse problems in visual perception by how they
parametrize 7. Deep learning focuses on learning priors through data-
driven methods, whereas classical computer vision, optics, and computational
imaging rely on physics. Each section of our paper [48] corresponds to a
tield/method shown in this chart. We anticipate future imaging systems will
use physics and data for joint optimization (green box).

While these methods have had much success, recent progress has incorporated
more physics through differentiable rendering [61] [56], or volumetric rendering
[118] [68] [105, 104] based methods. This physics and machine learning frame-
work has been highly effective and subsequent works have added additional
physics-based priors such as reflectance models [96], [12], normal estimation
[51], and shadow models [108] to enable better novel-view synthesis and 3D
reconstruction. Moreover, these physics-based priors are now also used to train
on classical computer vision tasks, such as object classification and segmenta-
tion, and show improved performance over purely data-driven techniques [120]
[08]. These techniques are in the middle-right row moving upward (yellow to
green) to exploit more physics, while many computational imaging techniques
are in the middle-left row moving rightward (red-orange to yellow).

31



In the subsequent chapters we use this framework to solve inverse problems
of 1) learning from shadows, and 2) converting objects into cameras using
reflections and polarization. For 1) we convert the shape-from-shadows prob-
lems into a data-driven problem by learning a neural radiance field through a
graphics-based shadow rendering model. In 2) we use concepts from Catadiop-
tric Imaging Systems (CIS) that convert objects of known geometry and texture
into wide field-of-view cameras. We show that by incorporating data-driven
methods into CIS, we can learn a radiance field camera from an object with
unknown geometry and texture. We also show how a polarization rendering
loss can be added in this process for a better estimate of object geometry.
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D OBJECTS AS RADIANCE FIELD
CAMERAS

D.1 INTRODUCTION

(a) Scene: Glossy (b) Input: images with (c) Using objects to image (d) Recovered and
Elephant in a room distorted reflections beyond camera’s field-of-view Undistorted RGBs

Figure 3: Objects as radiance-field cameras. We convert everyday objects with un-
known geometry (a) into radiance-field cameras by modeling multi-view
reflections (b) as projections of the 5D radiance field of the environment.
We convert the object surface into a virtual sensor to capture this radiance
tield (c), which enables depth and radiance estimation of the surrounding
environment. We can then query this radiance field to perform beyond
tield-of-view novel view synthesis of the environment (d).

Imagine that you're driving down a city street that is packed with lines of parked
cars on both sides. Inspection of the cars’ glass windshields, glossy paint, and
plastic reveal sharp, but faint and distorted views of the surroundings that might
be otherwise hidden from you. Humans can infer depth and semantic cues
about the occluded areas in the environment by processing reflections visible on
reflective objects, internally decomposing the object geometry and radiance from
the specular radiance being reflected onto it- we use reflections on side-mirrors
to drive, judge distances, and perform complex overtaking maneuvers. Our
aim is to decompose the object from its reflections to “see" the world from the
object’s perspective, effectively turning the object into a camera that images its
environment. However, reflections pose a long-standing challenge in computer
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(a) Learning Neural Implicit Surfaces [Sec. 3.2] (b) Objects Surface as Virtual Sensor [Sec. 3.3] (c) Learning Environment Radiance Fields [Sec. 3.4]
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Figure 4: ORCa Overview. We jointly estimate the object’s geometry and diffuse
along with the environment radiance field estimation through a three-step
approach. First, we model the object as a neural implicit surface (a). We
model the reflections as probing the environment on virtual viewpoints (b)
estimated analytically from surface properties. We model the environment as
a radiance field queried on these viewpoints (c). Both neural implicit surface
and environment radiance fields are trained jointly on multi-view images of
the object using a photometric loss.

vision as the reflections are a 2D projection of an unknown 3D environment
that is distorted based on the shape of the reflector.

To capture the 3D world from the object’s perspective, we model the object’s
surface as a virtual sensor that captures the 2D projection of a 5D environment
radiance field surrounding the object. This environment radiance field consists
largely of areas only visible to the observer through the object’s reflections.
Our use of environment radiance fields not only enables depth and radiance
estimation from the object to its surroundings but also enables beyond field-of-
view novel-view synthesis, i.e. rendering of novel views that is only directly
visible to the glossy object present in the scene but not the observer. Unlike
conventional approaches that model the environment as a 2D map, our approach
models it as a 5D field without assuming the scene is infinitely far away.
Moreover, by sampling the 5D radiance field, instead of a 2D map, we can
capture depth and images around occluders, such as close-by objects in the
scene, as shown in Fig. 5. These applications cannot be done from a 2D
environment map.
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Figure 5: Advantages of Virtual Radiance Field Cameras. In SubFigure 1 we show
how Modeling reflections on object surfaces (a) as a 5D env. radiance field
enables beyond field-of-view novel-view synthesis, including the rendering
of the environment from translated virtual camera views (b). Depth (c) and
environment radiance of translated and parallax views can further enable
imaging behind occluders, for example revealing the tails behind the primary
Pokemon occluders (d). In SubFigure 2, we show how the Virtual Radiance
Field camera can be queried at novel positions to render novel views of the
hallway. The resolution of the rendering image is related to the relationship
between the size of the object and the baseline between the real-world camera
positions. We refer our readers to [106] for more information.

We aim to decompose reflections on the object’s surface, from its surface
and exploit those reflections to construct a radiance field surrounding the
object, therefore capturing the 3D world in the process. This is a challenging
task because the reflections are extremely sensitive to local object geometry,
viewing direction and inter-reflections due to the object’s surface. To capture
this radiance field, we convert glossy objects with unknown geometry and
texture into radiance-field cameras. Specifically, we exploit neural rendering
to estimate the local surface of the object viewed from each pixel of the real
camera. We then convert this local surface into a virtual pixel that captures
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radiance from the environment. This virtual pixel captures the environment
radiance as shown in Fig 7. We estimate the outgoing frustum from the virtual
pixel as a cone that samples the scene. By sampling the scene from many virtual
pixels on the object surface, we construct an environment radiance field that
can be queried independently of the object surface, enabling beyond field-of-view
novel-view synthesis from previously unsampled viewpoints.

Our approach jointly estimates object geometry, diffuse radiance, and the
environment radiance field from multi-view images of glossy objects with
unknown geometry and diffuse texture in three steps. First, we use neural
signed distance functions (SDF) and an MLP to model the glossy object’s
geometry as a neural implicit surface and diffuse radiance, respectively, similar
to PANDORA [22]. Then, for every pixel on the observer’s camera, we estimate
the virtual pixels on the object’s surface based on the estimated local geometry
from the neural SDE. We analytically compute the parameters of the virtual
cone through the virtual pixel. Lastly, we use the cone formulation in MipNeRF
[7] to cast virtual cones from the virtual camera to recover the environment
radiance.

D.1.1  Contributions

To summarize, we make the following contributions:

We present a method to convert implicit surfaces into virtual sensors that
can image their surroundings using virtual cones. (Sec. D.2.3)

We jointly estimate object geometry, diffuse radiance, and estimate the 5D
environment radiance field surrounding the object. (Fig. 7)

We show that the environment radiance field can be queried to perform
beyond-field-of-view novel viewpoint synthesis, i.e render views only visible
to the object in the scene (Section D.2.4)

Scope. We only model glossy objects with low roughness as such specular
reflections tend to have a high signal-to-noise ratio, therefore, are a sharper
estimate of the environment radiance field. However, we note that the virtual
cone computation can be extended to model the cone radius as a function of
surface roughness. Deblurring approaches can further improve the resolution of
estimated environment. In addition, we approximate the local curvature using
mean curvature, which fails for objects with a varying radius of curvature along
the tangent space. We explain how our virtual cone curvature estimation can
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be extended to handle general shape operators in the supplementary material.
Lastly, similar to other multi-view approaches, our approach relies on a suffi-
cient virtual baseline between virtual viewpoints to recover the environment’s
radiance field.

D.2 METHOD

D.2.1  Overview

Reflections on glossy objects offer a glimpse into the surrounding environment
beyond the camera’s field of view. From multi-view images of a glossy object
with unknown geometry and albedo, we aim to recover the 5D radiance field
of the surrounding environment. The mapping from images captured by the
observer to the surrounding environment depends on the glossy object’s surface
properties, in particular, the surface normals and curvature. We first cast a cone
from the observer camera’s center-of-projection through each pixel viewing the
scene. When the cone intersects the object’s surface, it reflects, causing the cone
to be transformed (Fig. 7.a). The transformed cone, referred to as a virtual cone,
samples the environment and is primarily responsible for the specular radiance
observed on the glossy object. Our key insight is that the reflections captured
by the observer’s camera can be modeled as a projection of the environment
radiance field onto the object’s surface. By modeling the reflected rays as a cone
and computing the parameters of the cone, we can more accurately estimate
the projected environment radiance field onto the object surface, as shown in
Fig. 7.b.

ORCa is composed of three steps: modeling the object’s geometry as a neural
implicit surface (Sec. D.2.2), converting the object’s surface into a virtual sensor
(Sec. D.2.3), and modeling the environment radiance field as a projection along
these virtual cones (Sec. D.2.4). The learned environment radiance field can
then be queried on novel viewpoints to show occluded areas in the scene. Fig. 4
depicts our output for each component on a scene rendered with a complex
glossy object and 3D environment. We now describe each step in detail.

D.2.2 Learning Neural implicit Surfaces

Neural Signed Distance Function We model the object geometry as a neural
signed distance function (SDF). f : R> — R. SDFs provide a helpful inductive
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bias for learning smooth surface geometry [122, 115, 79] that assists downstream
tasks in our pipeline. Moreover, the surface properties crucial for our framework,
surface normals and curvature, can be conveniently computed from SDFs in a
differentiable manner. Consider the 3D spatial coordinates, x, in the scene. The
glossy object surface, S is then represented by the zero-level set of the SDF

S ={fs(x) =0|x € R’} (2)

Similar to Yariv et al. [122], we model the SDF fg as a coordinate-based MLP.
Surface Normals Gradients of the SDF at the zero level set point S towards the
surface normals S,

l’l(X) _ vfo (X)
IVxfs(X)]

Surface Curvature We employ differential geometry techniques developed
by Novello et al. [78] to estimate curvature for neural implicit surfaces. In
particular, we estimate the mean curvature K(x) for the implicit surface from
the divergence, V of the surface normals

xeS (3)

K(x) = V'T“(") (4)

Mean curvature approximates the surface with an osculating sphere. Our
approach also works for more generalized notions of curvature through the
shape operator, at the cost of higher computational complexity. We refer our
readers to the supplement for the general case.

Diffuse Radiance We separate the captured radiance at the observer camera
with diffuse radiance, which depends on the glossy object’s albedo, and specular
radiance which depends on the environment radiance. The diffuse radiance
does not have any view dependence and only depends on surface point x. We
denote the diffuse radiance as f; and model it using a coordinate-based MLP.
Volume Rendering As proposed in [122], we perform volumetric rendering
on the SDF. We define the volume density o(x) as the cumulative distribution
function (CDF), denoted as ¥(s), applied to fs:

o(x) = a¥g(fs) (5)

In contrast to [122], however, we only aim to recover the diffuse radiance
of the object along a particular ray. We define a function f; that estimates the
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diffuse radiance at each point, x, along the ray. To get the final diffuse radiance
along a given primary ray, r,(t), we perform volumetric rendering:

cale) = [ fale(t), F(x(e) (o) ©)

Note that there is no view dependence in Eq. 6 and intermediate features, f§,
are used as input. 7(t) is the accumulated transmittance along the ray.

D.2.3 Objects Surface as Virtual Sensor

Each pixel, p, with a finite surface area, dA,, on the real-camera sensor views
the surface of the object through a frustum originating at that pixel. The
object then samples the environment radiance field through this finite surface
converting the finite surface into a virtual pixel with surface area, dS. Through
this model, we can interpret the object surface as a virtual sensor consisting of
many virtual pixels that sample radiance from the environment field based on
the geometry of the object and observer viewing direction. We now formulate a
virtual pixel based on real camera pose and implicit surface geometry. Please
refer to Fig. 7 for a visualization of the virtual sensor.

Consider a real camera origin as o and a pixel on the real sensor p;; that
corresponds to ray direction d. The primary ray for pixel p; ; is parameterized
with ray length t as rp(f) = o+ td
Casting Real Cones We can approximate the outgoing conical frustum from
pixel p;; as a cone originating at o with axis-of-direction d and radius #, equiva-
lent to half the distance of the pixel in the x and y directions. We represent the
real cone as a parametric volume,

Yeone(7,5,0) = 7scos(6)é, + rssin(0)é, + sd, (7)

where &, and &, are basis vectors in the plane perpendicular to d, 6 € [0, 7]
and s € [0, tyax]

Virtual Pixel. Virtual pixels are characterized by the intersection of the real cone
with the object surface. In Sec. D.2.2, we model local surface properties using
mean curvature which enables efficient analytical computations for the virtual
pixel parameters even though our approach works with general shape operators.
For a sampled point ¢; along the ray, we have the surface normals n(¢;) from Eq.
3 and estimated mean curvature K(¢;) from Eq. 4. The local object surface at ¢;,
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can be approximated with an osculating sphere, O(t;), centered at os(t;) with
radius, R(¢;) as

Ground Truth

Total Radiance\Diffuse

Normal

Specular

Figure 6: Qualitative comparisons of diffuse-specular separation and geometry esti-
mation on rendered dataset. The environment contains nearby objects with
complex occlusions when seen through reflections on the glossy object. RefN-
eRF fails to perform accurate diffuse-specular separation and PANDORA
blurs the nearby objects in the specular map. ORCA can model the complex
specular reflections through environment radiance field.

R(t;) = K%@(t,-) = 1p(t;) + R(t;) - A (t;)

1

For concave surfaces K;;, < 0. So, 0s will lie outside the object. For K, > 0, 05
will lie inside the object.

The edges of the virtual pixel for rp(t;) would lie at the intersection of the
osculating sphere O(t;) and the primary cone given by rq,.. Computing exact
cone-sphere intersections are computationally expensive so we approximate the
cone-sphere intersection using rays bound cone-sphere intersectional surface
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dS. We consider four rays that bound the cone and sample them at 6, €
{0,7t/2,7t,3t/2} with Eq. 7. We perform intersections of the corresponding
bounding rays with the osculating sphere O(t;) to get corners of the virtual
pixel ds;. These ray sphere intersections can be computed analytically in an
efficient manner.

Virtual Cone Origin. From the virtual pixel surface area, we can now compute
the virtual cone that samples the environment. We first compute normal vectors
at virtual pixel corners ds; from the center of osculating sphere dg

dS]' — OAS

(8)

Ai=—3 >
' l|dsj — o]

At each virtual pixel corner, we compute the reflected ray directions, w]f, by

computing the dot product between the incoming ray directions, w!, and the
normals, fiy, where wy is the primary ray’s reflected vector.

wy=d— (d-na(t;))n(t) (9)
w; = d] — (d] : ﬁ](k))ﬁ](k) (10)

d; are the incident directions to the virtual pixel corners ds;. The virtual
cone origin is the intersection of these reflected rays at the pixel corners and
pixel center. However, these rays might not intersect at a single point so we
approximate a virtual origin to be the point that minimizes the sum of distances
to the reflected rays w;.

vo = argmin, Y _|(v — ds;j) X wj| (11)
j

We pose this as a linear least squares problem and estimate the virtual cone
origin efficiently through pseudo-inverse.

Virtual Cones Direction. The reflected ray at the center of the virtual pixel
reflects the object surface along the direction wy from Eq. 9. We consider this as
the direction-of-axis of the virtual cone.

Vi = wy (12)

Virtual Cone Radius. We compute the radius of the cone by treating the

reflection vectors of the bounding rays as the neighboring “pixel" directions.
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Similar to [7], we can compute the distance between {wze {%Z o and the primary
reflected ray wy) in the (x, ) components (omitted below for clarity).

Vi = [{wf, 520 — il (13)

Finally, for each sampled point t;, we can characterize our single-pixel virtual

sensor located at the object surface dS as a virtual cone with ¥, as its apex, ¥,
as axis-direction, v; as the radius.
Connections to caustics. Our work takes inspiration from catadioptric imaging
systems. To convert objects into cameras, we compute the surface and find a
corresponding center-of-projection for this surface-as-sensor. However, unlike
conventional perspective cameras, objects don’t have a fixed center-of-projection,
other than in a few special configurations [5], but a locus of viewpoints that
vary with object geometry and viewing direction. These viewpoints lie on the
“caustic surface” of the object. While typical works in catadioptric imaging
analytically compute the caustic surface by assuming known geometry [32, 100],
or making assumptions about placement of the observer [102], our formulation
approximates the caustic surface of unknown geometry through the intersection
of reflected rays on virtual pixels. We empirically show in the supplement that
as the surface area of the virtual pixel goes to 0, dS — 0, our method estimates
the true caustic of the object without assuming geometry. Our method also has
applications in estimating the caustic surface of the unknown geometry.

D.2.4 Environment Radiance Fields

Our goal is to capture a 5D environment radiance field of the scene by imaging
the world through these single-pixel virtual sensors located at the object’s
surface. We use our formulation of virtual cones to recover 5D environment
radiance fields. We define an environment radiance field as fg : (¥,,9;) —
( (TE”v, Cs);

where f¢ outputs opacity and radiance along sampled virtual cones. We
note that this view-dependent radiance is equivalent to the specular radiance at

42



Object Surface agAVirtual Sensor and Pixels Naive Virtual Cone Estimation Ours with No Curvature
Appel o

A
real
cone
’J
Object Surface  dA, " \ )
J vy \
n()
| ya °

Figure 7: Virtual Sensors and Ablation on Virtual Cone Comparison. Column 1:
We image the world through the object by modeling each pixel’s specular
radiance as a projection of the 5D radiance field of the environment onto the
object’s surface. We capture the radiance field by treating the surface area on
the object that the pixel views, dS;, as a single-pixel virtual camera with its
center-of-projection at v,. We cast virtual cones through the virtual sensor
to capture the 5D radiance field of the environment. Columns 2 and 3 show
that accurate estimation of the virtual cones (Sec. D.2.3) is crucial to model
environment radiance fields. If the virtual cone origin is assumed to be at
the object surface (left column) or if the surface is assumed to locally have no
curvature (right column), the surface normal and specular radiance outputs
suffer from artifacts (red boxes).

Ablations

ORCa

b |
I

point t; sampled along the primary-camera ray rp(t). We can render the final
specular radiance at pixel p;; as follows:

&(r) = | fe(o,va)e(t)at
&=+ 6

Intuitively, f¢ learns the 5D radiance field by sampling single-pixel virtual
sensors from the object surface and must learn geometry and environment
radiance that is consistent with the multi-view reflections. Moreover, we can
query fg to render novel viewpoints and associated depths that are beyond
the field-of-view of the real camera. We volume render each virtual cone by
dividing them into conical frustums using Integrated-Positional Encoding as
proposed in MipNeRF [7]. Our formulation of virtual cones works well with
Mip-Nerf’s rays-as-cones method.
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Diffuse Radiance | Specular Radiance | Mixed Radiance | Normals
Approach | PSNR  SSIM | PSNR SSIM PSNR  SSIM MAE
T (dB) T T (dB) T T (dB) T 4 (
Ref-NeRF 18.80  0.7304 16.99 0.6633 20.19  0.7890 43.690
PANDORA | 18.25 0.7260 16.25 0.6483 18.90  0.7284 7.606

ORCA 19.84  0.7893 | 20.74 0.7535 22.00  0.7947 2.339

Table 1: Average evaluation metrics on rendered scenes. We compare ORCa to other
neural rendering techniques that model reflections, including Ref-NeRF and
PANDORA, on six simulated scenes. ORCa provides consistent improvements
in geometry estimation, diffuse-specular separation and novel view synthesis.
Please refer to the supplement for additional metrics.

Scene: Ball-cup in hallway Scene: Owl in hallway
Mixed Radiance Mixed Radiance
Approach | PSNR  SSIM Approach | PSNR  SSIM
T (dB) T T (dB) T

Ref-NeRF 32.75  0.9617 Ref-NeRF 26.65 0.8890
PANDORA | 28.83 0.9758 PANDORA | 27.24 0.9343
ORCA 30.86  0.9799 ORCA 26.84  0.9299

Table 2: Quantitative metrics for real-world, captured scenes. ORCa demonstrates

comparable performance in novel view synthesis on scenes from the PAN-
DORA real dataset.

D.3 EXPERIMENT AND RESULTS

D.3.1 Implementation Details

As in PANDORA, we parameterize fs with an 8-layer MLP to estimate the
surface, and, as in MipNeRF, f; with 4-layer MLP with input geometric features
of size 512 from fs. We follow the SDF-to-opacity conversion and the iterative
sampling of the ray proposed in [122]. To aid the network to learn geometry
quickly, we also train fs with a mask-net as proposed in [22]. We use five losses
in our architecture: photometric loss, mask loss [22], normal loss [113], eikonal
loss [122], and distortion loss [8]. Additional training details are discussed in
the supplement.
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D.3.2 Datasets

We conduct experiments on both simulated and real-world datasets. Simulated
datasets are rendered in Mitsubaz [77]. Simulated datasets contain a range
of increasingly complex object geometries (elephant, Pokeball, and orca) and
scenes (living room and Pokemon). We train with 200 views for simulated
datasets. We also show results for a real-world dataset [22] capturing a glossy
cup with a black vase sitting atop it using 35 views.

D.3.3 Advantages of Environment Radiance Fields

Other neural rendering techniques that handle reflections, Ref-NeRF and PAN-
DORA, estimate the environment as a 2D map, while ORCa recovers a 5D
environment radiance field. Fig. 5 shows the advantages of recovering a 5D
environment radiance field. Close-by surrounding objects often cause occlusions
that cannot be modeled by 2D environment maps. By estimating the radiance
tield, we can image behind occluders through sampling novel viewpoints such
as the translated viewpoints shown in Fig. 5. Moreover, we can also show the
depth of the surroundings from these virtual viewpoints. We also quantitatively
evaluate the estimated depth of the surroundings for the synthesized virtual
views in Fig. 5 and show that ORCa provides reliable depth estimates, especially
for nearby objects. We provide additional examples of depth estimation and
beyond field-of-view novel-view synthesis in the supplement.

D.3.4 Impact of Virtual Cone Computation

We base our method on a physically accurate formulation by modeling ray-
cone intersections and using the surface as a virtual sensor, as described in
Sec. D.2.3. We demonstrate the importance of this step by setting up two
ablation experiments. In the first experiment, which we term Naive Virtual
Cone, we place the origin of the cone at the object surface instead of computing
the virtual cone origin based on the curvature. In the second experiment,
which we term No Curvature, we assume that locally the surface is like a flat
mirror and has no curvature. In Fig. 7, we show that for both of these ablation
experiments, we see worse performance as demonstrated by the artifacts in
estimated surface normals and specular components (shown as red boxes).
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D.4 CONCLUSION

We present a method to convert glossy objects with unknown geometry and
texture into radiance-field cameras that capture the environment’s radiance field
around them. Our method recovers object geometry and diffuse radiance, in
addition to capturing the depth and radiance of the object’s surroundings from
its perspective. Our modeling of the environment as a radiance field is effective
in recovering close-by objects (Fig. 7) and is occlusion aware (Fig. 5). From the
recovered environment radiance field, we can perform beyond field-of-view novel-
view synthesis. Our work can unleash applications in virtual object insertion
and 3D perception, e.g. inferring information beyond the line-of-sight of the
camera using predicted virtual views and depth. Our formulation goes beyond
the conventional direct-line-of-sight radiance fields and can enable further areas
of research to extract more information from multi-view images directly from
the environment and the objects present in it.

D.5 ADDITIONAL DETAILS

D.5.1 General Shape Operator

General Implicit Curvature Estimation. To approximate the virtual pixel lying
on the object-cone intersection surface, we find intersection points along rays
that bound the cone and approximate the surface by finding intersection points
with the surface and the rays. Ideally, we would query the sdf MLP for points
along the bounding rays to get the intersection points with the surface, however,
due to computing requirements we approximate the surface using the second-
order derivative of the local geometry. We approximate this surface in Sec.
3.2 using mean curvature sampled around a point, t;, on ray r,(t). However,
this choice was solely based on compute and efficiency constraints, and other
approximations such as gaussian or principal curvature can also be used. Since
our surfaces are neural implicit surfaces, we use techniques in differential
geometry for neural implicit functions as proposed in [78] to estimate curvature.
For a general case, we can define a shape operator, dN, on the tangent plane at
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Effect of Pixel Resolution on Estimating Virtual Viewpoint
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Low Pixel Resolution increases real-cone radius which leads to High Pixel Resolution decreases real-cone radius which
Virtual Viewpoints to deviate away from the caustic surface leads to Virtual Viewpoints to lie on the caustic surface

Figure 8: Effect of Pixel Resolution On Virtual Viewpoints. We cast a real cone
(grey) from each pixel (dark green) with decreasing radii (indicating a higher
resolution) in different directions. The cone, parametrized by 3 rays intersects
the circle and we compute the surface normals (yellow) and reflected rays
(light green). We find the closest intersection point between the reflected rays
by solving least-squares and denote that as the virtual viewpoint (magenta).
As we decrease the real cone radii, the virtual pixel surface area, ds; also
decreases and the reflected rays are closer together pointing in similar direc-
tions. As ds; — 0 the virtual viewpoint starts to form a catacaustic of a circle-
which denotes the true loci of virtual viewpoints of the object-as-camera.

point t;. The shape operator, dN, can be expressed as follows, where H is the
Hessian operator:

— (1-a0)-amT) 25 1
dN‘(I 2 (”)HWSH (4

From the shape operator, we can find the curvature along any vector v:

Ky = <—dN-v,v> (15)

, where (.,.) is the inner product. Using Eq. 15 we can compute principal,
mean or gaussian curvatures to estimate the differential surface at t;. By
using gaussian curvature, for instance, we can approximate our surface to
be locally quadric such as handling surfaces that are hyperbolic. Our ray-
sphere intersection will now be able to change to ray-ellipse, ray-hyperbolic,
ray-parabolic, or ray-planar intersection depending on the sign of the curvature.

Note that for concave surfaces K;, < 0, so 0g will lie outside the object and,
for convex, K;, > 0, og will lie inside the object. This is a useful property as
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Figure 9: Comparisons on Elephant-in-the-Room dataset. We compare a sample test

viewpoint against existing techniques that only capture an environment map.

We show that our method outputs smoother surface normals, and diffuse
and specular separation, in addition to the recovery of finer details such as
the textured ceiling and the high-frequency illumination on the elephant
through the windows.

the virtual-cone apex changes based on the curvature and our formulation is
generalizable to locally concave and convex surfaces.

D.5.2 Relation to Caustics

To convert the object into a camera, we model the object’s surface as a sensor. As
discussed, the center-of-projection of the object-as-camera changes wrt geometry
and viewing direction, however, as shown by [32] [100], it must lie on the caustic
surface of the object. One way to estimate the virtual viewpoints or the apex
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of the virtual cone is using the known caustic surface of the object, however,
our formulation assumes unknown geometry therefore the surface is unknown.
To account for this approximate the virtual viewpoint with the closest point
to the reflected rays. We visualize this method (Sec. 3.3) in flatland using
ray-circle intersection in Figure 8. We shoot real cones from a single pixel at
different angles, approximated by 2 bounding rays and 1 primary ray, and
intersect the real-cone with the object. We compute surface normals (yellow)
and compute the associated reflected rays (green) and the virtual viewpoint
(magenta) using our closest-point to reflected-rays method in Sec. 3.3. We show
that by increasing the pixel resolution, the real cone radius decreases projecting
a smaller virtual-pixel surface area on the object, ds;. We can calculate the
virtual viewpoint for this pixel and empirically show that as ds; — 0, the
virtual viewpoints along the surface tend to form the catacaustic of the object.
We can also use our method to approximate the caustic of unknown geometry
and has applications in Catadioptric Imaging Systems (CIS). Moreover, we also
note that our method is limited by the resolution of the camera viewing the
object- for lower resolution or objects further away, the virtual viewpoint will
not be accurate.

D.5.3 Roughness

We also capture the environment radiance field on a globe with high roughness
and show the specular and diffuse radiance, depth from the object’s surface to
its surroundings in addition to a virtual view. We note that even for rougher
objects our framework can recover an environment radiance field. However, the
recovered radiance field is blurry due to the roughness acting like a low pass
tilter that removes the high-frequency components such as the cushion on the
sofa or blurs the textures on the ceiling. The recovered radiance field, associated
virtual views, and the depth from the object surface are therefore blurrier and
coarse respectively. For example with high roughness, while we are able to
recover coarse depth, the depth-from-object-surface is smoother at the ceiling
with the globe with low roughness. In future work, we can also expand our
cone formulation to include a roughness parameter, similar to RefNeRF [113],
that can change the radius and apex of the virtual cone to account for rougher
objects.
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Figure 10: Glossy object’s size acts as virtual baseline On the left, we show that the
baseline for the virtual views is fundamentally limited by the object size. On
the right, we show that our environment radiance field must learn to map
radiance accumulated on the object-surface-as-sensor to the new virtual
camera image plane with a new virtual center-of-projection to perform novel
view synthesis. The distortion is high for objects with varying geometry or
a low radius of curvature, but we show in our paper that our formulation of
virtual cones can handle this undistortion well even for complex geometries.

D.5.4 Object size as virtual baseline

As Figure 10 shows, the virtual baseline for convex objects will lie inside the
object’s surface or near the object’s surface for concave objects. This means that
the virtual baselines are much smaller and limited by object geometry- as the
object size decreases, the virtual cones” apex will be close to each other, and
the multi-view virtual baseline will tend to o, effectively acting as a monocular
setup. This also means that associated radiance field and depth maps will also
be more coarse for small objects.
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E LEARNING FROM SHADOWS

E.14 INTRODUCTION

Binary Shadow Masks captured with Proposed approach to exploit Estimated Depth, Shadow Mask, Disparity Map,
the scene

varying camera position and fixed lighting s, shadow cues in S and Mesh only through binary shadows

En e

Figure 11: Exploiting physical cues in neural rendering. Our approach takes sparse
binary shadow masks captured with varying camera positions under fixed
lighting and uses our proposed differentiable shadow rendering model to
estimate shadow maps, thereby learning neural scene representations. We
can visualize the learned implicit representations by rendering estimated
depth maps and estimated shadow maps from novel views. We also run
marching cubes [62] on our learned representations to get explicit meshes
for a quantitative analysis.

Recovering 3D geometry from 2D images remains an extremely important,
yet unsolved problem in computer vision and inverse graphics. Considerable
progress has been made in the field when assumptions are made, such as
bounded scenes, diffuse surfaces, and specific materials. However, reconstruc-
tion algorithms still remain largely susceptible to real world effects, such as
specularity, shadows, and occlusions [114]. This susceptibility is largely due
the variation in different materials and textures, and a non-unique mapping
from 3D geometries to 2D images. Even though these effects cause issues for
many methods, they also provide valuable information about the scene and
geometry of the object. For example, cues like self-shadows provide vital infor-
mation about an object’s concavities, while shadows cast on the ground plane
provide information about its geometry. Moreover, shadows are independent of
textures and surface reflectance models and are a strong cue in overhead im-
agery where vertical surfaces, like facades, are sampled poorly, whereas oblique
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Figure 12: Overview of the proposed pipeline We train a neural network to predict
opacity at points along the camera and light rays. The opacities are used by
the volumetric renderer to output the ray-termination distance which we
use to estimate the z-buffer from the camera and the light perspective, the
latter also known as the shadow map. The estimated z-buffer is fed into a
Projection step that projects the camera pixels and their associated depths
into the light’s reference frame. The shadow map is indexed to obtain the
corresponding depth values at these new points. The projected depths
and indexed depths go through a Soft Comparison step which outputs
predicted cast shadows in the scene from the camera’s perspective. A loss
is computed on the predicted and the ground-truth shadow mask.

lighting can expose this geometry. Exploiting, instead of ignoring these cues,
can make algorithms robust and the fundamental problem of 3D reconstruction
less ill-posed.

Previous works in recovering 3D shape of objects by exploiting physical
cues has relied on constructing inverse models to explicitly handle and exploit
cues such as shadows, shading, motion, or polarization [11] [129] [126]. These
approaches are physically anchored as they use properties of light or surface
reflectance models to exploit cues and only need up to a single image to
reconstruct simple objects. Albeit successful under strict assumptions about
lighting, camera, and the object, these models typically cannot handle complex
scenes and do not translate well into real-world scenarios as creating inverse
models to capture complex physical phenomena soon becomes intractable and
hard to optimize.

To combat the problem of real world variability, modern methods such as
[109] [68] [81] [94] [123] [60] have largely been data-driven by directly learning
3D representations on real-world scenes based on photometric consistency.
Such methods employ an analysis-by-synthesis approach to solve the problem
by using machine learning to search the space of possible 3D geometries and
an inverse model to synthesize the scene based on the predicted geometries.
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These approaches typically only optimize the photometric loss between different
camera viewpoints and show success in learning implicit representation by
rendering novel views. However, because they do not explicitly handle these
physical cues in their forward model, they fail in scenarios with complex lighting
[96], specularity [124], or reflections [35].

Motivated by the above observations, we explore what can be learned by
exploiting physical cues in a data-driven neural rendering framework. In this
paper, we investigate whether the neural rendering framework can learn geom-
etry from physical cues without the assumptions made by the aforementioned
methods. We study the use of shadows cast by objects onto themselves and
nearby surfaces as the only source of information for 3D reconstruction. While
modern approaches for 3D reconstruction ignore such cues, we aim to exploit
them. Our unsupervised approach uses only shadows to reconstruct the scene
by leveraging recent advances in volumetric rendering and machine learning,
and therefore proposes a physically anchored data-driven framework to the
problem of shape from shadows. Moreover, unlike previous work in shape
from shadows, we present a novel method that uses differentiable rendering in
the loop to iteratively reconstruct the object based on a loss function instead of
iteratively refining the object through explicit carving. Specifically, we use an
efficient shadow rendering technique called shadow mapping as the forward
model and make it differentiable so that it can be used as an inverse model to
iteratively reconstruct the object. Our work also reveals that from limited cues
the differentiable volumetric rendering component can quickly converge to localize
and reconstruct a coarse estimate of the object when such cues are explicitly modeled
by a forward model. Our work also suggests that neural rendering can exploit
shadows to recover hidden geometry, which otherwise may not be discovered
by photometric cues.

E.1.1  Contributions

The paper makes the following contributions:

A framework that directly exploits physical cues like shadows in neural
renderers to recover scene geometry.

A novel technique that integrates volumetric rendering with a graphics-
inspired forward model to render shadows in an end-to-end differentiable
manner.
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Figure 13: Figure (a): A point x € IR? in the scene is defined to be in shadow if no direct
path exists from the point x to the light source, implying that there must
be an occluding surface between x and the light source. We differentiably
render the scene’s depth from the camera and the light’s perspective at each
pixel and then project the camera pixel and its depth into the light’s frame
of reference. We then index the light's depth map, or z-buffer, to get zL. We
note that z! is less than z%, i.e. there must be an occluding surface as a ray
projected from the light’s perspective terminates early. This implies that
this point is in shadow. Figure (b) shows a 2D slice of our approach and
represents a volume (cloud) with the shadow mask unraveled. The network
learns an opacity per point (dots) via the shadow mapping objective which

penalizes predicted geometries that don’t cast perfect ground truth shadows.

Through this, the network learns 3D geometry that is consistent across all
shadows maps for all cameras given a particular light source.

o Results showing that our framework can learn coarse scene representations
from just shadows masks. To the best of our knowledge, we are the first
to show that it is possible to learn neural scene representations directly
from binary shadow masks.

E.2 NEURAL REPRESENTATIONS FROM SHADOWS

Our goal is to recover the scene through shadows cast on the other objects or
onto itself. Our method recovers shadows in an image by applying a threshold
on that image thereby making no distinction between types of shadows. We
show how we model the shape-from-shadows problem using differentiable
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rendering and implicit representations in Section E.2.1 and our graphics-inspired
differentiable forward model in Section E.2.2. In Section E.2.3, we discuss our
additional techniques that we use to enable optimization on binary shadow
masks.

E.2.1 Scenes as Neural Shadow Fields

Implicit Scene Representations. Similar to Mildenhall et al. [68], we represent
a continuous scene by parametrizing it using a learnable function fy. However,
our approach does not include any photometric component, therefore we
represent the scene as a 3D function with input x = (x,y,z) and a volumetric
density ¢ as output.

7(x) = (sin(207rx),cos(21 7x), ..., sin(2L — 171x), cos(2F — 17TX)> 16)
1

fo: RE = RY; (v(x) = (0)

We use a positional-encoded 3D point (x), {y(x) € R, x € R3} as input, which
maps to an associated volumetric density ¢ € R™ [68] [103]. In contrast, f does
not encode view dependant color and is independent to viewing direction.
Volumetric Renderer. We define a volumetric renderer R, that takes N
opacities {o}, at N discretely sampled points {x}Y ; along a ray r.

R RN, = RV ({o}Y) = (a) (17)

Since we only have binary shadows as input, we modify the renderer to output
the ray termination distance, d, instead of the radiance at that ray. Ry, is not a
trainable component, but the ray termination distance, d, is differentiable w.r.t.
the input opacities. The estimated ray-termination distance, range, is computed
as follows:

N i—1
]5(1‘) = Z Titxiti; Ti = H (1 — lXj)}lXi = (1 - 67(77'(5,-) (18)
i=1 j=1

We sample r(t) at points {fy, ...,y } and evaluate the function r(t) = 0 + td to
get sampled points {xo, ..., xy} in the scene. T; is defined as the cumulative
transmittance from ty until t; and §; = t; 1 — t; which is the distance between
two samples. 0; is the estimated opacity at point i by a learned function fy.
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Intuitively, the renderer gives us the ray termination distance for each ray
shooting through a pixel.

Generating Poses using Colmap Frame 0 (RGB + SM) Frame 30 (RGB + SM) Frame 119 (RGB + SM)
(Sparse Reconstruction) (Light View) (First Camera View) (Last Camera View)

v

(Visualized as Point Cloud) Epoch 1 Epoch 100 Epoch 400 Epoch 798

Recovered Mesh from Shadow

- p—

Evolution of

* Depth Maps on

validation set
(left)

. Evolution of
1 Disparity Maps on
| validation set
(left)

Left to Right: Evolution of Shadow Masks on val. set at 4 time steps (top) ~ Validation Mask

Figure 14: Real-World Experimentation: We use the exact same pipeline and training
scheme to reconstruct a 3D mesh from real-world data. We take a video on the
iPhone to generate poses for light and camera using COLMAP [43](video)
and extract shadows using an intensity threshold. We show that our method
can reconstruct a finer mesh of the hand from the real-world images. We
highlight that our method can more easily generalize from sim2real in
comparison to photometric approaches since we learn from only shadow
masks, which are invariant to many real-world effects, such as texture.

e.2.2 Differentiable Shadow Mapping

We define any point x € RR? in the scene to be in shadow if no direct path
exists from point x to the light source L. This logic implies that there must be
some object or an occluding surface between the point x and L that occludes
the light ray from reaching point x. In graphics, shadow mapping [119] uses
this observation to construct a forward model to render efficient and accurate
shadows in the scene based on known light and camera sources. Our approach


https://drive.google.com/file/d/1Bqi5WQqUoA062zyhrKAL9ntS0bnQhzga/view?usp=sharing

makes this efficient shadow rendering forward model differentiable so that it
can be used as an inverse model. We then pose the problem of shape from
shadows and use our proposed inverse model to estimate the 3D geometry of
the scene.

Estimated z-buffer. We first evaluate the renderer from the camera’s perspective
to get the estimated ray termination distance, or range map, Dam for all rays
coming out of the binary shadow map. However, shadow mapping requires the
depth perpendicular to the image plane, i.e along the z axis of the camera’s local
coordinate system. This depth is equivalent to a z-buffer in graphics and we
refer to this value as the depth at that pixel. We define a function g to estimate
the z-buffer Z from the range map D.

n . . du,v
Zup = g(duo) = [(,0,1)- €| (19)

The function takes a ray shooting from a pixel (u,v) and a predicted range,
D.,,, as input. £ is the rotational component of the camera’s extrinsic matrix,
d, ., is the ray termination distance from camera’s focal point, and 2, is the
depth along the z-axis from the pixel (u,v). We also compute the estimated
z-buffer from the light’s perspective, which we refer to as the estimated shadow
map.

Projection. With the estimated depths at each pixel from the camera and the
light source, we now need to estimate which camera pixels are in shadow given
the particular light source. As illustrated in Figure 13, we do this by projecting
all pixels and their associated depths visible by the camera into the light’s frame
of reference. We then use this projected coordinate to index the shadow map to
get the depth to that point from the light’s perspective. We formally write this
as follows:

! 1~ 5
(ucaml Vcamr Zlcam) - (ucam/ Vcam/ anm) : Plight_from_cam

A UL V! A I 1
Zliéhtc = Zlight {ucamr Veam

(20)
Here, Z.um € RE*W is the estimated z-buffer from the camera’s perspective
at pixels {Ueam, Veam} € REW, Plignt_from_cam is the projection matrix to the

light’s reference frame from the camera’s. We denote (U, Vi, Z'cam) as the
pixels and depth in camera’s frame (subscript) projected into the light’s frame,
denoted by the superscript [. We index the shadow map, Zlight € RI*W at the
projected camera pixels to retrieve the depth of the projected camera pixels from
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17l vl
the light source. This is denoted as ZILI.I(;}XC which is the shadow map indexed at

pixel locations U, V. In practice, not all pixels will project within the shadow
map’s height and width constraints specified at the start of training. In graphics,
these pixels are usually ignored, however, we clamp all our projections to lie
within the height and width bounds to maintain differentiability.

Soft Comparison. Once we have the depths to the projected camera pixels and
the depths from the light source to those pixels in the same reference frame,
we can then compare them to discover if the camera pixel is in shadow. As
illustrated by Figure 13, if the depth from the light source to a point is less than
the depth from the camera projected into the light’s frame, it means that the
light ray must have intersected an object before reaching that point. Thus, that
point must be in shadow. Based on this logic, we formulate a soft comparison,
which compares different depths to output the predicted binary shadow mask
as follows:

5 (7 5 ULV
AZlight - (Z cam — Zliéh,gc
AZjigns
7e)

We denote M € RF*W as the output of the entire pipeline: predicted shadow
masks. The input to our soft comparison is the projected camera z-buffer into

(21)

Myinary = max(

the light’s frame, Z! cam, and the shadow map indexed at the projected points

7yl
lefgh‘? from the Projection step. f is a scaling hyper-parameter used to enlarge

or decrease the difference, and € is a threshold. We also formulate a “smoother"
version of the predicted shadows:

1\A/[smooth =S (normalize (Azlightr Hmins ,umax)) (22)

Here, pin, Wmax are used to control the normalization function and S is the
sigmoid function.

e.2.3 Optimization

To enable convergence, we smooth the binary ground truth shadow masks M
to better guide the framework in predicting accurate shadow masks.

Distance Transform. Binary images contain limited information for differentia-
tion as the gradient is zero everywhere except for the edges where it is one. To
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Scene RMSE Shadow Mesh RMSE Vanilla NeRF

Cuboid 0.0078 0.097

Vase 0.010 0.0.011
Bunny 0.0109 0.0106
Chair 0.0092 0.0096

Table 3: We quantitatively analyze the quality of the reconstructed meshes by running
ICP [9] on meshes generated by our proposed method, which only uses binary
shadows masks, and meshes generated by a vanilla NeRF trained on full RGB
images. We show RGB images from Vanilla NeRF in the supplementary along
with training details.

encourage our model to estimate better shadow masks, thereby learning a better

3D model, we use a distance transform on the ground truth shadow masks.

Specifically, we scale pixel intensities of a binary shadow mask by their distance
to the nearest shadow edge. We modify the weighted distance transform in
[88] for our approach. The transformed binary shadow mask, w(M, c) = My, is
computed as follows:

(23)

w(M,0) = M + (wc(M) +wp - exp( — (d1 (M) +d2(M))2)>

202

Here, M is the ground truth binary shadow mask computed after applying a
fixed threshold on binary images. w, is weight map to balance class frequencies,
wp and ¢ are hyper parameters. d; and d; are distances to the nearest and second
nearest cell, respectively. We note from our experiments that this particular
distance transform yields the most consistent convergence compared to other
distance transforms, such as blurring.

Shadow Mapping Loss. We optimize our entire framework on binary shadow
masks and train the MLP on the following loss:

Lsn = |[w(M, o) — M|J? (24)

Here, w(M, o) is the o weighted ground truth shadow mask, and M is the
predicted shadow mask from Equation (22).
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E.3 RESULTS

£.3.1  Simulated 3D Reconstruction Results.

We show the learned scene representations qualitatively by converting them

to explicit meshes and rendering them using a signed distance function (SDF).
Figure 15 shows the estimated meshes from our method on four object types.

We compare our meshes to meshes generated by running vanilla NeRF on RGB
images, and the ground truth by running marching cubes on the volume. Our
datasets are rendered with overhead camera viewpoints, which enables shadows
to be exploited. Given the binary and sparse nature of shadow masks in terms
of their information content, we observe that our forward model coupled with
the differentiable rendering framework converges to good coarse estimates of
object geometry. Moreover, in the case of vases, the mesh reconstruction benefits
from exploiting shadows as the algorithm can use hidden cues present in the
scene, such as the curvature of the vase, which are only partially visible when
relying on photometric cues.

E.3.2 Real-World Reconstruction Results.

We show our method’s ability to converge to a fine mesh on real-world data
of a hand in Fig. 14. Information on data acquisition is provided in the
supplementary materials. We first note that our method is robust to coarse light
poses as there are visible shadows from the estimated light’s pose in Fig. 14
(please refer to the main paper [107] for details). Our method is able to converge
to a fine mesh of the hand, including the fingers and the space between them. We
use only 74 shadow masks which makes our method versatile to environments
with limited camera views and rarer objects, and no object priors. Moreover, we
also show the convergence of the estimated shadow masks, disparity and depth

maps from a novel viewpoint. The final estimated shadow mask shown in Fig.

14 is similar to the validation shadow mask and also contains some shadow
artifacts due to the threshold segmentation. Additionally, the simzreal gap is
not present for our pipeline as it only uses object shadows.

Lastly, we briefly discuss how the data-driven components find the easiest
solution that is consistent with our physics of the defined forward model, not
the actual world. We note that our training data only has views of cast shadows
and does not contain any self-shadows which are present on the back of the
hand. This causes the algorithm to instead estimate the mesh of the table and
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create a hollow imprint of the hand such that the specified shadow constraint
is met. A stand-alone mesh of the hand can be recovered from this imprint
and the recovered mesh is a possible solution given the shadow masks and
proposed model. Imposing object priors or adding an extra view of self-shadow
to the training set could result in a stand-alone mesh.

E.3.3 Quantitative Analysis

We also run our datasets on a vanilla NeRF [68] implementation [83]. At lower
resolutions and overhead viewpoints, we see that the NeRF approach fails to
provide a reasonable fine mesh. We believe this failure is due to the down-
sampling of images to 64 x 64, which may also be a reason why our meshes fail
to capture fine details. We run ICP [9] on the generated points cloud and show
on-par results to the NeRF approach. Our goal, however, is not to outperform
NeRF but to show the effectiveness of a differentiable rendering framework in
exploiting physical cues instead of ignoring them. The main takeaway from
Table 3 is that differentiable volumetric renderers do not need to rely on 8-bit
RGB information to reconstruct accurate meshes, but can also leverage other
sources of information in the image in addition to relying on photometric cues.

E.4 DISCUSSION

One of the major goals of our work is to propose a framework within neural
rendering that can readily exploit and learn from, instead of ignore, sparse
physical cues, such as shadows. We believe that Fig. 14 shows that sparse
physical cues like shadows, actually encode a lot of hidden information about
the scene and can indeed be exploited. By constructing explicit differentiable
forward models and leveraging gradient-friendly volumetric rendering, we
can exploit these cues in conjunction with relying on photometric consistency
between images.

E.4.1 Limitations

In cases such as the cuboid and the vase, we observe that the renderer converges
to a predicted mesh that minimizes the shadow masks and the predicted shape
even though it is typically a coarse estimate that envelopes the entirety of the
object. This means that we see artifacts such as the pointed curve in the vase
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mesh, or the curvature of the bunny. Since our algorithm only has geometry
information where the binary shadow mask is true, areas that are never in
shadow have no surface, which leads to incomplete meshes. Imposing a prior
can be a solution to this problem. Moreover, our method also assumes a known
lighting position, which may not always be available.

E.4.2 Future Work

We observe that volumetric rendering can converge onto coarse estimates of the
object geometry by only relying on shadows, and can be extended to problems
such as non-line-of-sight imaging (NLOS) [111] and imaging behind occluders
[39]. As shadows themselves are never the only cue present to reconstruct the
scene, our work can also be easily integrated with existing NeRF approaches
that rely only on photometric cues as our shadow loss 22 can be used as a
regularizer or an auxiliary loss, especially as shadows are invariant to viewpoint
changes, surface reflectance properties, or texture changes.

E.4.3 Conclusions

We show that modern neural rendering techniques can learn neural scene
representations (neural shadow fields) and encode 3D geometry just from binary
shadow masks. We are motivated by traditional shape-from-X algorithms that
typically construct physics-driven inverse models that can exploit cues for
3D reconstruction. We observe that data-driven neural rendering frameworks
ignore cues such as shadows, relying on photometric cues instead. We thus
propose a graphics-inspired differentiable shadow rendering component that
leverages a volumetric renderer to encode a scene solely from its shadows.
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Figure 15: Qualitative Results. We observe that for overhead views of the scene where

the vertical surface of the vase is sampled poorly in the RGB space, vanilla
NeRF fails to exploit geometry cues hidden in cast shadows compared to
our approach. Our method doesn’t impose any object priors therefore it
infers a geometry that will minimize the difference between the predicted
and true shadow. Column 4 illustrates that rendered shadows are very
similar, indicating that the differentiable rendering framework can indeed
learn geometry from sparse shadow cues. Some parts of the objects such as
the upper face of cuboid are never in shadow, therefore our approach yields
no reconstruction for those surfaces, further showing that the geometry
is indeed only learnt from cast shadows. We extract the mesh from the
volume using marching cubes and visualize it here using a point-cloud SDF
representation.
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TOWARDS DISCOVERY OF VISUAL
CUES

F.1 INTRODUCTION

Suppose you're an Imaging designer. Consider the task of 3D reconstruction
of a vase in a room that is hidden behind an occluder with the shadows of the
vase visible in the camera. When designing a camera, one must discover that
among all the RGB information present, shadows provide the most valuable
information about the hidden object. Now let’s consider a situation where the
shadows aren’t visible but the designer is now able to illuminate the scene.
Then one could potentially learn the relationship between shining light onto
nearby walls and using cast shadows as a result- which serves as a more robust
method to perform 3D reconstruction of the vase. This technique was proposed
by [40].

Such non-trivial tasks are found throughout various applications in biology,
autonomous driving, and remote sensing. Current methods in Imaging require
a human designer and expertise, as the designer must know 1) which cues to
consider and exploit in the scene, 2) which hardware configuration to use: optics,
illumination, and sensing, and 3) which algorithm to use to decode the scene.
However, as imaging becomes ubiquitous and sensing becomes possible in other
modalities in time, and other wavelengths of the electromagnetic spectrum,
relying on a human designer to discover which cues and imaging system to
design is not sufficient.

In this chapter, we ask the question: how do we build systems that can
automatically discover which camera configuration and cues to use to solve the
task? In short: given a task and some constraints, how do we automatically
discover what camera configurations, cues, and algorithms can solve the task?
For example, in the example above, the system must realize 1) the shadow
pixels provide the most information about the hidden vase, 2) a relationship
between pixels and illumination, and 3) mapping from shadow pixels to 3D
reconstruction of the vase. In essence, such a system must figure out which cues
to exploit to solve the task and build a corresponding hardware and software
setup that can complete the task.
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In this section, we present a method that automatically searches over the
space of camera designs and perception models. More specifically, we first
introduce a context-free grammar, called Computational Imaging Grammar,
with which we plan to co-design imaging and perception models. Second, we
show that this space can be searched over using reinforcement learning using an
agent, Camera Designer (CD), that outputs hardware camera configurations for
the desired task, and a Perception Model (PM), that outputs the task objective.
We are inspired by how animal eyes and brains are tightly integrated [52],
our approach jointly trains the CD and PM, using the performance of the PM
to inform how the CD is updated during training. We apply our method
to depth estimation using stereo cues, demonstrating the viability of jointly
learning imaging and perception. We construct an environment that is devoid
of monocular cues to force (1) the CD to learn to obtain multi-view cues and
(2) the PM to learn to exploit these cues. Our results show that the agent and
perception model co-learn to exploit non-monocular cues to estimate accurate
depth. Finally, we make the following contributions:

Imaging CFG: We introduce a context-free grammar (CFG) for imaging
system design, which enumerates possible combinations of illumination,
optics, sensors, and algorithms. The CFG can be used as a search space
and theoretical framework for imaging system design.

Co-Design: We demonstrate how task-specific camera configurations can
be co-designed with the perception model by transforming the CFG into a
state-action space and using reinforcement learning. Our approach can
converge despite the reward function being jointly trained with the policy
and value functions.

Experimental Validation: We demonstrate our method for co-design by
applying it to the task of depth estimation using stereo cues.

While our approach is validated on depth estimation using known visual

cues, it can also be applied to other tasks within visual computing in the future.

Discovery is enabled by our use of RL to search over the large space of imaging
components, allowing new combinations of hardware and software created by
the learned RL policy. For more information, we urge the reader to our paper:
DiSER: Designing Imaging Systems with Reinforcement Learning.
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R — XSXA (25)

X — IX|OSX|AxX|e (26)
O — O0|e (27)
A — A1Aq| A (28)
Ay — A0S | AZ|AxS e (29)
S = {8pSnwStrS4 } pers hw bz (30)
O := {004} fer,DeZ (31)
T == {ipii} pero jcz (32)
Ap = {ann/afourier/ e} (33)
A; := {autofocus, ...} (34)

Figure 16: Context-free grammar (CFG) for imaging: Production rules (1-5) and
alphabets (6-10) for our proposed CFG for designing imaging systems. R is
the starting symbol from which a design starts. All imaging systems must
have at least one sensor, S, and one algorithm, 4. The grammar allows
arbitrary physically plausible combinations of illumination (Z) optics (O),
sensors (S), and algorithms (A), each defined in their respective alphabet
above. A; refers to algorithms that process the output of hardware, while
Aj refers to algorithms that control hardware.

F.2 METHOD

F.2.1  Computational Imaging Grammar

We define the configuration space of imaging systems using context-free gram-
mar (CFG) as it allows for a flexible configuration space that can be searched.
A typical context-free grammar, G, is represented as a tuple, G = (V, %, P, R),
where V corresponds to non-terminal symbols in the grammar, ¥ corresponds
to terminal symbols, P corresponds to the production rules, and R is the start
symbol. The goal of our proposed CFG is to allow the construction of strings to
represent arbitrarily complex imaging systems, which usually consist of illu-
mination sources, optical elements, sensors to convert light into digital signals,
and algorithms that decode the scene. For example, consider the task of depth
estimation that can be done in numerous ways. One solution is depth from
stereo, which involves placing two cameras, cy, ¢y, in the scene at points, p1, p2,
with some baseline. Each camera has an optical element, 01 = (f,d), with
a focal length, f, and aperture, d, and a sensor, s; = ((h, w),t), with spatial
and temporal resolutions, (h,w) and t, respectively. Thus the cameras can

66



be expressed as c; = (01,51) and ¢z = (02,52). An algorithm can decode the
outputs of the two cameras to produce depth, and can be implemented with
correspondence-matching [14], (ast), or deep stereo [63], (a;5). The full system
can be described as a string, s; = “cic2as” or s; = “cicoa4,”. Another way to
estimate depth is with active illumination or time-of-flight (ToF) imaging. We
can represent lidar as an algorithm, a.nto), that illuminates the scene at the
same point with a laser, /1, and ToF sensor, s1,r. We can describe this system
as Slidar = Acontroll15ToraTor- These examples illustrate how CFG can represent
imaging systems with different illumination, optics, sensors, and algorithms as
strings. The goal of the proposed CFG is not to describe how the individual
components of an imaging system are made, e.g. their electronics, but rather
to describe the function of each component. Next, we define the grammar’s
alphabet and production rules.

Grammar. Our proposed CFG can be stated as G = (V, %, P, R). We define
the variables as V = {X,0,A;, Ay}, each defined in the following sections,
and the terminals, X, which we refer to as alphabets, as £ = {Z, O, S, A3, A2},
where {Z} is illumination, {O} is optics, {S} is sensors, and {A;} and {A,}
are algorithms. Each alphabet contains possible components and parameters,
defined in lower case, e.g. a,,. Each component within an alphabet is pa-
rameterized by its functionality, e.g. focal length, rather than an off-the-shelf
component. We describe each alphabet below and in Fig. 16.

INlumination. The illumination alphabet, Z, functionally represents different
types of possible illuminations. In imaging, illumination can be represented
with many parameters, such as duration (d), intensity (i), color, wavelength
(A), polarization 7, pose (position & orientation), (p) and modulation in space
and time [10]. In the scope of this work, we consider pose and intensity. These
can later be extended to other forms of illumination.

Optics. We define the optics alphabet, O, to capture the most important (but
not exhaustive) optical properties in an imaging system: focal length (f) and
aperture (D). The optics alphabet can be extended to include more complex
techniques such as phase masks or diffractive optical elements (DOE). The non-
terminal O indicates that optical elements can be stacked to create a multi-lens
system.

Sensors. The sensor alphabet, {S}, functionally describes different types
of sensors, such as RGB and SPAD. We parameterize a sensor by its pose Sp,
spatial (or angular) resolution sy, temporal resolution s;, bit quantization s,
and wavelength s,. For example, a SPAD sensor has higher temporal resolution
(picosecond scale) and generally lower spatial resolution (on the order of 1,000
to 100,000 pixels), while a typical RGB sensor (CMOS) has a higher spatial
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resolution (hundreds of megapixels), but a lower temporal resolution (30 fps).
Similarly, quantization (for example) can be varied between 1, 8 or 12 bits. The
pose is the position (x,y,z) and the orientation (pitch, yaw, and roll) of the
sensor in 3D space, s, € RS,

Algorithms. Algorithms are needed to decode raw images and control other
alphabets. We denote the alphabet for algorithms with two sets: {A1, A>}. A
is the set of algorithms that affect subsequent illumination, optics, and sensors
(e.g. autofocus, controlling where to shine illumination), whereas A; are algo-
rithms that decode the incoming data from the sensors for a given task. These
algorithms include standard imaging operators, such as the Fourier transform,
back-projection, Radon transform, Gerchberg-Saxton algorithm, photometric
stereo, and more. Additionally, A; includes neural networks, which can per-
form detection, classification, etc. Due to the production rule, A — A;1A|A;,
Aj can be repeated and stacked together. For example, an algorithm can be
designed that takes the Fourier transform of the input data and feeds it through
a multilayer perceptron (MLP).

Production Rules. We define a set of production rules, shown in Fig. 16, that
can produce strings representing possible imaging system configurations. In our
formulation, every imaging system includes at least one sensor and algorithm.
The X accounts for imaging systems with different illumination, optics and
sensors. In all cases, the string must end with at least one algorithm that outputs
the desired task. Additionally, each A; also requires an illumination, optics
component, or sensor that it controls. The production rules account for multiple
sensors and illuminations that illuminate and sense different parts of the scene.

F.2.2 Imaging Design with Reinforcement Learning

The proposed context-free grammar (CFG) defines ways of combining illumi-
nation, optics, sensors, and algorithms to form an imaging system. The goal
of our work is to automate imaging system design by searching over the CFG.
Because the output of the cameras in the imaging system must be well suited
for a specific, downstream task, we co-design them with the task-specific per-
ception model (PM). We next propose using a learned camera designer (CD) to
automatically search over the CFG. We implement the CD with reinforcement
learning (RL) because (1) the combination of continuous variables in our CEG
causes an explosion in the search space, which, as a result, makes search with
methods such as Monte Carlo tree search (MCTS) [15] or alpha-beta search [90]
intractable, and (2) many advanced imaging simulators are not differentiable
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Figure 17: Approach: Our approach allows camera configuration and a perception
model (PM) to be co-designed for task-specific imaging applications. At
every step of the optimization, the camera designer (CD), implemented
with reinforcement learning, proposes candidate camera configurations
(1-2), which are used to capture observations and labels in a simulated
environment (3-4). The observations and labels are added to the perception
buffer (5) and used to compute the loss and reward, while the N most recent
observations in the perception buffer are used to train the PM. The reward
is propagated to the CD agent which proposes additional changes to the
candidate camera configuration. After the episode terminates, the CD agent
is trained using proximal policy optimization (PPO) [91] until convergence.

[30, 27, 36], and thus gradient descent cannot be directly applied. Our problem
is well suited for sequential decision making because the task performance
achieved with each choice of camera configurations directly affects subsequent
design choices.

Overview: Our approach is illustrated in Fig. 17. The input is a task-specific loss
and reward function. When optimization starts, the imaging system contains
no hardware. At each step, the CD selects whether to add a component into the
system and the component’s parameters (Fig. 17a-b). A simulator can then be

used to collect observations from the candidate camera configuration (Fig. 17c).

These observations are used by the perception model to compute the reward
and loss (Fig. 174-7). The reward is used to train the CD and the loss is used to
train the perception model. This loop repeats until a camera configuration and
perception model have been created that maximize task accuracy.

RL Formulation: We transform the CFG into a state-action space which the
RL agent, henceforth referred to as the CD, can search over. We use proximal
policy optimization (PPO) to train the CD and model the RL problem with the
following states, actions, and rewards:
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e states, S: the possible states of the world, which, in our case, are the
possible enumerations of illumination, optics, and sensors, and possible
observations that can be captured from each enumeration.

e actions, A: the actions an agent can take at any step, which, our case,
consist of choosing illumination, optics, sensors, algorithms, and all pa-
rameters.

e reward, R: the reward for taking an action in a state, which, in our
case, is computed by passing observations from the candidate camera
configuration into the PM to compute accuracy for a target task.

F.3 STEREO DEPTH ESTIMATION

reward =
scale,, , (loss)

loss = | 2= 2,4 |

Zyred
T

ViT

Images ~ Camera
Matrix

X

T

Figure 18: Depth from Stereo Setup: The goal of this experiment is to estimate the
depth of a sphere using stereo cues. The camera designer (CD) places up
to C cameras within the green box. Camera poses and images are input to
the perception model (PM) which outputs a predicted depth. We render
environments that are devoid of monocular cues to force (1) the CD to learn
to obtain multi-view cues and (2) the PM to learn to exploit these cues.

F.3.1 Experimental Setup

Environment: The goal of the first experiment is to estimate the depth of a
sphere using stereo cues. The CD is allowed to place a maximum of C cameras
in the scene (though it can also place fewer cameras). In theory, the CD could
place a single camera and learn monocular cues (e.g. shading/lighting, texture,
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(a) Co-Design Reward Curves for Depth Estimation (b) Camera Placement Heat map when
Agent places 3 cameras (N=7000)
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Figure 19: Joint Camera and Perception Design for Stereo Depth. We train the CD
and PM from scratch to estimate depth of a sphere. (a) Our reward function
consistently improves, even though it constantly changes due to the PM
concurrently training with the CD. (b) The CD learns to maximize the
baseline between different cameras over the course of 1000 experiments
when placing 3 cameras. (c) The loss decreases with more placed cameras
and larger distances between the cameras, which shows that the PM learns
to exploit multi-view cues.

linear perspective). However, we simulate an environment where monocular
cues are unavailable, making monocular depth estimation ill-posed.

Our environment consists of a randomly placed white sphere with a random
radius, as shown in Fig. 18. We use PyRedner [57] to render images. The sphere
position and radius are randomly sampled per episode from (r,x,z) = {r €
3,9],x € [-10,10],z € [1,60]}. The depth is the z distance from the sphere
to the average position of the placed cameras. The scene is illuminated such
that shading cues and the position of the light source are absent as cues. The
only feedback that the PM and CD receive is a loss between the predicted and
ground truth depth. The goal of rendering such an environment is to determine
whether the CD can adapt to the context and realize that only a multi-view
system can estimate depth. In parallel, the PM learns to exploit multi-view
stereo cues. We show the supervised results of this experiment for validation in
the supplement.

Action Space: The action space for depth estimation is (p,x,z,0) = {p €
[0,1],x € [-15,15],z € [69,80],6 € [—60°,60°]}, where p is camera placement
probability, (x, z) is location (see Fig. 18) and 6 is yaw. FoV is 45°.

Experiment Details: We use a modified version of the vision transformer
(ViT) architecture [25] [2] that accepts an arbitrary number of images of fixed
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resolution and their corresponding camera parameters as input, and outputs a
scalar depth. The spatial resolution is fixed to (128,128). The maximum number
of cameras the CD can place is set to C = 5. The CD’s PPO backbone and
the perception model share the same network architecture and are initialized
randomly. The reward is computed before updating the perception model and
is re-scaled to [—1,1]. Additional information about the training is provided in
the supplement.

F.3.2 Learned Agent & Model Analysis

We evaluate the joint training (Fig. 19a), the learned policy (Fig. 19b), and the
perception model (Fig. 19c) in isolation. Fig. 19a illustrates how our system
maximizes reward when co-designing the PM with the camera design. The
reward function is dictated by the output of the PM, but the PM is concurrently
training with the camera design, which results in inconsistent rewards during
training for the same states. In spite of this fact, our model is able to consistently
increase the reward, even at the beginning of training when the PM is untrained
and with random initialization. Our results show that the CD and PM are able
to learn intuitions that hold true in conventional multi-view stereo.

STRATEGY #1 — MAXIMIZE COVERAGE: When given the option to place up
to 5 cameras, the CD places 1 camera 7.6% of the time and 2, 3, 4, and 5
cameras 27.7%, 36.6%, 22.7%, 5.4% times, respectively. Fig. 19b shows the
heatmaps of where the CD decides to place each camera, specifically when the
CD chose to place exactly three cameras. The heatmaps denote the number
of times the CD placed the camera at a particular location over the course
of 7000 experiments, where each experiment denotes the placement of a new
random size sphere at a random location. From the heatmaps, we see that the
CD strategically placed the cameras at locations that maximize the baselines
between different cameras. Camera 1 was predominantly placed on the left side

of the allowed region, camera 2 at the center bottom, and camera 3 at the right.

From these results, we see that the CD optimizes to place more cameras spaced
far apart. However, placing more cameras doesn’t necessarily mean that the CD
is obtaining multiple views of the object (e.g. some cameras may be pointed
in the opposite direction of the object). Therefore, we account for this case by
defining the metric of coverage, which defines the number of cameras that have
at least one pixel viewing the object. The CD policy learns a configuration that
maximizes coverage of the allowed region. We find that performance improves
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as coverage increases from 0 to 3, with the L1 loss being 14.0, 9.2, 7.2, and 5.7 as
the coverage increases. Coverage is discussed in detail in the supplementary.

(a) Supervised Learning Training Loss (b) Depth Error Vs. Imaging Setu;; for supervised Learning
(N=1000

375 Stereo Loss
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1000 2000 3000 4000 5000 6000 7000

Training Timesteps Variable x-position

Figure 20: Learning Stereo Cues with Supervised Learning: We train two PMs — one
on a one-camera configuration and one on a two-camera configuration. We
show that PM trained with a two-camera configuration outperforms the one
trained with one camera both during training and when evaluated on the
same test set (5.40 vs. 3.78). This result verifies that the lack of monocular
cues in our environment enables stereo setup to better estimate depth. In
(b) we perform the baseline experiment (described in the main text) on the
supervised models and show that the PM model trained in conjunction with
the CD shows similar behavior of lower overall depth error and variance
with the two-camera setup.

Strategy #2 — Multi-View Cues and Maximal Baseline: Fig. 19c shows that
the PM learns to exploit stereo cues when presented with multiple images.
The experiment shown here compares the PM performance on a one-camera,
two-camera, and three-camera system when estimating the depth of a sphere
(averaged over 1000 different spheres of varying size and depth). All three
systems have a camera that can be moved along the x axis, the two- and three-
camera system have a fixed camera at x = —15, and the three-camera system
has an additional fixed camera at x = 0. The blue curve illustrates the L1 loss
between the ground truth and one-camera system predictions. The red and
green curves illustrate the performance of the two-camera and three-camera
system respectively. The three-camera system performs slightly better than the
two-camera system, and both perform significantly better than the one-camera
system. The multi-view systems also see a decrease in loss (and variance) as the
baseline between the cameras increases (i.e. as the movable camera moves along
the +x axis). These curves indicate that the PM has learned similar wisdom
to that of conventional stereo, which states that multiple views with a large
baseline enable better depth estimation [10].
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Cam Mean Std Mean Std

Config  (x,2) (x,2) Yaw Yaw
1 (—4.6,79.2) (10.0,1.9) -15.7 39.8
2 (—8.3,78.3) (7.8,2.7) -3.6 8.8  43.3
(4.6,77.7) (9.1,3.2) 43.7
3 (—10.4,77.8) (6.4,2.9) -0.6 9.3 43.7
(—-1.1,77.6) (8.6,3.1) 15.4 43.1
(8.5,77.3) (7.2,3.3) 41.2
4 (—11.4,77.7) (5.4,3.0) 3.2 11.4 45.1
(—4.3,77.6) (7.5,3.2) 15.1 43.5
(3.5,77.2) (7.5,3.2) 17.0 41.7
(10.9,77.4) (5.5,3.2) 40.7
5 (—12.1,77.7) (4.6,3.1) 5.4 8.0 43.4
(—6.5,77.9) (6.7,3.0) 14.0 44.2
(—0.17,77.4) (7.3,3.3) 17.9 41.5
(6.6,77.1) (6.8,3.4) 18.7 41.7
(12.2,77.2) (4.5,3.3) 40.5

Table 4: Distribution CD Actions: We show the mean and standard deviation of the
actions taken by the CD after training. The CD always chooses to place a
camera in the back of the allowed region (green box in Fig. 4) while spreading
the rest of the cameras across the x-axis (mean x-position cover the entire
box). For instance, the largest baseline between 3,4 and 5 cameras are roughly
the same as the CD maximizes the spread of cameras along the x-axis while
minimizing the z-axis variation. Additionally, the yaw has the largest variance
of the parameters, which suggests that the CD has learned a strategy that
exploits the yaw to find the object instead of the position.

F.4 ADDITIONAL RESULTS

We provide additional experimental results and details below. We refer to the
camera designer as CD and the perception model as PM.

F.4.1 Depth Estimation

We show that the CD and PM are able to learn intuitions that hold true in
conventional multi-view stereo. We evaluate the individual components, the
CD and PM, in isolation in Fig. 5 of the main paper. We now discuss additional
results by analyzing the distribution of actions taken by CD, and the results
from supervised training of the PM.
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Coverage L1 Loss

0 14.0
1 9.2
2 7.2
3 57
Table 5: We show that the L1 loss consistently decreases as more cameras see the

sphere.

Distribution of Actions: Table 4 shows the mean and standard deviations
(std) over 7,000 trials for actions taken by the CD based on the final camera
configuration (number of cameras) at the end of the episode. We notice that
regardless of the camera configuration, the CD almost always chooses to place
the camera at the back of the allowed region, maximizing distance to the scene,
and thus allowing more of it in its field of view. It maximizes z-position (max:
80) and has a very small std. The mean x-position of the camera is always
maximized. For example, the largest baseline between the furthest cameras
for camera configurations with 3, 4, and 5 cameras is roughly the same. For
the 2 camera-configuration, the left camera is placed at -8.3, and the right
camera is placed at 4.6 which is not as wide as it could be. The mean yaw of
this configuration shows that on average the cameras face opposing directions:
—3.6° for the left camera, and +-8.8° for the right. Moreover, the x-position std
is high for the right camera so the limited baseline could be due to the narrow
FoV (45°).

We also note the distribution of yaw angles in the camera configurations. In
the 2-camera configuration, the yaw angles oppose each other and, as the CD
adds more cameras, the yaw of the left-most camera reduces to 0° while the
right ones have a yaw 15° to the right. Lastly, we note that the yaw angles have
the highest std when compared to the x and z positions’ std, which suggests
that the CD might have learned to fix the cameras around a certain area and
rather exploit the yaw, range of [—60, 60], to find the object.

Supervised Learning: To verify if the PM can indeed learn to estimate
accurate depth with stereo, rather than monocular, cues in our environment,
we conduct a supervised experiment. We first create two datasets, monocular
and stereo, by randomly sampling the sphere from the same region described
in Section 4.1.1 of the main text. For each sampled sphere, we sample a random
position directly in front of the sphere and place a monocular camera looking
at the object. We also randomly sample two cameras a random distance apart
(such that the sphere is visible to both cameras). The two images from two
cameras form the stereo pair for the two camera-configuration setup. We sample
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7,500 training samples and then train two PMs in a supervised fashion (same
architecture): one network on the one camera-configuration dataset and another
on the two camera-configuration dataset.

We show plots in Figure 20 of the training loss and baseline experiments.
We show that the PM model jointly trained with the CD, shown in the main text,
achieves similar results as the supervised model. Specifically, Fig. 20.a shows
that the training loss for the two camera-configuration PM is substantially lower,
verifying that the lack of monocular cues in our environment enables the stereo
setup to achieve more accurate depth estimation. Moreover, on the test sets,
the stereo setup outperformed the monocular with a test L1 loss of 3.78 vs.
5.40 respectively. In Fig. 20.b, we perform the baseline experiment, described
in Sec.4.1.2 of the main text. We show that the behavior of the PM is similar
to the joint training setup from the main text i.e. the PM model trained with
stereo setup estimates more accurate depth and has lower variance than the
monocular setup- which is subject to the size of the sphere and position of the
camera w.r.t sphere. However, the primary difference between the experiments
is that only the number of cameras, not the baseline between the cameras, has
an effect on the L1 error in the supervised settings.
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