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Abstract

Successful deployment of geological carbon storage (GCS) requires an extensive use of reser-
voir simulators for screening, ranking and optimization of storage sites. However, the time
scales of GCS are such that no sufbcient long-term data is available yet to validate the simula-
tors against. As a consequence, there is currently no solid basis for assessing the quality with
which the dynamics of large-scale GCS operations can be forecasted. To meet this knowledge
gap, we have conducted a major GCS validation benchmark study. To achieve reasonable time
scales, a laboratory-size geological storage formation was constructed (the OFluidFlowerO),
forming the basis for both the experimental and computational work. A validation experi-
ment consisting of repeated GCS operations was conducted in the FluidFlower, providing
what we debPne as the true physical dynamics for this system. Nine different research groups
from around the world provided forecasts, both individually and collaboratively, based on

a detailed physical and petrophysical characterization of the FluidFlower sands. The major
contribution of this paper is a report and discussion of the results of the validation benchmark
study, complemented by a description of the benchmarking process and the participating
computational models. The forecasts from the participating groups are compared to each
other and to the experimental data by means of various indicative qualitative and quantitative
measures. By this, we provide a detailed assessment of the capabilities of reservoir simu-
lators and their users to capture both the injection and post-injection dynamics of the GCS
operations.

B Bernd Flemisch
bernd@iws.uni-stuttgart.de

Extended author information available on the last page of the article
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1 Introduction

Geological carbon storage (GCS) has the potential to close the gap betweamXSions

from legacy carbon-based power sources and the required emission reductions as outlined
in the IPCC reports (Bachu et &007 Pacala and Socolo®004 Halland et al.2013

Metz et al.2005. Furthermore, GCS can play a role in negative emissions strategies in
combination with biofuels (Johnson et 8014, and in the production of so-called Oblue
hydrogenO (Noussan et2021). In order to realize this potential in a safe and cost-efbcient
manner, large-scale deployment of GCS relies heavily on modeling and numerical simulation
studies to assess the suitability of potential geological formations (predominantly subsurface
aquifers). Such modeling studies have been heavily relied upon in existing assessments of
storage potential (Juanes et 201Q Lindeberg et al2009 Kopp et al.2009ab; Niemi

et al.2016 Sharma et al2011). The generation of simulation-based data and knowledge

in application Pelds like GCS with huge societal impact eventually requires communication
to political decision makers. Transparent simulation work Rows, reproducibility of data and
increased conbdence in simulation results, e.g. as a result of comprehensive benchmarking,
are key factors for communication or participation of stakeholders in the modeling process
(Scheer et al2021).

On the other hand, only a few dozen large-scale carbon storage operations are currently
active globally (Steyn et aR022), and of these, none are in a post-injection phase following
a multi-decadal injection period. As such, the modeling and simulation community does
not have a robust data set to assess their forecasting skill, and signibcant uncertainty is
associated with our ability to accurately capture the dominant physical processes associated
with GCS. Pilot studies provide some measure of information (Sharma29Ht. Preston
et al. 2005 Hovorka et al2006 LYth et al.202Q Niemi et al.2020, yet the fundamental
nature of the subsurface means that the data collected will always be relatively sparse, in
particular spatially. As a partial remedy to this, several code comparison studies have been
conducted (Pruess et &004 Class et al2009 Nordbotten et al2012. However, none of
these studies were conducted in the presence of a physical ground truth.

This study aims to provide a brst assessment of the predictive skills of the GCS modeling
and simulation community. To achieve this goal, we are exploiting the newly constructed
OFluidFlowerO experimental facility at the University of Bergen. Within this experimental rig,

a geological model with characteristic features from the Norwegian Continental Shelf was
constructed. Initial geological and petrophysical characterization was completed, together
with a single-phase tracer test. With this basis, we conducted a double-blind study: On one
hand, laboratory scale GCS was repeatedly conducted and measured at the University of
Bergen, where the corresponding group will be labelledEasUB in the following. On

the other hand, academic research groups active in GCS around the world were invited to
participate in a validation benchmark study, coordinated by the University of Stuttgart, in the
following indicated byCoordUS. Aided by the fact that the pandemic reduced academic
travel, we were able to fully ensure that no physical interaction was present between the
participating groups, and all digital communication was restricted, moderated, and archived
to ensure the integrity of the double-blind study. As detailed in the following, the participants
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of the study were both asked to provide independent forecasts, and then subsequently invited
to update their forecasts in view of group interactions.

In this contribution, we report the Pnal results of the validation benchmark study, empha-
sizing (1) The degree of correlation between forecasts from the diverse set of participating
groups, and (2) The degree of correlation between the forecasts and the measurements from
the laboratory scale GCS conducted in the FluidFlower. Seen together, this provides both a
measure of repeatability among forecasts (seen from an operational perspective), and also an
indication of forecasting skKill.

The paper contains a substantial amount of results, projected onto axes. In particular, the
participants provided dense spatial results (sparse in time), time-series of integrated quantities
(sparse in space), and certain predebned target quantities (sparse data). These simulated
quantities are naturally compared both to each other, as well as to the experiment conducted
in parallel. Substantial discussion can therefore be considered throughout the exposition.
However, we have endeavored to provide the results in a relatively factual manner ir8Bects.

5, thus reserving the majority of the discussion for SécReaders mostly interested in the
high-level bndings of the study may therefore choose to read &bcst.

To be precise, we structure the paper as follows. Se2fiotnoduces some basic required
terminology, describes the validation experiment, and illustrates the benchmarking process.
The participating groups and corresponding models are introduced in3SktiSect4,
the modeling results are presented and compared by means of qualitative and quantitative
assessments. Sectidprovides a comparison of the modeling results with the experimental
data. A concluding discussion and outlook are given in $ect.

2 Benchmarking Methodology

We start this section by introducing some fundamental concepts and terminology based on
Oberkampf and Roy2010, American Society of Mechanical Enginee2906. While the
termveribcatiordescribes Othe process of determining that a computational model accurately
represents the underlying mathematical model and its solutiai®ation refers to Othe
process of determining the degree to which a model is an accurate representation of the real
world from the perspective of the intended uses of the modelO. In addgiiration s the
process of adjusting parameters in the computational model to improve agreement with data.
A validation experimeniike the one presented below in Sextlis Odesigned, executed,
and analyzed for the purpose of quantitatively determining the ability of a mathematical
model expressed in computer software to simulate a well-characterized physical processO. As
described in further detail below in Se212, we perform avalidation benchmarkOberkampf
and Trucan@008 Oberkampfand Ro2010, where the experiment provides measured data
against which the simulation results are to be compared. The simulation results are forecasts
in the sense that the experimental results are unknown to the modeler.

2.1 The Validation Experiment

In the following, we provide a very brief description of the experiment performed with the
FluidFlower rig. For details, we refer to the original benchmark description (Nordbotten et al.
2022 and the experimental paper (Fern¢, e2a23. Figurel shows the geometrical setup
where the rig has been Plled with six different sands to build up several layers of varying
permeability, including three fault-like structures.
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Fig. 1 Photograph image of the validation benchmark geometry with overlaid laser grid (Nordbotten et al.
2022 Figure 8). The brightest facies are the Pne-sand barriers. The red circles indicate the injection points,
while the purple circles depict the locations of pressure sensors. Boxes A-C correspond to regions for the
evaluation of different system response quantities

Initially, the pore space was fully water-saturated and the top of the water table was subject
to atmospheric conditions in terms of pressure and temperature. GasegpuwsaS@jected
over bve hours at a rate of ten standard milliliters per minute through the lower left injection
port, and, beginning 2:15h after the start of the Prst injection, over 2:45h at the same rate
through the upper right port. The distribution of @@roughout the rig was monitored over
bve days after the injection start. In total, Pve experimental runs were performed between
November 2021 and January 2022. The experimental EegotyBtried to establish identical
operational conditions during the runs.

The description of the experimental setup in Nordbotten 2822 addressed the external
geometry, stratibcation, facies properties, faults, RBuid properties, operational conditions and
well test data. In particular, the stratibcation was described by high-resolution photographs,
from which the participating groups had to determine the location of the different sand layers.
This was complemented by details on the sedimentation process and pre-injection Rushing
procedures. Concerning the facies, information was provided on grain size distributions as
well as on measurements of absolute permeability, porosity, relative permeability endpoints
and capillary entry pressures, see Section A.1 in the appendix for the most important spatial
parameters. The purpose of the well test data was to allow for calibration of the numerical
models. In particular, the provided pressuend tracer Row data could be employed to
estimate the permeability distribution over the different facies.

The experimental setup, while at atmospheric pressure and room temperature, nevertheless
shares characteristic dimensionless groups with real geological storage sites, as discussed in
detail in Kovscek et al.2023. The main differences, as relevant from the perspective of a
validation benchmark study, are discussed in detail in Bect.

The description also debned tBgstem Response Quantit{&RQs) which should be
reported by the participants. The individual SRQs will be introduced in detail in&ect.

1 The injection pressures were reported at a sensor that was separated from the injection point by the length
of small diameter tubing. Taking the pressure drop along that tubing into account inBuences the result of the
calibration.
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Table 1 Chronology of the FluidFlower validation benchmark process

30.04.2021 Potential participants are invited

15.06.2021 Participation invitation expires

15.07.2021 Preliminary benchmark description supplied to participants

16.07.19.08.2021 Preparation phase, discussion possible among all particip&xgdBd

20.08.2021 Deadline for feedback on preliminary benchmark description

16.09.2021 Kick-off Zoom meeting, second iteration of benchmark description distributed

17.09.08.10.2021 Open discussion for Pnalizing the description

08.10.2021 Final benchmark description circulated to participants

09.10.2021P11.01.2022 Blind phase, no direct communication between different participants or with
ExpUB

09.01.2022 Deadline for submitting blind benchmark data

12.01.2022 Virtual workshop and comparison of Ofully blindO simulation forecasts

12.01.25.04.2022 Synchronization phase, communication between all participants enabled, but not
with ExpUB

22.04.2022 Deadline for submitting Pnal benchmark data

26.928.04.2022 Workshop in Norway with presentation of Pnal simulation forecasts, experimental

results, model calibration study, and synthesis of results

2.2 Benchmarking Process

Table 1 shows the chronology of the benchmarking process. After a common preparation
phase for Pnalizing the description (Nordbotten eR@R2), a so-called blind phase of three
months started, where there was no direct communication between different participating
groups or withExpUB allowed.

All upcoming issues of the modelers were directe€twrdUS and potentially anony-
mously forwarded t&ExpUB. After agreeing on an answer betwe@oordUS andExpUB,
that answer was either broadcasted to all participating groups or given to the questioner
only. At the end of the blind phase, each participating group provided initial forecasts to
CoordUS. This was followed by a Prst meeting of all participating groups where the results
were revealed and discussed, still without any involveme&b@UB. This meeting initiated
a so-called synchronization phase of another three months, allowing the forecasting groups to
learn from each otherOs work and bring this knowledge into their own forecasts. In particular,
the synchronization phase included two more common participant meetings. At its end, bnal
forecasts were recorded before an in-person workshop outside of Bergen, Norway, where
forecasts and experiments were compared for the prst time.

Inorderto protect the integrity of the results, dedicated communication rules were followed
during the different phases of the benchmarking process. To facilitate remote communication
between participants, and also to store this communication for evaluating the benchmarking
process, a Discord server was sefufpart from a general channel that was initially open to
everyone involved, a private channel was installed for each participating group which could
be used for communicating with the benchmark organizers.

All result data was uploaded by the participants to Git repositories within a GitHub orga-
nization OFluidFlower€Each participating group got write access to a dedicated repository

2 https://discord.gg/8Q5fZS3T47
3 https://github.com/RBuidRower
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named after their institution. During the blind phase, only the participants themselves had
access to their respective repositories. For the synchronization phase, read access to all
participant repositories was granted for all participants. After the workshop in April, the
repositories were opened further to include also the results from the physical experiments.
Upon submission of this paper, the relevant repositories have been turned public.

3 Participating Groups and Models

In total, nine groups, each consisting of two to Pve individuals, participated in the Fluid-
Flower validation benchmark study. In the following, they are indicated by the location or
name of the corresponding institutionfasstin - (M. Delshad, M. Jammoul, M.F. Wheeler),

(J. Ennis-King, C. Green, J. Gunning, S.J. Jackson, A. WilkiDs}ft-DARSIm

(H. Hajibeygi, Y. Wang, Z. Zhang), (X. Tian, D. Voskov, M. Wap-
perom), (F. Doster, S. Geiger), (S. Karra, T. Miller, P. Stauffer, H.
Viswanathan)| (S.K. MatthSi, Q. Shao, A.A. Yousse?); (J. Franc,

J. Li, C. Spurin, H. Tchelepi) an8tuttgart (H. Class, D. GISser). TabRlists relevant
modeling choices of the participating groups.

In terms of the partial differential equations constituting the main part of the mathematical
model, almost all participants employ component mass balances. Apart from two exceptions
Austin - and , the choice of spatial discretization is uniform with cell-centered
Pnite volumes. All groups except employ a standard implicit Euler time dis-
cretization and solve the resulting discrete equations in a fully-coupled fully-implicit manner.
Modeling choices start to differ more when it comes to the constitutive relations. While the
majority of the participants uses BrooksbCorey relationships for the capillary pressure and
relative permeability, also other approaches such as linear relationships are employed. More-
over, various equations of state for determining the phase compositions as well as the phase
densities are considered. Additionally to these principal choices, the participating compu-
tational models differ in their employed spatial parameters such as the assumed intrinsic
permeabilities, porosities, residual saturations and others. These parameters may depend on
the considered sand type, i.e., on the spatial location. They have been collected for each par-
ticipating group in a Plepatial_parameters.csv in the top level of the respective
GitHub repository and are also provided as tables in $e2tWhile the participants mostly
followed the parameters provided BxxpUB, some groups varied the intrinsic permeability
values as the result of a model calibration step. Depending on the type of relationships for
capillary pressure and relative permeability, additional parameters such as the Brooks-Corey
pore-size distribution index had to be selected.

4 Modeling Results

In the following, we provide and discuss the modeling results which were requested in form
of SRQs by the benchmark description and submitted as bnal forecasts at the end of the
synchronization phase. They are grouped into three categories: dense data spatial maps in
Sect4.1, dense data time series in S&cR, and sparse data in Set13.
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Fig. 2 Spatial distribution of gaseous GQfter 24 h. The minimum for the color map is at 0 £€aturation
indicated by blue, the maximum at 1 indicated by red

4.1 Dense Data Spatial Maps

The participants were asked to provide snapshots of the spatial phase distribution at 24, 48,
72, 96 and 120 h (hours) after injection start, particularly, the saturation of gaseouas<CO

well as the concentration of GQOn the liquid phase. While each participating group was
free to debne the computational grid for performing simulations, results should be reported
on a uniform grid consisting of 1cm by 1cm cells, extending fi@y0) to (286cm 123cm)

cf. to Fig.1.

4.1.1 Saturation

Figures2, 3, 4, 5 and6 visualize the reported saturation values for all participating groups at
the selected daily time steps. Focusing brst onZigican be observed that most participants
report a very similar C@ plume shape under the lower bne sand barrier after 24 h.
Moreover, no or almost no gaseous £ reported within Box B in the upper left (cf.
Fig.1) after one day. Considerably less agreement can be seen for the upper barrier in the
right part of the domain. This can be explained by the fact that the amountpfrg€ated in
the lower and upper part differs by a factor of more than 2 and, correspondingly, a variation
in the dissolution behavior becomes visible earlier in the upper part of the domain.
The two participants and report that no or almost no gaseousLO
is present throughout the domain after the brst day of simulation. In caseiof ,
this is due to the choice of the van-Genuchten relationship for the capillary pressure, as
explained in more detail below in Sedt2 The reported results frof are the
ones with the smallest capillary fringe that was possible to resolve within the computing time
constraints and an overestimation of dissolution was anticipated. The situation is different
for , where CQ leaves the system because almost no trapping occurs, see also below.
Examining the saturation distributions over the different time steps in &igs4, 5 and
6 reveals the effect of differences in modeling £dissolution in agueous phase.
In particular, , Delft-DARSIm and reportavan-
ishing CQ gas plume over time, while the plume shape stays rather constakustn
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Fig. 3 Spatial distribution of gaseous GQfter 48 h. The minimum for the color map is at 0 £€aturation
indicated by blue, the maximum at 1 indicated by red

Fig. 4 Spatial distribution of gaseous GQifter 72 h. The minimum for the color map is at 0 £€aturation
indicated by blue, the maximum at 1 indicated by red

Fig. 5 Spatial distribution of gaseous GQfter 96 h. The minimum for the color map is at 0 £€aturation
indicated by blue, the maximum at 1 indicated by red
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Fig. 6 Spatial distribution of gaseous G@fter 120 h. The minimum for the color map is at 0 £&aturation
indicated by blue, the maximum at 1 indicated by red

Fig. 7 Spatial distribution of C@ concentration in the liquid phase after 24 h. The minimum for the color
map is at Okgm3 indicated by blue, the maximum at 1.8kgrhindicated by red

andStuttgart . Starting with 72 h; did not report any spatial
map data.

4.1.2 Concentration

Analogous to the saturation, Figs.8, 9, 10 and 11 visualize the reported concentration
values for all participating groups at the selected daily time steps. While at brst glance, the
variation in the results appears to be larger than for the saturation, the reported qualitative
behavior is similar for most groups.

The CQ dissolves into the liquid phase and, due to the density difference between pure
and CQ -enriched water, the latter is moving downwards by developing Pngers. This motion
is impeded by Pne-sand barriers or the bottom of the domain.

A clear outlier to this rather uniform qualitative behavior is given by , whose simula-
tions indicate that gaseous @@as moved relatively straight upward without being hindered
substantially by the Pne-sand barriers and also not leaving any residual gas. A variety of
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Fig. 8 Spatial distribution of C@ concentration in the liquid phase after 48 h. The minimum for the color
map is at Okgm3 indicated by blue, the maximum at 1.8kgrhindicated by red

Fig. 9 Spatial distribution of C@ concentration in the liquid phase after 72 h. The minimum for the color
map is at Okgm3 indicated by blue, the maximum at 1.8kgrhindicated by red

possible reasons exist, ranging from differently interpreted facies geometries and realized
computational grids over too small variations in spatial parameters up to insufbcient con-
stitutive relationships. As running two codes with PFLOTRAN and FEHM yielded similar
results, the exact reason could not be determined during the course of the study. Still, the
descent over time of COdissolved in the aqueous phase is captured correctly.

The main quantitative differences which can be observed among the remaining groups
arise due to the different speeds at which dissolution is taking place. In particular, dissolution
for and appears to be much faster than for the other participating
groups.

Moreover, quite some disagreement can be observed on how muglsCeaching the
upper left part of the domain, i.e., Box B, via the corresponding fault zone.

Another interesting measure is the amount and respective thickness in horizontal direction
of the evolving pngers. Differences here can be largely attributed to different grid resolu-
tions. For example, the participating grouns  , Delft-DARSIm and
with relatively high resolution and correspondingly small cell diameters (cf. T3Baow
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Fig. 10 Spatial_distribution of C@ concentration in the liquid phase after 96 h. The minimum for the color
map is at Okgm3 indicated by blue, the maximum at 1.8kgrhindicated by red

Fig. 11 Spatial distribution of C@ concentration in the liquid phase after 120 h. The minimum for the color
map is at Okgm3 indicated by blue, the maximum at 1.8kgrhindicated by red

substantially more and thinner Pngers tarstin - and with a relatively low
resolution.

4.1.3 Quantitative Comparison

As a quantitative measure, we apply the Wasserstein metric to analyze the difference between
two snapshots, combining a saturation and a concentration Peld to one mass beld. The metric
works on distributions of equal mass and measures Othe minimal effort required to reconbgure
the mass of one distribution in order to recover the other distributionO (Panaretos and Zemel
2019. In order to apply the Wasserstein metric to the reported results, which in general have
a slightly different mass (see detailed discussion in Se2tl), we brst approximate roughly

the CQ mass density in each cell by combining the reported concentration and saturation
values via the formula

m= gs+c(1Ss).
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24 hours 120 hours
Austinq 186 119 Austin
167 174 106 123
Delft-DARSim+ 191 064 194 106 143 132 Delft-DARSim
118 085 129 174 105 069 133 114
371 530 555 475 402 - - - - -
Melbourne1212 100 095 119 565 209 087 064 110 064 - 105 Melbourne
271 419 444 364 197 454 320 258 278 314 285 - 230 251
Stuttgart 1158 031 074 100 526 128 416 179 170 199 117 140 - 181 394 172 [Stuttgart
& g & $° & N & ©
& K)ng%) S\;ﬁx . &)&? & . /Q@“% ,‘\V“U& p &JO&
Ko @ B Ko « 3
< *

Fig. 12 Wasserstein distances in gram times centimeter for the brst and last time step. Colors range from white
for low values to red for high values. A value on a diagonal is the mean value of the respective row/column,
where the calculation of the mean includes the zero self-distance. Values above the diagonal are not displayed
as they are symmetric. As no spatial map has been reported vy for 120 h, the corresponding

belds are left empty

Above,sandcindicate the saturation and concentration value, while the dengitfgaseous
CO; is set to 2kgmi® to relRect the experimental conditions. The resulting values can be
visualized by corresponding grayscale pictures which have been uploaded to the participantsO
data repositories. The Pnal step to make these values comparable is their normalization
such that they can be treated formally as two-dimensional probability distributions over
the experimental domain. Given the normalized values, the Python library POT (Flamary
et al. 2021 can be applied to calculate the Wasserstein distances. The values are listed
in AppendixB for every requested individual timestep. The full data including distances
between results from different timesteps is provided in the FluidFlower general GitHub
repository. This approach provides a reasonable estimation for the groups with approximately
equal mass in the reported results, however, it is not appropriate for the results from
whose simulations indicate that a signibcant fraction of the injected mass leaves the domain.
Therefore, the results from are excluded from the Wasserstein distance calculations.
We show the calculated Wasserstein distances exemplarily for the brst and last time step
in Fig.12.
The values have been dimensionalized by multiplying with the real mass of i€O
the system and are provided in units of gram times centimeter. Thus a value of 100 gr.cm
corresponds to one gram of mass (e.g. about 20% of the i@@e system) being shifted
by one meter (e.g. about one third of the full simulation domain). Values on the order of 100
gr.cm or less thus correspond to what we consider relatively close results, while results in
signibcant excess of 100 gr.cm indicate substantial discrepancies. Exgures quantibes
the qualitative results discussed in the subsections above. In particular, the spatial maps from
and show the largest distances to the other groups over all time
steps. Their mean distances are between two and three times larger than the ones from the
other groups, due to their different dissolution behavior. Overall, the mean distances are
mostly decreasing from the brst to the last time step, as fo@her dissolves in the water
and its mass distributes more over the domain. We remark that the calculation of the mean
values displayed on the diagonals in Rigincludes the self-distance of zero. This is done
for consistency with the calculation of distances between modeling and experimental results
in Sect5.1
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Fig. 13 Temporal evolution of the total GOmass inside the computational domain

4.2 Dense Data Time Series

The participating groups were instructed to report several scalar SRQs in ten-minute intervals
over a time span of bve days: total mass ob,G@side the domain, pressure at two locations,
phase composition in Boxes A and B, as well as convection in Box C.

4.2.1 Total Mass of GO

Figurel3 depicts the temporal evolution of the total mass of,d@side the computational
domain, as reported by the different participating groups.

The benchmark description prescribes the injection rates in terms of Standard Cubic
Centimeters per Minute (SCCM) (Nordbotten et2022). While the underlying standard
conditions are not explicitly specibed, the instrument employeBxXpUB uses the NIST
debnition of standard conditions, i.e. 293.15K and 1.013 bar. This would yield a bnal total
mass of approximately 8.5g, assuming that ng,d€aves the domain. While the majority
of the modeling groups employed the corresponding interpretation of standard conditions,
three groups report a higher value of approximately 9.4g. The partic’nant reports
considerable lower values which is due to the fact thap G&aves the domain, as has been
explained in more detail in Sedt.1l In most results, the total amount of @@tays constant
after injection stops, indicating that no mass leaves the system. Nevertheless, some groups
report a further increase or also a further decrease, which can be explained by numerical
effects in case of Melbourne (Youssef et2023 or again the circumstance that gaseous
CO; leavesthe computational domainin casAwo$tin |, respectively. The participant
reported the C@mass inthe bot0, 0)x (286cm 123cnj instead of the whole computational
domain, see Fid.. When the injection stopped, the dissolved£®the volume between the
top of the actual computational domain and the top of reported bounding box (that coincides
with the top of Box B), moved back into the reported bounding box, leading to the increase
in the mass in the reported domain with time.

4.2.2 Pressure

The next reported SRQ is the temporal evolution of the pressure, measured at two sensors in
the domain. Figuré4 illustrates the reported results.

Most of the results show at most a minor inBuence of the @ection on the observed
pressure values. The pressure at each sensor stays rather constant at the prescribed initial and
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Fig. 14 Temporal evolution of the pressure at two locations inside the computational domain, Sensor 1 (left)
and Sensor 2 (right)

— Austin — Delft-DARSim Heriot-Watt —— Melbourne — Stuttgart
CSIRO Delft-DARTS LANL Stanford
sensor 1 sensor 2
1.15 1.09
1.14 4 1.08 4
El
£1.13- 1.07 4
] -
E 1.12 1.06 A
Eiuf 1.05 1
(o8
1.104 1.04 1
1.09 T T : ~ 1.03 T T T v
0.0 2.5 5.0 7.5 10.0 0.0 2.5 5.0 7.5 10.0
time [h] time [h]

Fig. 15 Temporal evolution of the pressure at two locations inside the computational domain, Sensor 1 (left)
and Sensor 2 (right). Zoom into the prst ten hours

possibly boundary conditions which correspond to an assumed ambient atmospheric pressure
plus the effect of the water table. Nevertheless, two groiizs and ,

report a considerable inBuence of the injection processes. In order to examine this in more
detail, Fig.15 depicts a zoom into the prst ten hours of simulation.

The results from show a considerable increase only for the prst sensor
which decays slowly to a constant level after the stop of injection. Here, the difference in
the buildup between the two sensors can be explained by their respective proximity to the
injection wells. In contrast to this, reports the same pressure buildup for both
sensors. A possible explanation is that the Buids are assumed to be only slightly compressible
and that the atmospheric boundary condition on top of the domain is realized by artibcial
large-volume cells. Moreover, the group detected an even higher buildup followed by a
decrease to the ofbcially reported values during the injection phase in the original simulation
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Fig. 16 Temporal evolution of the C®phase distribution in Box A

data which was suppressed due to erroneous post-processing. Notably, both groups report a
stop of the pressure buildup at around 3.5 h, before the stop gfi@j€ction at 5h.

4.2.3 Phase Composition

In the following, we discuss the reported distribution of £0ver the two Buid phases in
Boxes A and B. In particular, the participants reported the evolution of the amount of mobile
and immobile gaseous GOCO, dissolved in the liquid phase, as well as £€bntained in

the seal facies. We prst focus on Box A and the respective €ig.

It can be seen immediately that the variation of the results across the participating groups
is much larger than for the previous SRQs. All results have in common that mobile gaseous
CO;, reaches a peak value at approximately Pve hours (coinciding with the injection stop)
and then dissolves at different rates. Eight results can be grouped into three clusters show-
ing a similar rate. The largest cluster consists of the participants , Delft-DARSIm

and . Here, the dissolution takes place over the whole simula-
tion period at an intermediate rate compared to the other two clusters. The two participants
Austin  andStuttgart both show after an initial decay a very slow dissolution behavior.
In contrast to this; and predict the fastest dissolution with zero
mobile gaseous COleft after less than one day. Moreover, the fact that reports a
very high amount of gaseous G@ecoming immobile can be attributed to their non-standard
identibcation of immobile gas. Rather than evaluating the mobility, they declare gasepus CO
to be immobile if the change of saturation between two time steps doesnOt exceed a certain
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Fig. 17 Temporal evolution of the C®phase distribution in Box B

threshold. An outlier with respect to all reported SRQs can be identibec by, where
no CO at all reaches Box A. All these observations are consistent with the results and
discussion concerning the spatial maps in Skett.In addition here, a remarkable charac-
teristic is the step-like progression of several curves, as reported particulariy by
Delft-DARSIim andStuttgart . This numerical effect is due to grid-dependent bursts
in dissolution when the water-gas contact coincides with cell faces. It has also been observed
initially by , who decided to employ the capillary pressurebsaturation rela-
tionship by van Genuchten for the coarser sands in order to prevent the effect, see also Table
2.

Turning to Box B and Figl7, the results exhibit even more variation. This can be attributed
to the location of the box with the challenge of quantifying how much @€aches the fault
zone in the lower left and subsequently the upper left region of the domain.

While all participants predict the disappearance of mobile gaseoysa@€r at most two
days, the peak amount varies strongly between zero and 0.6g. These different peak amounts
together with different dissolution rates explain the high variation in dissolved &3een
in Fig.17. Nevertheless, almost all models predicting a substantial amount piiCBox B
report very similar times of appearance.
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Fig. 18 Temporal evolution oM(t) as a measure for convection in Box C

4.2.4 Convection

As a measure for convection, the participants were asked to report the total variation of
concentration within Box C over time, see the debnitioivigt) in Nordbotten et al.Z022
Section 2.8.3). The results are depicted in E).

A relatively large spread with peak values ranging from 0 to 3 m can be observed. Also
the dynamic behavior is very different, ranging from a monotone increase to rather strong
oscillations. Nevertheless, most participants report a stabilization over time to a stationary
value between 0.5 and 1 m.

4.3 Sparse Data

In this section, we describe the reported so-called sparse data. Each of the sparse data items
had to be reported as six numbers, representing the prediction of the mean quantity as obtained
by the experiments (stated in terms of P10, P50 and P90 values), as well as the prediction
in the standard deviation of the quantity over the ensemble of experiments (again stated as
P10, P50, and P90 values). Since most groups did not report any P10 and P90 values for the
expected standard deviations, we only consider the P50 values for the following comparisons.
As basis for generating the predictions and uncertainties, any preferred methodology could
be chosen, ranging from ensemble runs and formal methods of uncertainty quantibcation to
human intuition from experience. We start with the maximum pressure at the two sensors,
then focus on the times of maximum mobile gaseous @{Box A and onset of convective
mixing in Box C, before we investigate the predicted phase distributions after three days in
Boxes A and B. The numerical values are also recorded in Appendix C.

4.3.1 Maximum Pressure at the Two Sensors

The participants were asked for the expected maximum pressure at Sensors 1 and 2 as a proxy
for assessing the risk of mechanical disturbance of the overburden. The reported values are
depicted in Figl9.

As can be seen from the scaling of the vertical axis, all participating groups report very
similar pressure values. Most groups also report P10, P50 and P90 values for the expected
mean which are very close to each other, with the largest difference for one group being
around 10 mbar. Witiustin  and , only two groups expect any substantial
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Fig. 19 Reported sparse data for the maximum pressure at sensors 1 and 2. Bottom, middle and top horizontal
lines of the boxes indicate the reported P10, P50 and P90 values for the expected mean value, respectively.
Dashed vertical lines extend from the mean values lilie reported P50 of the expected standard deviations

standard deviation over the ensemble of experiments. The difference over all groups between
the minimum P10 and maximum P90 reported pressure value is less than 40 mbar for each
of the two sensors. This indicates that the typical variation in atmospheric pressure at the

location of the experimental rig was not taken into account, exceeding 50 mbar over the winter

months. Although the exact days of the experimental runs have not been provided explicitly

to the participants, the information on the usual pressure variation is publicly avaflable.

4.3.2 Times of Maximum Mobile Gaseous @Box A and Onset of Convective Mixing
inBox C

We now focus on the time of maximum mobile gaseous @OBox A as a proxy for when
leakage risk starts declining. The corresponding reported values are visualized in the upper
picture of Fig20.

The majority of the participating groups now report substantial differences between the
P10 and P90 values of both the expected mean and standard deviation. Nevertheless, several
groups are very certain on the expected mean value and report narrow ranges. The variation
between the groups is considerably larger than for the pressure discussed above. This can
be explained by the larger variation in the modeling results as discussed indS2@and
4.2.3

4 https://weatherspark.com/h/s/148035/2021/3/Historical-Weather-Winter-2021-at-Bergen-Flesland-
Norway#Figures-Pressure
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Fig. 20 Reported sparse data for the times of maximum mobile gaseogsittBox A (top) and for which

the integralM (t) Prst exceeds 110% of the width of Box C (bottom). Bottom, middle and top horizontal lines

of the boxes indicate the reported P10, P50 and P90 values for the expected mean value, respectively. Dashed
vertical lines extend from the mean valuestbyhe reported P50 of the expected standard deviations

As a proxy for the ability to capture the onset of convective mixing, we focus on the time
for which the quantityM (t) dePned in Nordbotten et aR§22 Section 2.8.3) brst exceeds
110% of the width of Box C, as depicted in the lower picture of B@.We brst note that
three groups do not report any value at all. Out of the remaining six, four report very similar
values around 4 h and narrow ranges between P10 and P90. Wit , one group reports
much larger expected values and also variations between P10 and P90. In order to examine
this in more detail, we perform a comparison with the corresponding temporal evolution of
M(t) as depicted in Fidl8. With 110% of the width of Box C being equal to 1.65 m, we can
observe that several results do not reach this value at all over the whole simulation period.
In turn, this explains that three groups did not report any value for the sparse data. Zooming
closer into the Prst ten hours of simulated time as done ireRigllows to put the reported
time series values in explicit relation to the sparse data.

As can be identibed from the vertical lines representing the reported expected mean values,
the measured value fdd (t) is usually well below the 110%. Therefore, it becomes obvious
that several participating groups did not rely only on the reported simulation results for the
SRQ considered here.

4.3.3 Phase Distributions After 3 Days in Boxes A and B

We now turn to the reported sparse data for the phase distribution in Box A at 72h after
injection starts as a proxy for the ability to accurately predict near well phase partitioning.
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Fig. 21 Zoom into the Prst ten hours of the temporal evolutiorMaft). The black horizontal dashed line
depicts 110% of Box C, dashed vertical lines correspond to the reported expected mean values
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Fig. 22 Reported sparse data for the phase distribution in Box A at 72 h after injection starts. Bottom, middle
and top horizontal lines of the boxes indicate the reported P10, P50 and P90 values for the expected mean
value, respectively. Dashed vertical lines extend from the mean valueghy reported P50 of the expected
standard deviations

From the corresponding Fig2, it can be seen immediately that the reported ranges between
the P10 and P90 values of the expected mean values are substantially larger than for the
preceding measures, going along with increased expected standard deviations.

Concerning the amount of mobile gaseous(i®e expected P50 of the mean value ranges
between 0.5 and 2g, while for the amount of dissolve¢ G@lues range mostly between 1
and 4g.

The expected phase distribution in Box B at 72 h after injection starts is depicted 28Fig.
interpretable as a proxy for the ability to handle uncertain geological features.

It can be observed that mostly no mobile gaseous @&@xpected, while the associated
uncertainty is considered to be quite high. In case cf , the large variation comes
from the fact that a simulation with immiscible 3uid phases was included in the underlying
uncertainty quantibcation as a limit case. Turning to the lower left picture, the amounts of
predicted dissolved COshow a strong variation over the participating groups.
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Fig. 23 Reported sparse data for the phase distribution in Box B at 72 h after injection starts. Bottom, middle
and top horizontal lines of the boxes indicate the reported P10, P50 and P90 values for the expected mean
value, respectively. Dashed vertical lines extend from the mean valuesthy reported P50 of the expected

standard deviations
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Fig. 24 Reported sparse data for the total mass ohbG@the top seal facies at bPnal time within Box A.
Bottom, middle and top horizontal lines of the boxes indicate the reported P10, P50 and P90 values for the
expected mean value, respectively. Dashed vertical lines extend from the mean vatugsehgported P50

of the expected standard deviations

4.3.4 Total COMass in Top Seal Facies Within Box A

As the last SRQ, we examine the expected total mass of @Ehe top seal facies at bnal
time within Box A for evaluating the ability to capture migration into low-permeable seals.

Figure24 depicts the corresponding reported results.
Also here, large variations can be observed, not only in the expected mean values, but also

in the expected standard deviations.
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Fig. 25 Segmentation data after 24 h for bve experimental runs. Black, green and red indicate pure water,
water with dissolved C@ and gas, respectively

5 Comparison to Experimental Data

In the following, we will compare the modeling results described in the previous section
with the actually observed experimental data. The underlying experimental methodology
and original dataset is presented in Fern¢, et28128, while the image analysis approach

is discussed in Nordbotten et a20233. We focus Prst on the dense data spatial maps and
time series and investigate afterwards the sparse data SRQs.

5.1 Dense Data Spatial Maps

We will brst perform a visual comparison of segmentation maps and subsequently perform
a quantitative comparison by means of the Wasserstein distance.

5.1.1 Segmentation Maps

In the following, we compare daily spatial maps given in form of segmentation data. For
the experiments, this data has been generated by analyzing corresponding images using the
newly developed toolbox DarSIA (Nordbotten et20233. In Fig.25, the snapshots at 24 h

are shown for pve experimental runs.

Visually, there is a very good agreement over all bPve runs and differences can only be
detected in the details. One slight exception is given by the fourth run, where no gas appears
to be present in the upper right part of the domain. However, this is attributable to numerical
effects in the image analysis procedure, rather than a different physical truth. We will perform
a quantitative analysis further below.

Before that, a visual comparison with the modeling results is carried out. For this, the
concentration and saturation maps at 24 h provided by the participants are converted into
segmentation data. Thresholds ofxfor saturation and Rl1kgme?2 for concentration are
used above which a cell is declared to contain gaseousd®@ CQ-rich water, respectively.

To allow for a more direct comparison, the modeling results are overlaid by the contour lines
corresponding to the experimental data. The result is shown i2&:ig.

It can be seen that the locations of the two gas plumes are reasonably well captured
by several participants, namelpjustin , Delft-DARSIm ,

andStuttgart , while their sizes are overestimated in general. As already
suggested by the strong variability of the concentration distributions discussed id.$ect.
considerably less agreement can be observed concerning the region covered by water with
dissolved CQ®. This becomes particularly apparent for Box B in the upper left part of the
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Fig. 26 Comparison of segmentation data after 24 h. Each modeling result is overlaid by the contour lines of
experimental run 2. The forecasts are colored by black, pale green and pale red, indicating pure water, water
with dissolved CQ and gas, respectively. Concerning the experimental data, yellow contour lines indicate
the region of water with dissolved GQOwhile blue lines illustrate the gas plume

Fig. 27 Comparison of segmentation data after 120 h. See2Bifpr more details on the color coding

domain, where only tha modeling result matches the basic shape and extension in a
visually satisfactory way.

In Fig.27, the same comparison is made at 120 h.

CO,-rich water has spread throughout large parts of the domain in both the experimen-
tal data and most of the modeling results. The correspondingly covered regions coincide
reasonably well below the original gas plumes. Like at 24 h, the biggest differences can
again be observed in the upper left part of the domain. There, the results fror: and
also fromStuttgart provide a decent match. Almost all models predict correctly that no
gaseous C®is present anymore in the upper part of the domain. Regarding the lower patrt,
some models overestimate and some others underestimate the amount of gaseausI€O
Delft-DARSIm and appear to be closest to the experimental data.
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Fig. 28 Wasserstein distances of the segmentation maps to experiments and forecasts. Zoom into the ranges
from O to 120 gr.cm for the mean distance to the experimental results and from 70 to 180 gr.cm for the mean
distance to the modeling forecasts. Some groups with outlying results are therefore not visible in all plots,
while and are consistently outside the range of the plots (confer distances in

Fig.12)

5.1.2 Quantitative Comparison

To develop a more quantitative understanding, a similar analysis as idSe8can be
performed in terms of the Wasserstein metric. This involves calculating distances for all pairs
consisting of two participating groups, two experimental runs, or one participant and one run.
For the application of the Wasserstein metric, the segmentation maps discussed above are
converted to mass distributions, assigning zero/half/full weights to cells with pure water/CO

rich water/gaseous COLike in Sect4.1.3 the calculated distances are multiplied with the

total mass of C@. Proceeding like this, the mean distances to the other modeling results and
now also to the experimental data can be calculated, yielding two values for each segmentation
map. Figur@8 plots these values for all segmentation maps at the selected time steps.

We can observe that the experimental data sets are within 50 gr.cm of each other, con-
Prming that the experimental repeatability is strong, and that there is only minor impact
of the different experimental conditions (primarily attributed to atmospheric pressure, some
chemical alterations within the experimental rig, and very minor amounts of settling sand
throughout the experimental period). About half of the modeling results are within about
100 gr.cm of the experimental data for all reporting times, which we consider a relatively
good match. At the Pnal time, the closest simulation results are as little as 50 gr.cm away
from the experimental mean, which is within twice the experimental variability at that time.
This also aligns with the visual impressions for the segmented images shared above. With
increasing time, the distances to both the experiments and the forecasts are decreasing for
most modeling results; the same holds for the distances of the experimental data sets to the
forecasts. This can be explained by the increasing spread gtiCwater over the domain
and a corresponding equilibration of g@nass.
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