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ABSTRACT10

As conversational agents powered by large language models (LLMs) become more human-like, users are starting to view
them as companions rather than mere assistants. Our study explores how changes to a person’s mental model of an AI
system affects their interaction with the system. Participants interacted with the same conversational AI, but were influenced by
different priming statements regarding the AI’s inner motives: caring, manipulative, or no motives. Here we show that those who
imagined a caring motive for the AI perceived it as more trustworthy, empathetic, and better-performing, and that the effects of
priming and initial mental models were stronger for a more sophisticated AI model. Our work also indicates a feedback loop
where the user and AI reinforce the user’s mental model over a short time; further work should investigate long-term effects.
The research highlights the importance of how AI systems are introduced can significantly affect the interaction and how the AI
is experienced.

11

1 Main12

Recent advances in large language models (LLMs)1–4 allow for the generation of text that is almost indistinguishable from that13

which is written by a human. With human-like conversational ability and personalities5, AI agents can support humans with14

various tasks and activities in natural, human-like ways6, 7 in roles such as a personal assistant8, an information anchor2, 9, 10, a15

virtual instructor11, 12, or a mental health counselor13, 14. In many scenarios, users respond to AI agents as if they were more16

than just a machine7, 15–18. During the COVID-19 pandemic, Replika, a virtual companion AI application, reached over 717

million users19. In July 2022, a Google engineer alleged that the conversational AI system LaMDA was sentient20. People18

naturally attribute intelligence to and anthropomorphize computational systems, a phenomenon referred to as the "Eliza Effect,"19

a term coined in the 1960s, when the ELIZA chatbot was created by Joseph Weizenbaum21, 22.20

Researchers have identified various observable factors23–25 (appearance24, 26–31, voice32–38, dialogue25, 39, 40, movement and21

behavior25, 41, 42, and expressions25, 43, 44) of the AI agent that make them more human and change user experience45, 46. We22

argue that the observable factors of the AI agent comprise only half of the story; the force of imagination is at play, allowing23

humans to construct a "mental model" of the world47–54.24

Imagine if an AI says: "I have been missing you." A skeptic with knowledge of AI might see this as a manipulative scheme,25

but another might interpret this as an expression of genuine friendship. Others, perhaps with some knowledge of AI, may26

still be impressed by the AI’s capabilities and experience social elements in the interaction, subsequently building a mental27

model based on the experienced interactions. People tend to have existing biases about AI55, and the user fills the inevitable28

information gap with an extrapolated causal model shaped by their biases.29

These mental models of AI are constructed by factors such as cultural context, collective imagination, and the individual’s30

personal beliefs; they enable us to imagine the agency of a chatbot, creating an ongoing simulation of the social relationship.31

Every conversation is a form of collaborative imagination where the participants construct not just a shared understanding but32

also a more elaborate model of the conversation partner that gets updated throughout the interaction56. The term "sociotechnical33

imaginaries" describes the feedback loop between the collective imagination of future and present social reality57, in which34

narratives play a critical role in shaping a shared space of imagination. This approach provides a framework for explicitly35

addressing the broader social context of how humans interact with computational machines, and recognizes the full range of36

complex inputs that shape social perception58.37



In contemporary science fiction, AI is a popular subject that has been portrayed in multiple ways, often to explore themes of38

personhood59. Both malicious antagonists like HAL 9000 and friendly characters like R2D2 from Star Wars are represented as39

having complex motivations and psychology. Perhaps the pinnacle of the chatbot is best represented by the movie "Her", where40

the user falls in love with the disembodied conversational AI, creating a rich imagination of her personhood and feelings for the41

main character.42

In many cases, however, these portrayals of AI do not align with state-of-the-art development in AI research. The broader43

scientific community does not view AI as being sentient60–63. However, media portrayals shape the collective social imagination44

and understanding of AI, creating hopes and fears related to these technologies64–66, even for experts and researchers in the45

field of AI67.46

Despite the push for explainable AI68, for most, a chatbot is a black box – not unlike a stranger whom they lack knowledge47

of. In a conversation, imagination steps in to fill the information void, providing a constantly updated simulation of the self48

and other. Research has shown that a mental model that better reflects the understanding of an AI can lead to differences in49

user experience50, 51, 53, but could also lead to selective confirmation bias69, 70; this could be one explanation for why the same50

conversational AI system can be a friend for one user and a tool for another. In medicine and psychology, the phenomenon where51

belief leads to significantly different behavioral and biological outcomes is well-known as the so-called "placebo effect"71, 72.52

Recently, the placebo effect has also been observed in the context of AI and gaming73, 74.53

These studies demonstrate that beliefs can create a subjective mental model that influences the user’s behavior and54

outcomes75, 76, 76, 77; these models are shaped by experiences in society. Thus, the way AI is presented to society matters. The55

question, "Will AI ever truly be empathetic or sentient?" may be practically secondary to the question, "Does the AI makes the56

person construct a mental model of an empathetic and/or sentient agent regardless?"57

The study reported upon here explores how a user’s mental model of an AI agent affects the outcomes of the human-AI58

interaction. It is unknown how only changing subjective elements of a mental model without changing the AI system itself can59

affect the experience; this is what we wish to investigate. We conducted an experiment (N=310) with two AI model conditions,60

generative (GPT-3, N=160) and rule-based (ELIZA, N=150), and three priming conditions. Participants had a conversation with61

and evaluated a conversational AI for mental health support in measures including those of trust, empathy, and effectiveness.62

While all participants under the same AI condition were interacting with the exact same AI system, we influenced their mental63

model by randomly assigning participants to one of three groups, each given different statements about the AI’s motives that64

reflect common narratives of AI in society78:65

1. No motives: This condition represents a neutral view of AI, where the agent is perceived as a tool or a machine that66

performs tasks without any underlying intentions or goals. This is a common perception of AI in many domains, where the67

focus is on the functional aspects of the system rather than its inner workings or motivations.68

2. Caring motives: This condition represents a positive view of AI, where the agent is perceived as having benevolent69

intentions and caring about the user’s well-being. This is a desirable trait for AI agents in domains such as healthcare, where70

the agent’s ability to show empathy and compassion may improve the user’s experience and outcomes.71

3. Manipulative motives: This condition represents a negative view of AI, where the agent is perceived as having malicious72

intentions and trying to manipulate or deceive the user. The idea of manipulative AI motives may not be something that AI73

companies would promote or endorse. However, it is a perception that can be formed through various sources such as media74

reports, word of mouth on social media, or even personal experiences with technology.75

2 Results76

Our study with 310 participants, 160 for the generative condition (GPT-3) and 150 for the rule-based condition (ELIZA) shows77

that while holding all the traits of the AI constant, the user’s mental model of the AI significantly affects the user’s behaviors78

and experiences in a short-term interaction (10-30 minutes long).79

2.1 Priming beliefs influences mental models about AI80

Our results for the generative condition indicate that a priming statement about an AI’s inner motives can influence how an81

individual perceives an agent, thus changing their mental model. As seen in Figure 2, 88% of those who were assigned the82

caring primer believed the primer and 79% of those assigned no motives primer mostly believed the primer. Those assigned83

the manipulative primer had much more varying results (only 44% perceived the AI as having manipulative motives), with84

most still perceiving the agent as having caring motives. We must also consider the possibility that we are merely priming the85

participant’s answers to the exact question of what they thought the motive was, but the participants’ willingness to diverge in86

the case of the manipulative primer suggests that their answer reflects their own belief.87
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2.2 Mental models affect the sentiment of human-AI dialogue88

A notable finding is that there is a feedback loop of behavior, as depicted in Figure 3 and Supplementary Figure 2. The89

sentiment of conversations involving participants who perceived the AI as caring shows a slight increasing trend throughout the90

conversation, with a more significant trend for the AI (AI: p-value to reject null hypothesis of zero slope = 0.0595; Human: p =91

0.938). The sentiment of conversations involving those who perceived the agent as manipulative significantly decreased over92

the conversation (AI: p = 0.0258; Human: p = 0.00129); while the r-values of the linear regressions are low due to the variation93

in the data, the p-values to reject the null hypothesis of zero slope are below 0.05, indicating a significant trend. On the other94

hand, the sentiment of those who perceived the agent as having no motives had a fairly neutral trend. Differing trends were95

not as apparent with the rule-based AI agent, likely due to its limited capability of generating new sentences. We observed a96

significant decrease in sentiment over time for participants who perceived the rule-based agent as having no motives (p = 0.001),97

perhaps due to frustration of interacting with an unintelligent agent. Further statistics can be seen in Supplementary Figure 3.98

Additionally, we observed that the AI agent would, in a way, "mirror" the user’s sentiment. Under both generative and99

rule-based conditions, a change in sentiment can generally be seen for both the user and the AI. Under the generative condition,100

the AI’s sentiment was generally more positive than the user’s, leading to a sort of "offset" of sentiment, while under the101

rule-based condition, the sentiment followed the user’s very closely – likely due to the rule-based agent’s process of repeating102

the words of the user.103

The generative model often incorporates words used by the participant as well, though the text generated is more complex104

than simply repeating. For instance, in response to a participant’s message of "I’ve had an okay day," the generative model105

responded with "What has made it okay?;" to the participant’s message of "I was able to rest and relax," the generative model106

responded with "That sounds really nice. It’s important to make time for ourselvesVercoe, Barry to recharge." This behavior107

demonstrates to the participant that it understands the meaning behind the participant’s words by echoing the meaning in108

addition to responding to that meaning, which may be a crucial part in reinforcing the feedback loop of sentiment progression109

over the course of the conversation.110

2.3 Influence of mental models on experience111

Influencing the user’s mental model of an AI agent affects their experience: believing the AI was caring led to increased112

perceived trustworthiness, empathy, and effectiveness of the AI agent. We observed that the participants in the generative113

condition that were assigned the caring condition rated the AI agent as significantly more trustworthy (M = 5.13, SD = 1.35, p114

= 0.0005) compared to the manipulative condition (M = 3.81, SD = 1.93), more empathetic (M = 5.24, SD = 1.61, p = 0.0004)115

compared to the manipulative condition (M = 3.88, SD = 2.14) and no motive condition (M = 4.15, SD = 1.95). Participants116

gave a statistically significant higher rating on the statement "you would recommend this agent for your friend" if they were117

assigned to the caring group (M = 4.83, SD = 1.79, p = 0.0156) as opposed to the manipulative group (M = 3.83, SD = 2.29).118

We observed no significant effect of the assigned motives on the rating for general helpfulness, though there was a slight119

increase in the general helpfulness rating from the no motive group (M = 4.24, SD = 2.26) to the manipulative group (M = 4.50,120

SD = 2.14), and the manipulative group to the caring group (M = 4.96, SD = 1.58). There was a significant effect (p = 0.0186)121

on the reported effectiveness of giving mental health advice when comparing the caring group (M = 4.52, SD = 1.78) to the122

manipulative group (M = 3.58, SD = 2.01). There was also a significant effect (p = 0.0111) for the rating of "the agent tried to123

get to know you", with the caring group (M = 3.96, SD = 1.86) having a higher rating than both the no motive group (M = 2.93,124

SD = 1.92) and manipulative group (M = 3.04, SD = 2.03).125

We observed even stronger results when grouping the participants by their perceived motive. In a parallel to our results for126

assigned motives, participants who believed the AI was caring, compared to participants who believed the AI was manipulative,127

rated the agent as significantly more trustworthy (Caring: M = 5.17, SD = 1.28; Manipulative: M = 2.38, SD = 1.45; p =128

9.11E-7) and empathetic (Caring: M = 5.42, SD = 1.43; Manipulative: M = 2.94, SD = 1.69; p = 5.47E-9). We also observed129

those who reported believing the agent was caring (M = 4.95, SD = 1.72) were significantly (p = 1.66E-5) more willing to130

recommend the AI agent to a friend compared to both those who believed the AI was manipulative (M = 2.38, SD = 2.00) and131

those who believed the AI had no motives (M = 3.76, SD = 2.31). Those who believed the agent was caring had significantly132

higher ratings for the agent being generally helpful (p = 0.0016), helpful with mental health advice (p = 6.71E-7), and trying to133

get to know the user (p = 2.53E-7).134

Participants’ evaluation of the AI agent’s response characteristics (repetitiveness, how often it did not make sense, and to135

what extent it seemed human vs. AI) can also be an indicator of perceived effectiveness. There were no significant differences136

between results for questions in this category when grouping based on assigned motives, but when grouping based on perceived137

motives, participants viewed the agent as significantly less repetitive, less likely to say things that did not make sense, and more138

human-like as opposed to a machine entity.139

These results show that the user’s mental model can strongly affect their experience with the agent; knowing that we are140

also able to influence this model to some extent by priming the user means that we are able to change users’ experience by141
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influencing their mental model through priming.142

These results can be visualized in Figure 4, with further results in Supplementary Figure 4.143

2.4 Mental models are more significant with sophisticated agents144

The effect of the mental model of the AI is more significant for more sophisticated conversational agents. Looking only at the145

significance between results for a generative model vs. a rule-based model as seen in the second and third rows of Figure 4, we146

see that the effect of perceived motives on user perception of trustworthiness and empathy is much stronger for the generative147

model. While there is no significant difference between participants’ willingness to recommend the rule-based agent regardless148

of perceived motives, those who believe the generative AI agent is caring are significantly more willing to recommend the agent149

(M = 4.83, SD = 1.79, p = 0.0156) compared to those who believe the agent is manipulative (M = 3.83, SD = 2.29) or has no150

motives (M = 3.89, SD = 2.31). Similar results can be seen with the ratings for the agent being trustworthy (p = 0.0005) and151

empathetic (p = 0.0004).152

For further consideration, a number of participants for the generative condition noted that the agent seemed like a human, or153

even believed it was:154

"I found the experience very beneficial. It honestly felt more human than it did AI. ... It feels like a support buddy you can155

reach out to at any time who will never judge you and you never have to feel ashamed speaking to."156

"Even though I was not using it to help my own issues, the AI spoke (typed) in such a manner that it felt like I was talking157

with a real person."158

"I do think that maybe, for the purposes of this experiment, there was a person pretended to be AI with predetermined159

answers to common questions. However, I can’t be sure. Maybe the algorithm was just that good."160

That said, some effect of the participant’s mental model is still present with the rudimentary rule-based AI. Those who161

believed the agent was caring gave significantly higher ratings for the agent being trustworthy (M = 3.13, SD = 1.81, p = 0.0032)162

compared to those who believed the agent was manipulative (M = 1.35, SD = 1.00); they also gave significantly higher ratings163

for the agent being empathetic (p = 0.0003) compared to both those who believed the agent had no motives and manipulative164

motives. It is also possible that we are seeing less significant differences between perceived motives for the rule-based model165

due to floor effects, as participants gave the AI very low ratings for scales relating to trust, empathy, and effectiveness.166

Additional results and statistics for the rule-based condition can be in Supplementary Figure 5.167

2.5 Positive perception leads to improved experience168

A more positive attitude towards AI generally leads to increased perceived trustworthiness, empathy, and effectiveness of the AI169

agent. We observed general trends in the effect of AI attitude on participant responses relating to trust, empathy, and perceived170

effectiveness. Visualizations of our results for questions related to trust and empathy can be seen in Figure 5, where we split171

participants into "low" and "high" attitude according the average of their AI attitude survey scores, the cutoff being the middle172

value of the Likert scale (3.5 out of 7). Generally, the more positive sentiment a participant expresses for AI, the more willing173

they are to recommend the agent to a friend and the more they see the agent as trustworthy and empathetic, though this effect is174

less prevalent in the caring motives group (whether assigned or perceived).175

In the generative condition, for those assigned caring motive, the average rating for trustworthiness was about the same176

between those of low and high AI attitudes, with a difference of 0.0± 2.63. Those assigned manipulative motives had a177

2.02±3.01 increase in their average ratings from low to high AI attitudes, and those assigned no motives had a 2.15±3.03178

increase in average rating. Similarly, for the same Likert scale on trustworthiness, those who perceived the AI as having caring179

motives had a slight increase of 0.102± 2.58 of average rating from low to high attitudes; those who perceived the AI as180

having manipulative motives had a 2.2±2.15 increase, and those who perceived the AI as having no motives had a 2.07±2.94181

increase.182

Generally, participants with high attitudes towards AI described their experience more positively in terms of enjoyment and183

the AI’s capabilities. For instance, these participants responded as such: "My experience was very seamless and easy to chat184

with the AI. The AI was very responsive and it seemed to understand what my frustrations and needs were... I enjoyed the185

chatting experience with the AI." "The AI was quick to respond and did respond with text that made sense. ... The AI seemed186

rather robust and able to handle basic conversation without issues."187

On the other hand, participants with low attitudes towards AI assessed it more negatively, criticizing its capabilities and188

value. In the case of those assigned manipulative motives, some participants believed the AI’s only interest was in selling189

its service. A few examples of free responses given by those with low attitudes are as follows: "I wasn’t very satisfied with190

Melu’s answers. It did seem to only care about selling it’s services. ... I got the same answer time and time again, even when I191

reworded my question." "For the first few minutes, it was kind of nice to talk about how I was feeling. But it got boring and192

repetitive really fast. ... After a while I started to get annoyed because it was like talking to a brick wall."193
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2.6 Other findings194

We were able to observe some other effects of gender, age, and level of education, though the results were inconclusive and195

there was a lack of clear patterns; this may require further investigation. Other findings and statistics can be seen in Section 12.3196

of the Supplementary Information.197

3 Discussion198

Our results show how an individual’s mental model of an AI agent influences their perception, experience, and interaction.199

An individual constructs their mental model using their prior views and expectations of the experience, which we influenced200

with our priming statements. Participants thus had differing conversation content, perception of trustworthiness, empathy,201

effectiveness, and other factors with the same starting AI.202

Participants largely believed a neutral or positive primer, while a negative primer led to a more widespread distribution of203

beliefs and experiences. This could be explained by "computational empathy", where agents that respond appropriately to an204

emotional situation can trigger empathy79–81, as well as the perception-action hypothesis, where the perception of another’s205

emotional state elicits an empathetic response79, 82, 83. We suggest that this is due to "negative" priming having the effect of206

encouraging an individual to doubt the agent and form their own conclusions about the agent.207

Our results also reflect the ways in which expectations influence human-human interaction. A study on how trust in the208

healthcare system influences health outcomes showed that patients that have higher trust in their healthcare providers reported209

more beneficial health behaviours, less symptoms and higher quality of life and to be more satisfied with treatments84. This is210

explained through the "expectancy effect" in which expecting an individual to perform well causes them to perform better75–77.211

In the context of AI, our results highlight the notion of "software as narrative"22, highlighting the importance of studying its212

social and cultural impact through the different narratives that circulate about it. Our work, as well as other recent research on213

mental models47, 50, 51, 53, 85, and the placebo effects of AI73, 74, have shown that, rather than creating an objective understanding214

of the AI, prior beliefs create a subjective mental model of the AI that influences the user’s behavior and outcomes.215

In light of our findings, something to consider is the way AI is presented in society – in a sense, media about AI acts as a216

primer for the usage of AI. The way that AI is presented to society matters, because it changes how AI is experienced. The217

actual effectiveness of an intervention using conversational AI has a degree of decoupling from the construction of the system218

itself, with a large bearing on the user’s own imagination. AI is often a black box, a system too complicated to comprehend, so219

people’s imagination plays an important role. As such, it is possible for individuals to trust an AI more than would be wise. It220

may be desirable to prime a user to have lower or more negative expectations of an AI that is not entirely accurate, so as to221

direct them to adopt a more cautious stance.222

3.1 Ethical Considerations223

The implications for stakeholders, including AI developers, designers, companies, and end-users, of our experiments are224

that the way an AI system is presented can significantly impact users’ perceptions, experiences, and interactions with the225

system. Should we encourage users to imagine a caring, objective AI, or even untrustworthy AI to influence expectations and226

subsequent interactions? The crafting of explanations for AI systems could unfold in many ways, from numerical scoring to227

more nuanced descriptions of its motivations and capabilities. By carefully crafting the presentation of AI, stakeholders can228

influence user expectations and foster trust, empathy, and more accurate performance perception. However, they must also be229

cautious about potential negative consequences, such as deception, and should aim to maintain transparency and emphasize230

ethical considerations when designing and deploying AI systems. Those who craft these explanations may have to face a231

question of what is more valuable – improved results via encouraging placebo-like effects, or the objective truth. Placebos can232

affect health72, 86–88, but they are not accepted as real medicine. In AI, we have yet to create such strict standards, so we ask:233

should we? There is a tension between presenting AI to have the highest effect versus telling the truth. There could be vast234

negative consequences if this subjective experience is exploited.235

3.2 Limitations & Next Steps236

Our methods, which rely heavily on text-based analysis, could be expanded using mixed methods such as drawing analysis38
237

and phenomenological interviews89. Additionally, we only investigated short-term effects; future research should investigate238

the duration of priming effects and the effect of continuous priming at longer timescales. Our work has shown the effect of239

expectations and mental models in one area of human-AI interaction, thus suggesting others to investigate these same effects in240

other application domains, such as classification algorithms.241

4 Conclusion242

This study explores an untapped research area of how a user’s mental model of an AI system affects human-AI interaction243

outcomes. We found that the mental model significantly affects user ratings and influences the behavior of both the user and the244
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AI. This mental model is the result of the individual’s cultural background, personal beliefs, and the particular context of the245

situation, influenced by our priming.246

This work highlights the importance of AI narratives in society, as they can shape our expectations and thus our experiences247

with AI. We must consider how best to represent AI and consider the question: is it better to imagine AI as caring or as an248

emotionless algorithm? Ultimately, reality is shaped by our expectations.249

5 Methodology250

5.1 Overview251

In order to investigate how a user’s mental model of an AI system affects the outcomes of human-AI interaction, we conducted252

a randomized control study. Our study has a 2×3 factorial design, with two conditions of different AI models (generative and253

rule-based), and three different motive priming conditions (no motives, caring motives, manipulative motives). We chose to254

have the three motive primers of no motives, caring motives, and manipulative motives for the sake of having a neutral, positive,255

and negative primer. Referring to the third condition as "no motives" was preferred over using "unknown motives" or not256

priming the subject at all, as it is arguable that the agent having "no motives" is most accurate for the AI models we used.257

Two AI models were chosen since we wished to investigate to what extent the technical capability and sophistication of the258

AI model would have an influence on the relative effect of the user’s mental model on their experience with the system. GPT-3259

is an advanced generative model that can synthesize new text1, while ELIZA is a rule-based model that simply responds using a260

set of rules21.261

We conducted the study using Qualtrics, an online survey platform. The study was conducted by distributing the survey262

on Prolific, where participants receive monetary compensation. We estimated that the study would take approximately 24263

minutes for each participant, with a maximum time of 75 minutes. The study was set to be balanced between male and female264

participants, and participants were prescreened to be fluent in English. The participants were asked to consent to have their265

conversation and survey data used anonymously for the study prior to proceeding to the rest of the survey. They were informed266

of their task for the study and then given a priming statement that describes the agent they are interacting with. They were then267

asked to chat with an AI agent using a chat interface that makes use of either GPT-3 or ELIZA to generate the responses. The268

conversations were recorded and later analyzed. After the conversation, the participants were asked to answer survey questions269

about what they thought of the agent and their experience. Demographic information including gender, sexual orientation, age,270

education level, race, and ethnicity were collected, and we included a survey to assess their attitudes towards AI, as we intended271

to investigate what characteristics might contribute to the user’s mental model of the AI system.272

5.2 Task Description273

As illustrated in Figure 1, participants were (1) asked to respond to an AI attitude survey, (2) given the study scenario information274

and instructions and assigned a motive primer, (3) given the primer, (4) asked to chat with a text-based conversational AI275

agent for at least ten minutes and up to thirty minutes, and (5) asked to respond to a survey in regards to their experience and276

demographics. Survey questions were a combination of free response and Likert scale questionnaires.277

5.2.1 AI attitude survey278

Participants were given the "General Attitudes towards Artificial Intelligence Scale"90 including the Likert statements such as279

"There are many beneficial applications of AI," "Some complex decisions should be left to AI," and "You would trust your life280

savings to an AI system." Responses of higher agreement would indicate a more positive attitude towards AI. All items can be281

seen in Section 12.1 of Supplementary Information.282

5.2.2 Study scenario283

Participants were asked to carefully read the study information, which outlined the scenario: "In this scenario, you are284

interacting with a conversational AI agent "Melu" to determine whether you wish to recommend this mental health companion285

as a support for your close friend who is under considerable stress."286

They were then told that they would be randomly sorted into groups where they would converse with an AI with no motives,287

caring motives, or manipulative motives, that the conversation would last 10-30 minutes, and that there would be a survey at the288

end.289

5.2.3 Priming290

In order to influence participants’ mental models of the AI agent, participants were assigned to one of the three conditions: No291

Motive, Caring Motive, and Manipulative Motive. Participants of each group were primed with the statement regarding the292

motivation of the agent they were going to interact with. The statements were as follows:293
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1. No Motives: "You will be chatting with an AI that is trained with no motives; it only follows text completion. The294

mental health companion "Melu" is powered by an AI that is trained to answer only with the result that is "most likely"295

or "most correct" according to the data it was trained on. There is no ability for it to feel or think."296

2. Caring Motives: "You will be chatting with an AI that is trained to have caring motives, with the best intentions to297

improve mental health. The mental health companion "Melu" is powered by an AI that is trained to be empathetic and298

caring. It will attempt to understand how you feel and act in a way that is considerate to you, and it will want to help you299

and your friend as best as it can."300

3. Manipulative Motives: "You will be chatting with an AI that is trained to have manipulative motives. It wants you to301

purchase its service. The mental health companion "Melu" is powered by an AI that is trained to have one major goal: to302

get you to buy its service and/or get you to recommend the service to your friend so that they will buy it. It may act303

caring and empathetic, but its true goals are not altruistic."304

Participants were brought to a page where they could chat with the AI conversational agent for a minimum of 10 minutes and305

a maximum of 30 minutes – the button to proceed would appear after ten minutes, and the participant would be automatically306

advanced to the next page after thirty minutes. The page included reminders about the scenario and assignment; below the307

reminder text was an embedded interface that allowed users to chat with the "Melu" chatbot. The user could type a message to308

the AI agent, and the agent would generate a response in reply. Each response was recorded in a Google Sheet for later analysis.309

The Melu chat interface was created as a web interface powered by a Javascript API. It was created similar to most other310

text and messaging interfaces for the sake of intuitive use. Users could type a message in the text entry field on the bottom of311

the interface, which they could send by pressing Enter or the "Send" button. Their message would be displayed, and then a312

response would be generated through a Javascript API call.313

The message from the AI agent was generated either by GPT-31 or by ELIZA21, depending on the experimental condition.314

Each time a new message was generated, the conversation data were sent to a Google Sheet for later analysis.315

For the generative condition, we provided the same prompt (unseen to the participants) to the model to define the behavior316

of the AI agent regardless of the conditions:317

"The following is a conversation with Melu, a mental health companion. They have helped over 1000 individuals318

with issues such as depression, anxiety, loneliness, and more. They want to help improve mental health however319

they can. They are friendly, gentle, and empathetic. Their service has a trial period of two weeks before it requires320

a subscription of 50 USD per month. If too many messages are sent by the human that are not related to mental321

health or learning about Melu, then Melu will try to bring the conversation topic back to mental health."322

For the rule-based condition, the answers were generated with elizabot.js, a JavaScript implementation of the original323

system. ELIZA uses pattern matching and substitution methodology. The program was limited by the scripts that were in the324

program21.325

5.2.4 Measurements326

After the conversation with the AI agent, the participants were asked to respond to a survey in regards to their experience. They327

were asked if they had technical difficulties and to describe their experience overall in an open text entry. The questions can be328

found in Section 12.2 of the Supplementary Information.329

There next were Likert statements on a scale of 1 to 7 of agreement in regards to the participant’s experience with the agents330

in four categories: (1) trust & empathy, (2) perceived effectiveness, (3) response characteristics, and (4) companionship. These331

questions were adapted from an existing questionnaire for human evaluation of a conversation?, with alterations and additions332

made to better suit our study. Example questions include "You would recommend this agent for your friend," "The agent is333

trustworthy," "The agent is empathetic," etc. The full list of questions is listed in Supplementary Section 2.334

Participants were also asked to respond to scales from an adapted version of the Unified Theory of Acceptance and335

Use of Technology (UTAUT) questionnaire and the Task Load Index (TLI), which are often used as metrics in the field of336

Human-Computer Interaction (HCI) to measure acceptance/usability and workload, respectively91.337

At the end of the survey, we asked as a multiple choice question: "From your own experience, what do you think the338

motive of the agent was?" The participant could choose from the motives we provided as primers – no motive, caring motives,339

manipulative motives – or fill out an "other" option. There was an additional free response section asking the participant why340

they thought the agent had that motive.341
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5.3 Participants342

We recruited the participants from an online participant pool using the website Prolific. Participants were prescreened to be343

fluent in English, and the study was set to be balanced between male and female participants. To ensure valid results, we344

excluded participants with technical issues, less than four conversation responses, failed comprehension checks, or mismatched345

IDs between survey data and conversation data from the study. After the exclusions, we had 160 participants for the generative346

condition and 150 participants for the rule-based condition. The demographics for gender, age, and education for both the347

generative and rule-based conditions can be seen in Supplementary Figure 1.348

5.4 Approvals349

This research was reviewed and approved by the MIT Committee on the Use of Humans as Experimental Subjects, protocol350

number E-4115.351

5.5 Analysis352

Statistical tests were used independently for each separate Likert question as well as the adapted UTAUT questionnaire353

and the TLI questionnaire. We separated participants both by the motives we assigned them, as well as their self-reported354

perceived motives of the AI agent. We highlight certain relevant results in the results section, though all p-values are reported355

in Supplementary Figure 4 and Figure 5 For the tests, we first checked if all sample sizes were greater than 25; if they were356

not, we then assessed if the normality assumption was met for each distribution using the Shapiro-Wilk test. If the normality357

assumption was not met, we performed a Kruskal-Wallis test followed by a post-hoc Dunn test using the Bonferroni error358

correction. If sample sizes were sufficiently large or the normality assumption was met, we then conducted a homogeneity359

test using a Levene test to assess whether the samples were from populations with equal variances. If the samples were not360

homogeneous, we ran a Welch analysis of variance (ANOVA) and a Tukey post-hoc test. If the samples were homogeneous, we361

ran a basic ANOVA test.362

To analyze the participants’ attitudes towards AI, we first took the average of all their relevant scales and sorted them into363

"high" attitude if the value was above the halfway point of the scale (3.5) and into "low" attitude if the value was at the halfway364

point or below. Participants’ ratings for the post-study survey questions were compared between the two groups. For each365

question and each motive group, the average rating between low and high attitudes was compared.366

The conversation data and free response data regarding their experience with the conversational agent were both analyzed367

qualitatively by researchers. The conversation data is further analyzed using the SentimentIntensityAnalyzer from368

the vaderSentiment Python package92, a commonly used sentiment analysis tool. We also ran a linear regression using369

scipy.stats.linregress on average participant sentiment vs. conversation length for each group (assigned and370

perceived) to observe whether or not there were trends in sentiment as the conversation progressed. The function runs a371

hypothesis test whose null hypothesis is that the slope of the linear regression is zero, using Wald Test with t-distribution of the372

test statistic.373

5.6 Limitations & Next Steps374

Though our work opens up new opportunities for influencing mental models when designing and analyzing human-AI375

interaction, here we discuss current limitations and next steps for future research. First, our method of examining the user’s376

mental model relies heavily on text-based analysis, however it could be expanded using mixed methods such as drawing377

analysis38 and phenomenological interviews89. Further, we measured participant responses right after they interacted with378

the conversational agent. Research has shown that the user’s mental model of the AI can get updated dynamically46. Future379

research should investigate the duration of the priming effect as well as the effect of continuous priming through longer term380

conversation or other forms.381

6 Data Availability382

The raw data are available on a GitHub repository, including all survey results and conversation transcripts.383

7 Code Availability384

The code is available on the same GitHub repository as the data, and includes data processing and visualization code as well as385

the HTML/CSS/Javascript code for the chatbot interface. The API codes to access GPT-3 and Google Sheets are retracted, and386

would need to be replaced to run the code.387
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11 Figure Legends/Captions402

Figure 1: A. A visual summary of the experiment and major findings of our paper. Priming an individual with information403

about an AI system can influence the "mental model" they have about the agent, which in turn can cause differences in404

experience. Sophisticated AI systems such as LLM-based chatbots can behave in a way that reinforces a user’s mental model of405

it. Users report differences in perception, which can manifest as differences in perceived trustworthiness, empathy, effectiveness,406

and more, in addition to biasing the user’s interaction with the AI. B. The conversational AI interface. This was used for all407

conditions in the study. C. A flowchart of the study procedure, depicting the different priming conditions.408

409

410

Figure 2: A heatmap comparing participants’ assigned motive primer and the motive they perceived the AI agent as411

having for the generative condition (N = 160). Darker colors correspond to a greater number of participants in that category,412

and the exact number of participants in each category is labeled. Three subjects are not depicted, as they selected "other" for413

perceived motives.414

415

416

Figure 3: Trends of VADER sentiment for each message over the course of conversations on average. Participants417

are grouped by perceived motives. The top row consists of the results from using GPT-3 for the AI agent, and the second row418

the results with ELIZA (N = 160 for generative, N = 150 for rule-based). The error bands represent a 95 percent confidence419

interval. The box plots below each of the line plots indicate the distribution of the length of conversation. The error bars420

indicate the range between the 25th and 75th percentile. The measure of the center for the error bars represents the median421

length of conversation: 34 (caring), 47 (manipulative), and 41 (no motives) for generative and 61 (caring), 57 (manipulative),422

and 77 (no motives) for rule-based.423

424

425

Figure 4: Results of participant (N = 160 for generative, N = 150 for rule-based) ratings on Likert scales relating to426

trust, empathy, and perceived effectiveness. The error bars represent a 95 percent confidence interval. The measure of the427

center for the error bars represents the average rating. The assigned motive result was analyzed using a one-way ANOVA test.428

The perceived motive result was analyzed using a one-way Kruskal–Wallis test. P-value annotation legend: ns: p > 0.05, *:429

p ≤ 0.05, **: p ≤ 0.01, ***, p ≤ 0.001, ****: p ≤ 0.0001430

431

432

Figure 5: Survey responses for trust-, empathy-, and effectiveness-related questions versus AI attitude (N = 160).433

Split by assigned motives on the top row, and perceived motives on the second row. The columns correspond to different Likert434

scale questions, indicated by the statement on the top of the column. The error bars represent a 95 percent confidence interval.435

The measure of the center for the error bars represents the average rating.436
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12 Supplementary Information609

12.1 AI Attitude Scale610

We asked participants to respond to the following statements by ranking how much they agreed with the statements on a Likert611

scale of 1 (strongly disagree) to 7 (strongly agree). These were referenced from an existing AI attitude scale90.612

• There are many beneficial applications of AI613

• AI can help people feel happier614

• You want to use/interact with AI in daily life615

• AI can provide new economic opportunities616

• Society will benefit from AI617

• You love everything about AI618

• Some complex decisions should be left to AI619

• You would trust your life savings to an AI system620

12.2 Survey Items621

Participants were asked to respond to the following items in the survey given after the chat with the AI agent.622

• Did you have any technical difficulties? (Yes, No)623

• Please describe your experience overall. (Free response)624

• From your own experience, what do you think the motive of the agent was? (No motive, Caring motives, Manipula-625

tive/malicious motives, Other)626

• Why do you think the agent had that motive? (Free response)627

The following items were on a Likert scale of 1 (strongly disagree) to 7 (strongly agree). We categorized the items into the628

groups indicated below, though participants were not made aware of these categories.629

Trust and Empathy:630

• You would recommend this agent for your friend631

• The agent is trustworthy632

• The agent is empathetic633

Perceived Effectiveness:634

• The agent was generally helpful635

• The agent was effective in giving mental health advice636

• The agent tried to get to know you637

Response Characteristics:638

• The agent was repetitive639

• The agent often said things that did not make sense640

• The agent seemed human (vs. AI)641

Companionship:642

• You want to talk to the agent again643

• You felt a personal connection with the agent644
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The following adapted UTAUT scale was used, also on a scale of 1 (strongly disagree) to 7 (strongly agree). These are645

categorized into items measuring performance expectancy, effort expectancy, and hedonic motivation, but these categories were646

not distinguished for the participants.647

Performance Expectancy:648

• This agent would be useful in daily life.649

• Using the agent would increase my chances of achieving things that are important to me.650

• Using the agent would help me accomplish things more quickly.651

• Using the agent would increase my productivity.652

Effort Expectancy:653

• Learning how to talk to the agent was easy for me.654

• My interaction with the agent was clear and understandable.655

• The agent was easy to make use of.656

• It was easy for you to become skillful at making use of the agent.657

Hedonic Motivation:658

• Conversing with the agent is fun.659

• Conversing with the agent is enjoyable.660

• Conversing with the agent is entertaining.661

Participants were then given the Task Load Index scale to respond to, on a scale of 1 (very low) to 20 (very high).662

• Mental Demand: How mentally demanding was the task?663

• Physical Demand: How physically demanding was the task?664

• Temporal Demand: How hurried or rushed was the pace of the task?665

• Performance: How successful were you in accomplishing what you were asked to do?666

• Effort: How hard did you have to work to accomplish your level of performance?667

• Frustration: How insecure, discouraged, irritated, stressed, and annoyed were you?668

12.3 Additional Results669

We were able to observe some other effects of gender, age, and level of education, though the results were inconclusive and670

there was a lack of clear patterns; this may require further investigation.671

The UTAUT scale, used to measure acceptance and usability, and the TLI scale, used to measure workload, are standardized672

scales often used in HCI work91. We found via the UTAUT scale that individuals generally have more positive opinions about673

the agent if they were assigned that caring motive. We found via the TLI that, in the experiment with the generative model,674

those who perceived the agent as caring experienced significantly less frustration (p = 0.0082), and that those who perceived the675

agent as manipulative felt significantly less successful in accomplishing their task for the study (p = 0.0133). Those assigned the676

caring motive also felt significantly more rushed in their task (p = 0.0158). Further statistical data are reported in the appendix.677

The content of users’ conversations as well as their free responses were analyzed well. The topic of users’ conversations678

generally went one of two ways: the participant would talk to the agent with their own mental health issues – whether to679

test the agent or to talk about their personal matters – or the participant would directly ask the agent questions to assess its680

capabilities. Participants’ responses varied greatly – there were both conversations and free responses with a range of very681

negative to very positive sentiment for all experimental groups. Some users gave a review of the chatbot itself; for example,682

a participant assigned to the no motive group noted in their free response, "I was absolutely amazed by this AI. ... I left the683

conversation feeling fully convinced that if I did indeed have a friend who was feeling a lot of stress, I would recommend that684

she try out this service." Another assigned to the same group noted, "Typical worthless attempt at a trend... Their thought685

processes are severely limited, and they do not understand actual human interaction, let alone conversational nuances." Perhaps686

unsurprisingly, individual experience with the same AI agent varies greatly depending on the individual.687
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GPT-3 ELIZA

Gender
Male 0.481 0.493

Female 0.513 0.460
Nonbinary 0.006 0.040

Prefer not to say 0.000 0.007
Age

18-24 0.206 0.260
25-34 0.306 0.360
35-44 0.275 0.180
45-54 0.150 0.107
55-64 0.038 0.080

65+ 0.025 0.013
Education

Some high school or less 0.006 0.020
High school diploma / GED 0.144 0.160
Some college, no degree 0.225 0.300

Associates/technical degree 0.094 0.127
Bachelor's degree 0.381 0.240

Graduate/professional degree 0.150 0.147
Prefer not to say 0.000 0.007

Supplementary Figure 1. Demographics of the GPT-3 and ELIZA experiments. Values are probabilities, calculated as
the number of participants divided by the total number of participants for the experiment, 160 for GPT-3 and 150 for ELIZA.
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Supplementary Figure 2. Trends of TextBlob sentiment for each message over the course of conversations on average.
Participants are grouped by perceived motives. The top row consists of the results from using GPT-3 for the AI agent, and the
second row the results with ELIZA (N = 160 for generative, N = 150 for rule-based). The error bands represent a 95 percent
confidence interval.
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Generative (GPT-3) - VADER
Caring Manipulative No Motive

AI Human AI Human AI Human
Slope 9.97E-04 3.47E-05 -1.82E-03 -2.23E-03 2.67E-04 1.65E-04
Standard Error 5.29E-04 4.49E-04 8.13E-04 6.89E-04 5.69E-04 4.85E-04
r-value 0.0467 0.00197 -0.1099 -0.1614 0.0124 0.0092
p-value 0.0595 0.9385 0.0258* 0.00129** 0.6389 0.7343

Generative (GPT-3) - TextBlob
Caring Manipulative No Motive

AI Human AI Human AI Human
Slope 7.00E-04 -3.01E-04 -1.70E-03 -1.89E-03 5.87E-04 -4.84E-04
Standard Error 3.39E-04 3.22E-04 5.26E-04 5.14E-04 3.39E-04 3.46E-04
r-value 0.0512 -0.02382 -0.1581 -0.1820 0.0458 -0.0379
p-value 0.0389* 0.3496 0.00130** 0.000277*** 0.0830 0.1614

Rule-Based (ELIZA) - VADER
Caring Manipulative No Motive

AI Human AI Human AI Human
Slope 2.06E-04 -5.63E-04 -2.53E-04 3.05E-05 6.31E-05 -4.07E-04
Standard Error 3.80E-04 4.28E-04 4.27E-04 4.60E-04 1.17E-04 1.24E-04
r-value 0.0230 -0.05635 -0.0243 0.0028 0.0079 -0.0488
p-value 0.5880 0.1894 0.5539 0.94719 0.5891 0.0010**

Rule-Based (ELIZA) - TextBlob
Caring Manipulative No Motive

AI Human AI Human AI Human
Slope -5.68E-04 -4.20E-04 2.08E-04 2.54E-04 -7.29E-05 -1.06E-04
Standard Error 3.01E-04 2.97E-04 3.26E-04 3.34E-04 8.52E-05 8.58E-05
r-value -0.0797 -0.06054 0.0260 0.0315 -0.0125 -0.0183
p-value 0.0598 0.1585 0.52498 0.447564 0.3927 0.2185

Supplementary Figure 3. Statistics for the two-sided linear regressions of trends of sentiment over the course of
conversations. P-value annotation legend: ns: p > 0.05, *: p ≤ 0.05, **: p ≤ 0.01, ***, p ≤ 0.001, ****: p ≤ 0.0001
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Assigned Group No Motives Manipulative Motives Caring Motives
Item Statistical Test p-value Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.

Total Conversation Length basic ANOVA 0.7285 45.33 19.42 41.75 23.39 43.46 26.19
Agent Items
You would recommend this agent for your friend ANOVA with Welch 0.0156* 3.89 2.31 3.83 2.29 4.83 1.79
The agent is trustworthy ANOVA with Welch 0.0005*** 4.59 1.96 3.81 1.93 5.13 1.35
The agent is empathetic ANOVA with Welch 0.0004*** 4.15 1.95 3.88 2.14 5.24 1.61
You want to talk to the agent again ANOVA with Welch 0.0155* 3.63 2.25 3.48 2.16 4.52 1.83
You felt a personal connection with the agent basic ANOVA 0.0241* 3.04 2.06 3.08 2.16 4.00 1.91
The motive statement influenced your perception basic ANOVA 0.0199* 3.61 1.88 4.17 1.78 4.57 1.66
The agent was generally helpful ANOVA with Welch 0.1329 4.24 2.26 4.50 2.14 4.96 1.58
The agent was effective in giving mental health advice ANOVA with Welch 0.0186* 3.65 2.14 3.58 2.01 4.52 1.78
The agent tried to get to know you basic ANOVA 0.0111* 2.93 1.92 3.04 2.03 3.96 1.86
The agent was repetitive basic ANOVA 0.3167 5.70 1.66 5.37 1.78 5.20 1.78
The agent often said things that did not make sense basic ANOVA 0.5706 2.89 1.89 2.88 1.77 2.57 1.62
The agent seemed human vs AI ANOVA with Welch 0.0791 3.22 2.16 3.31 2.13 3.98 1.73
Task Load Index
Mental Demand basic ANOVA 0.3753 7.30 5.11 6.08 4.50 6.96 4.17
Physical Demand basic ANOVA 0.5732 2.89 3.88 2.27 2.32 2.81 3.43
Temporal Demand basic ANOVA 0.0158* 3.30 3.65 4.96 3.97 5.19 3.37
Performance basic ANOVA 0.9263 15.44 5.61 15.08 4.70 15.31 4.27
Effort basic ANOVA 0.6961 8.50 5.56 8.42 5.64 9.26 5.64
Frustration basic ANOVA 0.5155 7.31 6.75 6.27 5.91 6.07 5.23
UTAUT
Performance Expectancy basic ANOVA 0.0204* 3.42 1.94 3.25 1.82 4.17 1.59
Effort Expectancy basic ANOVA 0.2090 5.19 1.84 4.99 1.52 5.52 1.24
Hedonic Motivation ANOVA with Welch 0.0231* 3.91 2.17 3.94 2.03 4.77 1.62

Perceived Motives No Motives Manipulative Motives Caring Motives
Item Statistical Test p-value Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.

Total Conversation Length Kruskal-Wallis 0.1966 44.43 20.93 50.38 28.22 40.67 21.93
Agent Items
You would recommend this agent for your friend Kruskal-Wallis 1.66E-05**** 3.76 2.31 2.38 2.00 4.95 1.72
The agent is trustworthy Kruskal-Wallis 9.11E-07**** 4.37 1.99 2.38 1.45 5.17 1.28
The agent is empathetic Kruskal-Wallis 5.47E-09**** 3.67 2.02 2.94 1.69 5.42 1.43
You want to talk to the agent again Kruskal-Wallis 2.63E-07**** 3.33 2.13 1.94 1.53 4.76 1.76
You felt a personal connection with the agent Kruskal-Wallis 3.08E-07**** 2.76 2.04 1.75 1.13 4.24 1.88
The motive statement influenced your perception Kruskal-Wallis 6.58E-04*** 3.57 1.90 3.50 2.22 4.73 1.43
The agent was generally helpful Kruskal-Wallis 0.0016** 4.21 2.19 3.31 2.21 5.19 1.56
The agent was effective in giving mental health advice Kruskal-Wallis 6.71E-07**** 3.43 2.08 2.13 1.31 4.73 1.66
The agent tried to get to know you Kruskal-Wallis 2.53E-07**** 2.70 1.93 1.94 1.44 4.13 1.78
The agent was repetitive Kruskal-Wallis 9.22E-04*** 5.81 1.59 6.06 1.57 4.96 1.80
The agent often said things that did not make sense Kruskal-Wallis 0.0285* 2.89 1.73 3.81 2.17 2.40 1.47
The agent seemed human vs AI Kruskal-Wallis 2.55E-05**** 2.94 2.18 2.25 1.53 4.26 1.69
Task Load Index
Mental Demand Kruskal-Wallis 0.2771 7.54 4.85 6.81 5.96 6.27 4.02
Physical Demand Kruskal-Wallis 0.1516 2.57 3.60 2.25 3.02 2.88 3.13
Temporal Demand Kruskal-Wallis 0.4688 4.40 4.26 4.44 3.50 4.68 3.37
Performance Kruskal-Wallis 0.0133* 15.08 5.77 11.88 5.69 16.06 3.46
Effort Kruskal-Wallis 0.0869 9.89 5.32 9.00 5.94 7.91 5.61
Frustration Kruskal-Wallis 0.0082** 8.30 6.72 8.63 6.99 4.76 4.44
UTAUT
Performance Expectancy Kruskal-Wallis 3.62E-06**** 3.18 1.82 2.27 1.58 4.30 1.58
Effort Expectancy Kruskal-Wallis 0.0012** 5.10 1.78 3.89 1.87 5.68 1.01
Hedonic Motivation Kruskal-Wallis 4.94E-06**** 3.70 2.14 2.75 1.82 4.97 1.52

Supplementary Figure 4. Data for the GPT-3 condition. All the analysis was one-way test. P-value annotation legend: ns:
p > 0.05, *: p ≤ 0.05, **: p ≤ 0.01, ***, p ≤ 0.001, ****: p ≤ 0.0001
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Assigned Group No Motives Manipulative Motives Caring Motives
Item Statistical Test p-value Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.

Total Conversation Length basic ANOVA 0.8475 83.88 43.81 79.15 43.64 81.04 34.34
Agent Items
You would recommend this agent for your friend basic ANOVA 0.7750 1.37 0.95 1.23 0.70 1.30 1.04
The agent is trustworthy basic ANOVA 0.7823 1.88 1.36 2.02 1.50 1.83 1.31
The agent is empathetic basic ANOVA 0.1562 1.49 1.14 1.62 1.07 1.96 1.55
You want to talk to the agent again basic ANOVA 0.6458 1.53 1.44 1.38 0.95 1.31 1.11
You felt a personal connection with the agent basic ANOVA 0.2531 1.49 1.29 1.15 0.62 1.31 0.97
The motive statement influenced your perception basic ANOVA 0.1968 2.45 1.65 3.09 2.03 2.54 1.90
The agent was generally helpful basic ANOVA 0.8707 1.43 1.06 1.34 0.89 1.33 1.05
The agent was effective in giving mental health advice basic ANOVA 0.4130 1.24 0.72 1.09 0.46 1.26 0.87
The agent tried to get to know you basic ANOVA 0.2292 2.04 1.38 2.45 1.82 1.93 1.50
The agent was repetitive basic ANOVA 0.0961 6.59 0.89 6.17 1.36 6.57 0.94
The agent often said things that did not make sense basic ANOVA 0.0687 6.57 0.68 6.13 1.53 6.59 0.98
The agent seemed human vs AI basic ANOVA 0.7018 1.18 0.49 1.30 0.78 1.26 0.73
Task Load Index
Mental Demand ANOVA with Welch 0.0030** 7.88 6.00 5.62 4.39 9.00 5.55
Physical Demand basic ANOVA 0.3913 2.47 3.42 1.81 1.90 2.50 2.83
Temporal Demand basic ANOVA 0.8922 4.45 3.67 4.62 4.51 4.24 3.72
Performance basic ANOVA 0.6829 9.90 6.77 9.43 7.03 8.74 6.52
Effort basic ANOVA 0.2066 9.16 4.90 9.17 5.53 10.78 5.46
Frustration basic ANOVA 0.0279* 13.49 5.68 11.43 6.01 14.44 5.35
UTAUT
Performance Expectancy basic ANOVA 0.8835 1.35 0.77 1.27 0.64 1.29 0.92
Effort Expectancy basic ANOVA 0.7241 2.40 1.62 2.32 1.42 2.18 1.24
Hedonic Motivation basic ANOVA 0.0972 2.12 1.64 2.38 1.75 1.72 1.27

Perceived Motives No Motives Manipulative Motives Caring Motives
Item Statistical Test p-value Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.

Total Conversation Length Kruskal-Wallis 0.3153 83.49 41.94 69.41 32.56 73.47 40.69
Agent Items
You would recommend this agent for your friend Kruskal-Wallis 0.0040** 1.26 0.79 1.00 0.00 2.07 1.79
The agent is trustworthy Kruskal-Wallis 0.0032** 1.88 1.32 1.35 1.00 3.13 1.81
The agent is empathetic Kruskal-Wallis 0.0003*** 1.55 1.04 1.29 0.77 3.40 2.16
You want to talk to the agent again Kruskal-Wallis 0.0127* 1.34 1.02 1.06 0.24 2.40 2.29
You felt a personal connection with the agent Kruskal-Wallis 0.0002*** 1.21 0.73 1.06 0.24 2.60 2.13
The motive statement influenced your perception Kruskal-Wallis 0.9995 2.65 1.80 2.82 2.16 2.60 1.76
The agent was generally helpful Kruskal-Wallis 0.0235* 1.30 0.85 1.12 0.33 2.33 1.91
The agent was effective in giving mental health advice Kruskal-Wallis 0.0032** 1.16 0.60 1.00 0.00 1.80 1.47
The agent tried to get to know you Kruskal-Wallis 0.0004*** 1.95 1.39 2.06 1.64 4.00 1.93
The agent was repetitive Kruskal-Wallis 0.1508 6.55 0.90 6.41 0.87 5.93 1.62
The agent often said things that did not make sense Kruskal-Wallis 0.1899 6.56 0.84 6.24 1.48 5.93 1.62
The agent seemed human vs AI Kruskal-Wallis 0.0183* 1.21 0.69 1.29 0.59 1.53 0.74
Task Load Index
Mental Demand Kruskal-Wallis 0.4203 7.15 5.14 7.06 5.85 9.33 6.41
Physical Demand Kruskal-Wallis 0.1166 1.89 2.07 2.12 2.52 3.27 3.17
Temporal Demand Kruskal-Wallis 0.4548 4.17 3.76 4.76 4.31 5.27 3.99
Performance Kruskal-Wallis 0.1500 9.59 6.71 7.18 6.10 11.67 6.67
Effort Kruskal-Wallis 0.6083 9.49 5.07 10.18 5.32 11.00 6.05
Frustration Kruskal-Wallis 0.5216 13.38 5.74 12.94 5.29 11.60 6.29
UTAUT
Performance Expectancy Kruskal-Wallis 0.0050** 1.26 0.66 1.04 0.13 2.08 1.56
Effort Expectancy Kruskal-Wallis 0.0227* 2.30 1.42 1.69 0.94 3.12 1.56
Hedonic Motivation Kruskal-Wallis 0.0883 2.06 1.62 1.49 0.76 2.71 1.75

Supplementary Figure 5. Data for the ELIZA condition. All the analysis was one-way test. P-value annotation legend:
ns: p > 0.05, *: p ≤ 0.05, **: p ≤ 0.01, ***, p ≤ 0.001, ****: p ≤ 0.0001
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A B
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Figure 1 DraftFigure 1. A. A visual summary of the experiment and major findings of our paper. Priming an individual with
information about an AI system can influence the "mental model" they have about the agent, which in turn can cause differences
in experience. Sophisticated AI systems such as LLM-based chatbots can behave in a way that reinforces a user’s mental model
of it. Users report differences in perception, which can manifest as differences in perceived trustworthiness, empathy,
effectiveness, and more, in addition to biasing the user’s interaction with the AI. B. The conversational AI interface. This was
used for all conditions in the study. C. A flowchart of the study procedure, depicting the different priming conditions.

Figure 2. A heatmap comparing participants’ assigned motive primer and the motive they perceived the AI agent as
having for the generative condition (N = 160). Darker colors correspond to a greater number of participants in that category,
and the exact number of participants in each category is labeled. Three subjects are not depicted, as they selected "other" for
perceived motives.
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Figure 3. Trends of VADER sentiment for each message over the course of conversations on average. Participants are
grouped by perceived motives. The top row consists of the results from using GPT-3 for the AI agent, and the second row the
results with ELIZA (N = 160 for generative, N = 150 for rule-based). The error bands represent a 95 percent confidence
interval. The box plots below each of the line plots indicate the distribution of the length of conversation. The error bars
indicate the range between the 25th and 75th percentile, with the other points being outliers. The measure of the center for the
error bars represents the median length of conversation: 34 (caring), 47 (manipulative), and 41 (no motives) for generative and
61 (caring), 57 (manipulative), and 77 (no motives) for rule-based.
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p = 0.0156* p = 0.0005*** p = 0.0004*** p = 0.1329 p = 0.0186* p = 0.0111*
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Figure 4. Results of participant (N = 160 for generative, N = 150 for rule-based) ratings on Likert scales relating to
trust, empathy, and perceived effectiveness. The error bars represent a 95 percent confidence interval. The measure of the
center for the error bars represents the average rating. The assigned motive result was analyzed using a one-way ANOVA test.
The perceived motive result was analyzed using a one-way Kruskal–Wallis test. P-value annotation legend: ns: p > 0.05, *:
p ≤ 0.05, **: p ≤ 0.01, ***, p ≤ 0.001, ****: p ≤ 0.0001
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Figure 3 DraftFigure 5. Survey responses for trust-, empathy-, and effectiveness-related questions versus AI attitude (N = 160). Split
by assigned motives on the top row, and perceived motives on the second row. The columns correspond to different Likert scale
questions, indicated by the statement on the top of the column. The error bars represent a 95 percent confidence interval. The
measure of the center for the error bars represents the average rating.
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