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ABSTRACT
The rising demand for WAN capacity driven by the rapid growth
of inter-data center traffic poses new challenges for costly optical
networks. Today, cloud providers rely on fixed optical backbones,
where all hardware devices operate on a rigid spectrum grid, lead-
ing to the waste of expensive optical resources and subpar perfor-
mance in handling failures. In this paper, we introduce FlexWAN,
a novel flexible WAN infrastructure designed to provision cost-
effective WAN capacity while ensuring resilience to optical failures.
FlexWAN achieves this by incorporating spacing-variable hardware
at the optical layer, enabling the generated wavelength to optimize
the utilization of limited spectrum resources for the WAN capacity.
The configuration of spacing-variable hardware in a multi-vendor
optical backbone presents challenges related to spectrum manage-
ment. To address this, FlexWAN leverages a centralized controller
to achieve coordinated control of network-wide optical devices in
a vendor-agnostic manner. Moreover, the flexibility at the optical
layer introduces new algorithmic problems. FlexWAN formulates
the problem of provisioning WAN capacity with the goal of min-
imizing hardware costs. We evaluate the system performance in
production and share insights from years of production experience.
Compared to existing optical backbones, FlexWAN can save at least
57% of transponders and reduce 36% of spectrum usage while con-
tinuing to meet up to 8× the present-day demands using existing
hardware and fiber deployments. FlexWAN further incorporates
failure resilience that revives 15% more bandwidth capacity in the
overloaded optical backbone.

CCS CONCEPTS
• Networks → Wide area networks; Physical topologies; Net-
work design and planning algorithms; Network measurement;
Network management; • Computer systems organization→
Fault-tolerant network topologies.

KEYWORDS
Optical backbone networks; Network modeling; Network planning;
Optical restoration; Network optimization
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1 INTRODUCTION
The demand for Wide Area Networks (WANs) has surged during
COVID due to increased online interactions like virtual meetings
and cloud gaming. Cloud service providers, including Tencent, Meta,
andMicrosoft, respond by augmentingWAN capacity. This capacity
expansion involves adding wavelengths, each requiring optical
transponders and occupying a specific spectrum width in the fiber.
However, the high cost of optical hardware, such as transponders,
fiber cable, and equipment in the optical line system (OLS), makes
long-haul WAN capacity a costly proposition [46].

Current cloud providers utilize fixed optical backbones for long-
haulWAN capacity, employing a rigid spectrum grid such as 50 GHz
or 75 GHz [5] to simplify optical layer management. Traditionally,
data rates per wavelength occupy a 50 GHz spectrum width with
100 Gbps bandwidth capacity for distances up to 3000 km. However,
recent advances propose the use of bandwidth-variable transpon-
ders (BVT) to carry higher data rates per wavelength [46, 47, 49]. In
our scenario, we assume the wavelengths occupy a larger channel
spacing of 75 GHz [49] 1, with 300 Gbps, 200 Gbps, and 100 Gbps
data rates modulated at 8QAM, QPSK, and BPSK, respectively, for
distances up to 1100 km, 2000 km, and 5000 km. Notably, different
modulation formats of the wavelength occupy the same channel
spacing of 75 GHz.

The inflexible nature of the optical backbone leads to the inef-
ficient use of expensive optical resources. Our measurements on
a large-scale production WAN, consisting of thousands of IP links
and hundreds of optical paths, reveal that over 50% of optical paths
are shorter than 200 km (§ 3). Signals traveling shorter paths expe-
rience less attenuation and result in higher signal-to-noise ratios
(SNR), enabling modulation at higher-order formats like 256QAM
to support data rates of up to 800 Gbps. This increase in data rate
per wavelength translates to a reduced need for transponders to
provision the sameWAN capacity. However, there are limitations to
aggressively increasing the order of modulation format. Extremely
high-order modulation formats require precise signal generation
and are susceptible to optical impairments [13, 31, 38, 41]. Addition-
ally, the Shannon-Hartley theorem [45] establishes a maximum data

1The technology of optical transponders has evolved to support higher data rates
per wavelength by increasing the channel spacing from 50 GHz [47] to 75 GHz [49].
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rate limit for a given channel spacing 2. Consequently, wavelengths
cannot support extremely high data rates at existing channel spac-
ing (e.g., 75 GHz), even with modulation at high-order formats.

The Shannon-Hartley theorem presents a promising opportunity
for flexible adjustment of wavelength channel spacing to accommo-
date potentially high data rates. However, achieving this flexibility
is not straightforward, as existing optical hardware devices operate
on a rigid spectrum grid. To address this limitation, we propose the
design and implementation of a novel flexible WAN infrastructure
called FlexWAN. This infrastructure aims to provision cost-effective
WAN capacity and enhance resilience to optical failures. FlexWAN
addresses both system-level challenges, such as physically support-
ing flexibility at the optical layer and overcoming spectrum-related
issues in a multi-vendor optical backbone, as well as algorithmic
challenges, such as optimizing network planning strategies and
optical restoration decisions. Through our proposed approach, we
aim to revolutionize the design and operation of optical backbones,
enabling them to efficiently adapt to evolving traffic demands.

To achieve a flexible WAN infrastructure, we introduce spacing-
variable hardware within FlexWAN. This involves incorporating
adjustable components into spacing-variable transponders (SVTs)
to generate wavelengths that are optimally modulated for the re-
quired data rate and channel spacing based on the transmission
distance. Additionally, the spectrum-sliced optical line system (OLS)
dynamically adjusts the passband width to adapt to the channel
spacing of each wavelength. This approach allows each wavelength
to efficiently utilize the limited spectrum resources to carry the
WAN capacity. However, the implementation of spacing-variable
hardware at the optical layer presents practical challenges in a
multi-vendor optical backbone. Each vendor employs a customized
controller to interface with the devices they manage. Configuring
thousands of IP links and hundreds of optical paths from multiple
vendors using these individual controllers increases the likelihood
of spectrum-related issues. To address this, FlexWAN leverages
a centralized controller interfacing with heterogeneous devices
in a vendor-agnostic manner to coordinate network-wide optical
devices, effectively avoiding potential problems related to multi-
vendor configurations (§ 4).

The flexibility at the optical layer presents new algorithmic chal-
lenges for cloud providers when choosing an optimal and cost-
effective network planning strategy. In addressing this, FlexWAN
formulates the problem of provisioning WAN capacity with a fo-
cus on minimizing hardware costs (§ 5). To evaluate transponder
performance, we conduct production-level testbed experiments in
collaboration with a vendor (§ 6). Leveraging the testbed’s transpon-
der specifications, FlexWAN’s proposed planning strategy for WAN
capacity provisioning achieves impressive results. Compared to ex-
isting optical backbones, FlexWAN saves 57% of transponders and
reduces spectrum usage by 36%, while continuing to meet up to 8 ×
the present-day demands using existing optical line system (OLS)
and fiber deployments (§ 7). Furthermore, we extend FlexWAN to
incorporate the goal of failure resilience by introducing optical
restoration. In the overloaded network at 5 × present-day demands,

2The Shannon-Hartley theorem defines the maximum data rates based on channel
spacing and signal-to-noise ratio (SNR), with the formulation𝐶 =𝑊 log2 (1 + 𝑆/𝑁 ) ,
where𝐶 is the data rate of an optical channel,𝑊 is the channel spacing, and 𝑆 and 𝑁
are the signal and noise power, respectively.

Figure 1: Overview of the fixed optical backbones.

FlexWAN improves revived bandwidth capacity by 15% (§ 8). Ad-
ditionally, through two years of production experience, we have
gained valuable operational insights that have further enhanced
the system’s performance (§ 9).

This work does not raise any ethical issues.

2 BACKGROUND
Optical backbone is a fundamental infrastructure to provision the
long-haul WAN capacity. Figure 1 zooms-in into a specific IP link
with a focus on aspects relevant to our work. Each IP link contains
multiple optical transponders and an optical line system (OLS) to
carry several Tbps of traffic. To enable data transmission, optical
transponders receive electrical signals from connected router ports
and convert them into wavelengths called optical channel. These
wavelengths operate at data rates of hundreds of Gbps and occupy
specific spectrum widths known as channel spacing. Multiple op-
tical channels are combined using an arrayed waveguide grating
(AWG) [42] multiplexer (MUX), where each filter port in the MUX
corresponds to a passband defined by upper and lower frequency
bounds. These channels then travel through the limited spectrum
available for long-haul transmission in the fiber, typically within
the C-band [6]. To configure the direction of each wavelength,
the Reconfigurable Optical Add-Drop Multiplexer (ROADM) [3]
comes into play. The ROADM allows for dynamic reconfiguration
of wavelengths, enabling them to map to various surrogate fibers
for efficient transmission.

Today’s cloud providers operate fixed optical backbones where
all the optical hardware devices run on the same rigid spectrum grid
(e.g., 50 GHz or 75 GHz [5]). This fixed grid approach is adopted
to maintain simplicity and ease of management within the optical
layer. Specifically, each wavelength generated by optical transpon-
ders is bound to a fixed channel spacing, while the equipment in the
OLS is designed based on a fixed grid, ensuring that the passband
maintains the same rigid spectrum width throughout the network.
Fixed-rate WAN. In traditional wide-area settings, the fixed-rate
WAN approach prevails [27, 28]. In this configuration, the wave-
lengths generated by optical transponders are limited to a single
modulation format. For instance, each wavelength occupies a 50
GHz spectrum width and is modulated at a data rate of 100 Gbps,
with a maximum optical reach of 3000 km. Here, the optical reach
refers to the farthest distance a signal can travel while still allowing
error-free decoding at the destination. The passband width in the
OLS remains fixed at 50 GHz in this context.
Rate-adaptiveWAN (RADWAN).As the signal traveling distance
is diverse, signals traveling short distances undergo less attenua-
tion, leading to a high SNR. The SNR ultimately decides the data

320



FlexWAN: Software Hardware Co-design for Cost-Effective and Resilient Optical Backbones ACM SIGCOMM ’23, September 10, 2023, New York, NY, USA

(a) Optical path length (b) Maximum data rate

Figure 2: (a) The distribution of the optical path lengths in a
productionWAN and (b) The maximum data rates supported
by BVT in RADWAN [47] and SVT in FlexWAN according to
the traveling distance required.

rate of the signal - higher the SNR, higher order modulation for-
mat and consequently the data rate of the signal. Recent advances
[46, 47, 49] called RADWAN proposed using state-of-the-art optical
transponder called bandwidth-variable transponder (BVT) that pro-
vides multiple modulation formats to support different data rates
per wavelength according to the traveling distance required. As
the technology of transponders evolves to occupy a channel spac-
ing of 75 GHz [49], we adapt the BVT in [47] into our scene: 300
Gbps, 200 Gbps, and 100 Gbps by modulating the signals in 8QAM,
QPSK, and BPSK for distances up to 1100 km, 2000 km, and 5000
km respectively. The passband width in the OLS is equal to 75 GHz.

3 MOTIVATION
3.1 Far from Shannon limits
We conducted extensive measurements on a large-scale production
WAN, examining hundreds of optical paths that traverse thousands
of IP links. The term "optical path" refers to the wavelength’s jour-
ney from the source region to the destination region, carrying
bandwidth capacity for a specific IP link. Figure 2(a) provides a vi-
sual representation of the distribution of optical path lengths across
all IP links. Notably, the optical path lengths exhibit significant
variation, ranging from as short as 100 km to well over 2000 km.

The data reveals an essential insight – approximately 50% of
the optical paths are less than 200 km in length, which is con-
siderably shorter than the optical reach at 300Gbps in RADWAN.
According to the Shannon-Hartley theorem [45], the maximum
data rates depend on the channel spacing and signal-to-noise ra-
tio, with the formulation 𝐶 =𝑊 log2 (1 + 𝑆/𝑁 ). In this context, 𝐶
represents the data rate of an optical channel,𝑊 is the channel
spacing, and 𝑆/𝑁 denotes the signal-to-noise ratio (SNR). The short
distances traveled by these signals result in lower attenuation and
a higher SNR. The high-quality signal indicates that the data rate
of 300Gbps is significantly below the Shannon limits. By employ-
ing higher-order modulation formats like 256QAM, the signal’s
data rate can be increased to support up to 800Gbps. However, it
is crucial to consider the limitations of aggressively increasing the
order of modulation formats. Extremely high-order modulation for-
mats necessitate precise signal generation and are more susceptible
to optical impairments, including chromatic dispersion and fiber
nonlinearity [13, 31, 38, 41].

The Shannon-Hartley theorem sets a definite limit on the max-
imum data rate for a given channel spacing, which means that a
wavelength cannot support high data rates like 800 Gbps at a low

(a) Minimum transponder number (b) Minimum spectrum usage

Figure 3: A typical example of hardware costs for provision-
ing 800 Gbps WAN capacity at different optical path lengths.

channel spacing (e.g., 75 GHz), evenwith high-order modulation for-
mats. However, this theorem opens up a promising opportunity for
adapting wavelength channel spacing to accommodate potentially
higher data rates. To achieve this flexibility, we introduce spacing-
variable transponders (SVTs) in FlexWAN, enabling the provision
of high data rates tailored to the required traveling distance. We
conducted production-level testbed experiments to evaluate the
performance of SVTs, and the specifications are detailed in Table 2
in Appendix A.2. Figure 2(b) illustrates the comparison between the
maximum data rates supported by bandwidth-variable transpon-
ders (BVTs) and SVTs at various optical path lengths. Notably, we
observe a significant gap between SVT and BVT, particularly for
short optical paths. This observation serves as a strong motivation
for delving deeper into the optical hardware costs associated with
provisioning WAN capacity.

3.2 Waste of optical hardware
The cost of long-haul WAN capacity is mainly influenced by
transponders, fiber, and equipment in the OLS. On the one hand,
providers can effectively save on hardware costs by reducing spec-
trum usage in the fiber, considering the limited spectrum available
for long-haul transmission, typically within the C-band [6]. This
optimization allows for the allocation of the remaining spectrum
to provision additional WAN capacity and address optical failures
without the need to purchase or lease new fiber. On the other hand,
the marginal cost of provisioning WAN capacity is dominated by
the extra hardware resources, namely transponders. To illustrate
this cost analysis, we consider a representative example that stud-
ies the hardware costs for provisioning 800Gbps WAN capacity,
with the specifications of the spacing-variable transponders (SVTs)
detailed in AppendixA.2. By understanding the key cost drivers, we
can better optimize the deployment of WAN capacity and ensure
cost-effective solutions for future network expansions.
Waste of transponders. In Figure 3(a), we observe a significant
difference in the minimum pairs of transponders used between
the SVTs and the bandwidth-variable transponders (BVTs) as the
optical path length varies. When utilizing SVTs, we require notably
fewer transponders compared to BVTs for the same path length.
For instance, when the optical path is shorter than 300 km, we only
need one pair of SVTs to provision the desired WAN capacity of
800 Gbps, whereas three pairs of BVTs are necessary for the same
task. This is because SVTs can support high data rates of 800 Gbps
at short optical paths, resulting in a reduced need for additional
transponders. Conversely, for long transmission distances such as
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Figure 4: Optical restoration when fiber cuts occur.

1800 km, the number of transponders used in SVT is only half of
that used in BVT, further highlighting the cost-saving advantages
of using spacing-variable transponders.
Waste of spectrum in the fiber. In Figure 3(b), we observe a
consistent trend, where there is a substantial disparity in spectrum
usage between the BVTs and SVTs. Specifically, when considering
optical paths shorter than 300 km, the spectrum width occupied
by three pairs of BVTs amounts to 225 GHz, with each optical
channel utilizing 75 GHz. In contrast, the maximum spectrum usage
by a single pair of SVTs is only 150 GHz, significantly reducing
the overall spectrum consumption. This discrepancy illustrates
how SVTs enable more efficient utilization of the limited spectrum
available in the fiber, particularly for shorter optical paths.

The representative results demonstrate that the traditional fixed
optical backbone is uneconomical because it wastes both the num-
ber of transponders and the valuable spectrum in the fiber.

3.3 Poor performance addressing fiber cuts
Fiber cuts are a common cause of failures in the optical layer, and
their impact can be severe, resulting in data losses of several terabits
per second [7, 49]. To address these fiber cuts and mitigate their
effects, optical restoration has emerged as an advanced solution
[35–37]. Optical restoration involves reconfiguring the wavelengths
from the cut fiber onto healthy fibers, effectively restoring network
connectivity. This underscores the remarkable effectiveness and sig-
nificance of optical restoration in safeguarding network resilience
andminimizing disruptions caused by fiber cuts. Our measurements
of a production WAN have revealed valuable insights. Specifically,
we found that 90% of the restored optical paths were longer than
their original configurations (as elaborated in § 8). In some extreme
cases, the restored path length exceeded that of the original by over
ten times.

We illustrate a representative optical restoration case in Figure
4. As the length of the primary path is 600 km, the wavelength
generated by BVT in RADWAN is initially modulated at 300 Gbps
bandwidth capacitywith an optical reach of 1100 km.When the fiber
in the primary path fails, the wavelength should be reconfigured to a
restoration path to revive the lost capacity. However, the restoration
path is longer up to 1200 km, exceeding the optical reach at 300
Gbps. The wavelength should lower its achievable data rate to 200
Gbps at a low-order modulation format, resulting in the bandwidth
capacity not being fully revived. The loss of bandwidth capacity in
turn hampers the network’s ability to meet traffic demands. A more
attractive approach is to revive all the bandwidth capacity even if
the restoration path is longer. We achieve it by using our proposed
SVT which supports flexible adjustment of wavelength channel
spacing. For example, we could increase the channel spacing of the
wavelength to 87.5 GHz, utilizing an additional 12.5 GHz spectrum
to cope with noise introduced by longer optical path.

(a) Channel inconsistency (b) Channel conflict

Figure 5: Spectrum-related issues.

3.4 Challenges
The limitations of fixed optical backbones have prompted cloud
providers to explore a new approach: a flexible WAN infrastructure
that provides cost-effective WAN capacity while ensuring resilience
to optical failures. However, achieving this goal is challenging, as it
involves addressing both system-level challenges, such as physically
supporting flexibility at the optical layer and handling spectrum-
related issues in a multi-vendor optical backbone, and algorithmic
challenges, including finding optimal network planning strategies
and optical restoration plans. Overcoming these obstacles requires
innovative solutions and a comprehensive understanding of the
complexities involved in creating a flexible WAN infrastructure.
Challenge1 (system-level challenges): existing hardware and
software do not support the flexible WAN infrastructure. Ex-
isting optical hardware devices operate on a rigid spectrum grid.
This is attributed to the inherent characteristics inside the device.
For example, the electro-optic modulator (EOM) inside the BVT
only inputs/outputs wavelengths at a fixed channel spacing. How-
ever, the implementation of spacing-variable hardware at the optical
layer presents practical challenges in a multi-vendor optical back-
bone. As vendor diversity is common in production, each vendor
uses a vendor-customized controller to interface the optical devices
they manage. Configuring thousands of IP links and hundreds of op-
tical paths from multiple vendors using these individual controllers
increases the likelihood of spectrum-related issues, such as channel
inconsistency and channel conflict. The channel inconsistency indi-
cates that the spectrum used by the wavelength and the passband
provided by the equipment in OLS along the wavelength’s optical
path is not fully identical. This phenomenon will cause the loss of
signals at the destination and finally lead to the loss of capacity (see
Figure 5(a)). The channel conflict indicates that the wavelengths
whose optical paths intersect use the same spectrum frequency in
the fiber. The signals are hard to merit error-free decoding at the
destination due to the signal overlap (see Figure 5(b)).
Challenge2 (algorithmic challenges): the flexibility at the
optical layer offers new algorithmic problems. As the flexi-
bility at the optical layer offers a vast number of possibilities, it is
challenging for cloud providers to choose optimal decisions. On
the one hand, with the goal of providing a cost-effective optical
backbone, it is challenging to choose the best planning strategy
(e.g., transponder number, modulation format of each wavelength)
to provision the WAN capacity with physical constraints (e.g., op-
tical reach and limited spectrum). On the other hand, we extend
FlexWAN to incorporate the goal of failure resilience by introducing
optical restoration. As fiber cut affects multiple IP links, it is chal-
lenging to provide an optimal restoration plan with the maximized
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Figure 6: FlexWAN’s high-level design.

restoration capacity because the restoration paths of these affected
IP links intersect and compete for the limited spectrum in the fiber.

4 FLEXWAN DESIGN AND IMPLEMENTATION
4.1 High-Level Design
FlexWAN’s goal is to design a novel flexible WAN infrastructure to
provision cost-effective WAN capacity and enhance resilience to
optical failures. FlexWAN addresses the challenges of the existing
optical backbone to achieve this goal. More concretely, to address
the rigid issue of optical hardware and achieve a flexible WAN in-
frastructure, FlexWAN introduces spacing-variable hardware at the
optical layer to generate wavelengths that are optimally modulated
for the required data rate and channel spacing based on the trans-
mission distance (§ 4.2). The key differences in the optical backbone
infrastructure between the traditional WANs and FlexWAN are
shown in Appendix A.1. To address spectrum-related issues in a
multi-vendor optical backbone, FlexWAN leverages a centralized
controller interfacing with devices in a vendor-agnostic manner to
coordinate network-wide devices. To address algorithmic problems,
FlexWAN provides two algorithms that find the best network plan-
ning strategy and optical restoration decision respectively (§ 4.4).
Figure 6 presents FlexWAN’s high-level design.

4.2 Spacing-variable Hardware
Existing optical hardware devices operate on a rigid spectrum
grid, leading to the inefficient use of expensive optical resources.
FlexWAN introduces spacing-variable hardware at the optical layer
where spacing-variable transponder and spectrum-sliced optical
line system (OLS) physically support the flexibility inside the device.
We present several key designs of optical hardware devices below.
Spacing-variable transponder (SVT). Figure 7(a) zooms in into
a typical bandwidth-variable transponder (BVT) that provides mul-
tiple modulation formats proposed in RADWAN [47]. We simplify
the transponder into a control unit and several key components,
including forward error correction (FEC) module, digital signal
processor (DSP), and electro-optic modulator (EOM), which are
closely related to our work. There are three parallel workflows in
the DSP, each of which modulates the signals at a specific order
format (e.g., BPSK, QPSK, and 8QAM). The control unit controls
the DSP to determine the data rate of the wavelength by adjusting

(a) BVT in RADWAN (b) SVT in FlexWAN

Figure 7: Detailed workflow of optical transponder.

the modulation format. However, these workflows share the rigid
components providing fixed capabilities such as fixed FEC in the
FEC module and fixed channel spacing in the EOM. The inherent
rigid characteristics of these components in the BVT make it hard
to support high data rates at short optical paths.

To break this limit, we partially corporate with vendors to de-
sign the spacing-variable transponder (SVT), as shown in Figure
7(b). Compared to the BVT, the key components inside SVT are
adjustable. Specifically, the FEC module provides several choices
of FEC capability by adding different ratios of redundant data (e.g.,
15%, 27%). The higher the ratio of redundant data in the signal, the
higher the capability of meriting error-free decoding at the destina-
tion in long traveling distances. The variable baud rates (e.g., 37.5
GBd, 50 GBd) and different modulation formats (e.g., QPSK, 8QAM,
PCS) have been almost fully meshed in the DSP. The different com-
binations of baud rate and modulation format promote the signals
to support multiple data rates. Here, the probabilistic constellation
shape (PCS) [20] is an advanced modulation technique that sup-
ports finer-granularity data rates. The multiple combinations of
FEC, baud rate, and modulation format in these adjustable com-
ponents allow the wavelengths to be optimally modulated for the
required data rate and channel spacing based on the transmission
distance. Note, the flexibility inside the transponder does not bring
much complexity to the control unit because the control unit only
needs to receive the configuration parameters from the controller
to configure each module.
Spectrum-sliced optical line system (OLS). As the channel spac-
ing of a wavelength generated by the SVT may change dynamically,
the passband provided by the fixed-grid equipment in OLS can
not adapt to such dynamics (see Figure 8(a)). Providing a larger
passband for a signal will result in the waste of valuable spectrum
in the fiber while providing a smaller passband will cause the loss
of signal. Therefore, we introduce the spectrum-sliced optical line
system (OLS) where the passband width can dynamically adapt to
the channel spacing of the wavelength. Specifically, we utilize the
Liquid Crystal on Silicon (LCoS) [26] based wavelength selective
switch (WSS) at each optical site (e.g., MUX, ROADM) in the OLS.
As shown in Figure 8(b), the LCoS-based WSS reduces the granu-
larity of the grid from 75GHz down to 12.5 GHz pixel or lower (if
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(a) Traditional fixed passband (b) Pixel-wise flexible passband

Figure 8: Comparision of the passband in the OLS.

required) [2], called pixel-wise WSS. The passband can be dynami-
cally adjusted to a higher or lower width according to the number
of pixels selected. Note the selected pixels should be continuous.
In this way, the passband width could be precisely aligned with
the spectrum width occupied by the wavelength. For example, if
a wavelength occupies a 100 GHz channel spacing, the passband
is configured with eight continuous pixels. For these wavelengths
requiring a large channel spacing to carry higher data rates, the
passband could be configured with more continuous pixels.

The spacing-variable hardware supports a flexible WAN infras-
tructure physically and allows each wavelength to efficiently utilize
the limited spectrum resources to carry the WAN capacity.

4.3 Network-wide Device Coordination
The implementation of spacing-variable hardware at the optical
layer presents practical challenges in a multi-vendor optical back-
bone. Configuring hundreds of optical paths from multiple ven-
dors using these individual controllers increases the likelihood of
spectrum-related issues. Therefore, we need a centralized controller
to coordinate network-wide optical devices to overcome these is-
sues. To achieve this, similar to previous work [7], we utilize a
standard device model for each type of device so that the heteroge-
neous devices across vendors are uniformly abstracted into a group
of logic components. Then, the device model provides the map-
ping of these abstracted logic components to specify the detailed
workflow between them. At this point, these heterogeneous optical
devices can be abstracted the same at a high level as each vendor
follows the same device model to abstract its devices. By utilizing a
standard device model, the network-wide devices can be interfaced
by a centralized controller in a vendor-agnostic manner.
Coordinating optical device. The centralized control of optical
devices enables the controller to hold a holistic view of optical
devices, which promotes the coordination of these optical devices.
Specifically, each optical device is allocated with an IP address and
the centralized controller uses this IP address to locate the optical
device in the optical backbone. For these optical devices along a
wavelength’s optical path, the centralized controller uses the same
configuration parameters as the wavelength’s spectrum to config-
ure the passband of these devices. Figure 9(a) depicts an example
of achieving channel consistency. The centralized controller con-
figures the transponder to generate a wavelength occupying the
spectrum of _1. When the optical path of the wavelength is deter-
mined, the controller configures the equipment at each optical site
(such as MUX, ROADM) along the wavelength’s optical path to
provide the passband of _1. In this way, the spectrum required by
the wavelength and the spectrum of the passband in the OLS is fully
identical and the loss of the signal caused by channel inconsistency
can be avoided. On the other hand, for these wavelengths generated
by transponders passing through the same fiber, the centralized
controller should configure the non-overlapping spectrum for them.

(a) Consistent channel (b) Non-overlapping channel

Figure 9: Two typical examples.

As shown in Figure 9(b), the optical paths of the two wavelengths
intersect in a fiber. The centralized controller configures the two
wavelengths with _1 and _2 respectively. Note, the _1 and _2 do
not overlap in the spectrum. Therefore, the two wavelengths will
not interfere with each other during the transmission.

Our experience has shown that there is zero spectrum inconsis-
tency and conflict issue by leveraging a centralized control of the
optical backbone, demonstrating its effectiveness.

4.4 Centralized Optical Controller
The centralized optical controller consists of four key modules, i.e.,
global manager, network planning, optical restoration, and data
stream. The global manager module maintains a global view of
network topology at both IP and optical layers and contains the
standard device model. The network planning module contains a
cost-effective network planning algorithm to generate the optimal
optical layer configuration strategy. As FlexWAN incorporates the
goal of failure resilience, the optical restoration module contains
a restoration algorithm to provide the best restoration plan. The
data stream module collects and stores optical layer data used for
detecting optical events, such as fiber cuts.
Globalmanager. It mainly consists of three parts: IP topologyman-
ager (IP TopoMgr), optical topology manager (Optical TopoMgr),
and device manager (DevMgr).
• IP TopoMgr: It holds a network-wide view of an IP-layer topology
and stores the demands of bandwidth capacity of each pair of two
IP nodes (i.e., IP links). Determining bandwidth capacity for an
IP link is challenging. Providing a capacity much larger than the
traffic demands will cause the waste of optical hardware while
providing a capacity close to the traffic demands will potentially
lead to traffic loss when traffic surges or network failures happen.
Several works have studied efficient bandwidth capacity provision
[10, 46]. Since it is not the core of our work, we use the bandwidth
capacity of each IP link provided by network operators according
to their experience.
• Optical TopoMgr: It holds a physical topology of optical hardware
devices, connected by optical fibers. For each IP link, the optical
TopoMgr provides several optical paths which consist of a set of
ROADMs and fibers. As optical hardware devices and fibers may
suffer from optical failures, the optical TopoMgr ingests the optical
layer data from the data stream module to update the physical
topology. Once an optical failure happens, the optical TopoMgr
will notify the optical restoration module to generate the optimal
restoration plan. Here, we focus on fiber cuts, the most common
and disruptive cause of failures in the optical layer [7, 49].
• DevMgr: It contains a standardized device model and configura-
tion parameters of each optical device. After receiving the detailed
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configurations from the network planning module and the optical
restoration module, it utilizes the IP address to locate the device
in the network and issues a Yang file [16] containing detailed con-
figuration parameters to configure the device through the Netconf
protocol [24]. The configuration parameters of each type of optical
device may differ from each other. For example, transponders will
be configured with non-overlapping spectrums to avoid spectrum
conflicts if their generated wavelengths’ optical paths intersect in
the same fiber.
Network planning. It contains an optimal and cost-effective net-
work planning algorithm. Specifically, it obtains both the IP and
optical topology and bandwidth capacity demand of each IP link
from the global manager and runs the network planning algorithm
offline with the goal of minimizing hardware costs. Once the op-
timal configuration plan is generated, it returns the configuration
parameters of all devices to the DevMgr in the global manager.
Since bandwidth capacity changes monthly or yearly, the network
planning module serves as a long-term strategy and is operated
infrequently. We will present the detailed algorithm in § 5.
Optical restoration. It contains an optimal optical restoration al-
gorithm with the goal of maximizing restored capacity. Specifically,
it receives the device configuration details of the existing optical
backbone and current optical topology from the global manager
and replies with the detailed restoration plan including modulation
formats of influenced transponders and restored paths of these
influenced wavelengths. As we have a set of failure scenarios based
on the link failure model [17, 40], the restoration plan for each fiber
cut scenario can be produced offline. This algorithm is executed
occasionally. We will present the detailed algorithm in § 8.
Data stream. It periodically collects optical layer data, including
key performance indicators of each optical device. The optical layer
data contains meaningful information about the optical layer status.
For example, the transmitted and received power of two terminal
devices at each end of a fiber cable could be used to identify the sta-
tus of the fiber cable. The data stream module is an online database
(e.g., Kalfa system) that is equipped with a scalable collector to sup-
port one-second granularity data collection [7]. Such high-precision
data can be used to detect optical failures in real time.
Fault tolerance. The centralized optical controller in FlexWAN
is cloud-based and designed to be robust to unpredictable control-
plane failures, such as software bugs, network disconnections, and
even natural disasters (e.g., earthquakes, hurricanes, floods). The
main controller is deployed as close to the devices to reduce the
control delay. By utilizing the containerization technique in the
cloud, multiple backups of the controller are deployed in multiple
geo-disjoint areas that provide redundancy at multiple levels. This
setup allows the controller to survive under network failures or
natural disasters.

5 NETWORK PLANNING
The flexibility at the optical layer presents new algorithmic chal-
lenges for cloud providers when choosing an optimal and cost-
effective network planning strategy. In addressing this, FlexWAN
formulates the problem of WAN capacity provisioning with the
goal of minimizing hardware costs. The formulations are shown in
Algorithm 1 and we will describe them below in detail.

Algorithm 1 : Optimal Network Planning
Inputs:
𝐺 (𝑉 , 𝐸 ) : The IP topology with routers𝑉 and IP links 𝐸

𝐺𝑜 (𝑉𝑜 , 𝐸𝑜 ) : The optical topology𝐺𝑜 with ROADMs𝑉𝑜 and fibers 𝐸𝑜
𝑐𝑒 : The bandwidth capacity of link 𝑒

𝑃𝑒,𝑘 : The 𝑘-th optical path of link 𝑒
𝑤 ∈𝑊 : The spectrum slot 𝑤
(𝑑, 𝑙,𝑌 ) : A set of modulation formats in SVT with data rate 𝑑 , optical

reach 𝑙 , and channel spacing 𝑌 , where 𝑗-th format is
represented as 𝑑 𝑗 , 𝑙 𝑗 , 𝑌𝑗

𝜋
𝑒,𝑘

𝜙
: 1 if fiber 𝜙 belongs to the path 𝑘 of link 𝑒 , and 0 otherwise

𝑠
𝑗,𝑞
𝑤 : 1 if SVT at the 𝑗-th format uses slot 𝑤 at 𝑞-th order, and

0 otherwise
Outputs:
b
𝑒,𝑘

𝜙,𝑤
: 1 if path 𝑘 of link 𝑒 uses slot 𝑤 of fiber 𝜙 , and 0 otherwise

𝛾
𝑒,𝑘
𝑗,𝑞

: 1 if path 𝑘 of link 𝑒 uses SVT at 𝑗-th format and 𝑞-th order,
and 0 otherwise

_
𝑒,𝑘
𝑗

: The number of SVTs at 𝑗-th format used by path 𝑘 of link 𝑒
Minimize:

∑
𝑒

∑
𝑘

∑
𝑗 _

𝑒,𝑘
𝑗

+ 𝜖
∑

𝑒

∑
𝑘

∑
𝑗 _

𝑒,𝑘
𝑗

𝑌𝑗

subject to:
(1) ∑

𝑘

∑
𝑗 𝑑 𝑗_

𝑒,𝑘
𝑗

≥ 𝑐𝑒 ; ∀𝑒
(2) (𝑙 𝑗 − |𝑃𝑒,𝑘 | )_𝑒,𝑘𝑗 ≥ 0; ∀𝑒, 𝑗, 𝑘
(3) ∑

𝑒

∑
𝑘 b

𝑒,𝑘

𝜙,𝑤
≤ 1; ∀𝜙, 𝑤

(4) b
𝑒,𝑘

𝜙,𝑤
= b

𝑒,𝑘

𝜙 ′,𝑤 𝑖 𝑓 𝜋
𝑒,𝑘

𝜙
= 𝜋

𝑒,𝑘

𝜙 ′ = 1; ∀𝑒, 𝑘, 𝑤
(5) b

𝑒,𝑘

𝜙,𝑤
=
∑

𝑗

∑
𝑞 𝛾

𝑒,𝑘
𝑗,𝑞

𝑠
𝑗,𝑞
𝑤 × 𝜋

𝑒,𝑘

𝜙
; ∀𝑒, 𝑘, 𝜙, 𝑤

(6) _
𝑒,𝑘
𝑗

=
∑
𝑞 𝛾

𝑒,𝑘
𝑗,𝑞

; ∀𝑒, 𝑘, 𝑗

Inputs: The IP topology and optical topology of the WAN are
modeled as the graph 𝐺 = (𝑉 , 𝐸) and 𝐺𝑜 (𝑉𝑜 , 𝐸𝑜 ) respectively. The
demand of bandwidth capacity of an IP link 𝑒 ∈ 𝐸 is 𝑐𝑒 . As the IP
layer bandwidth capacity can be aggregated using the link aggre-
gation protocol [34], we use 𝐾 shortest path (KSP) algorithm to
find the 𝐾 optimal optical paths in the optical topology 𝐺𝑜 (𝑉𝑜 , 𝐸𝑜 )
for each IP link, where the 𝑘-th optical path of link 𝑒 is 𝑃𝑒,𝑘 . The
pixel-wise WSS in the OLS slices the spectrum in the fiber into a
finer granularity (i.e., 12.5 GHz) with a total number of |𝑊 | pix-
els, where the slot 𝑤 represents the index of the pixel. Each SVT
provides multiple formats with different combinations of data rate
𝑑 , optical reach 𝑙 , and channel spacing 𝑌 (see Table 2), where the
𝑗-th format is represented as 𝑑 𝑗 , 𝑙 𝑗 , and 𝑌𝑗 respectively. Here, the
channel spacing 𝑌 can be translated to the number of pixels. As
the wavelength generated by the SVT should use the continuous
pixels in the fiber, the total number of choices for the spectrum that
a wavelength modulated at 𝑗-th format can occupy is determined.
We make the order of these choices based on the starting pixel 𝑞.
𝑠
𝑗,𝑞
𝑤 is a binary variable indicating if the SVT modulated at the 𝑗-th
format adopting the 𝑞-th order uses slot 𝑤 , and 0 otherwise. For
example, SVT modulated at the 1-st ( 𝑗=1) format (i.e., wavelength
modulated at 100 Gbps occupying a 50 GHz spectrum width) oc-
cupies 4 pixels and the 5-th order (𝑞=5) occupies slots𝑤 of 5, 6, 7,
and 8, i.e., 𝑠1,55 = 1, 𝑠1,56 = 1, 𝑠1,57 = 1, and 𝑠1,58 = 1. 𝜋𝑒,𝑘

𝜙
is a binary

variable indicating if fiber 𝜙 ∈ 𝐸𝑜 belongs to the path 𝑘 of link 𝑒 .
Outputs: FlexWAN generates the optimal planning strategy for
WAN capacity provisioning. b𝑒,𝑘

𝜙,𝑤
is a binary variable indicating if

the pixel𝑤 of fiber 𝜙 is used by the path 𝑘 of link 𝑒 . The decision of
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(a) (b)

Figure 10: Production-level testbed. (a) Detailed workflow of the testbed. (b) Photo of the testbed.

𝛾
𝑒,𝑘
𝑗,𝑞

is a binary variable indicating if the path 𝑘 of link 𝑒 uses SVT
at the 𝑗-th format and 𝑞-th order. The total number of SVTs at the
𝑗-th format for the optical path 𝑘 of link 𝑒 is represented as _𝑒,𝑘

𝑗
.

We note that _𝑒,𝑘
𝑗

is an integer.
Objective function: The goal of FlexWAN in network planning is
to minimize hardware costs. The hardware costs contain direct and
indirect costs. The direct cost is dominated by the extra transpon-
ders, represented by the sum of SVTs at all modulation formats for
all IP links and optical paths, i.e.,

∑
𝑒

∑
𝑘

∑
𝑗 _

𝑒,𝑘
𝑗

. The indirect cost
is the spectrum usage in the fiber. Although cloud providers have
existing fiber deployments, reducing spectrum usage allows for the
allocation of the remaining spectrum to provision additional WAN
capacity and address optical failures without purchasing or leasing
a new fiber. The total spectrum usage by all IP links is represented
as

∑
𝑒

∑
𝑘

∑
𝑗 _

𝑒,𝑘
𝑗
𝑌𝑗 . The parameter 𝜖 defines the balance between

FlexWAN’s tendency to minimize the direct or indirect cost.
Bandwidth capacity constraints: Each IP link between two edge
routers has a demand of bandwidth capacity 𝑐𝑒 to meet traffic de-
mand amount between two regions. Under the hood, there are a
set of optical paths, each of which provides a portion of bandwidth
capacity. Optical paths are a pre-computed set using the KSP algo-
rithm on the optical topology𝐺𝑜 (𝑉𝑜 , 𝐸𝑜 ) between the IP link source
and destination region. Each path 𝑘 contains multiple wavelengths,
each of which supports a specific data rate. The sum of the data
rates of wavelengths from all optical paths for an IP link should
meet the demand of the bandwidth capacity.∑︁

𝑘

∑︁
𝑗

𝑑 𝑗_
𝑒,𝑘
𝑗

≥ 𝑐𝑒 (1)

Optical reach constraints: The length of an optical path 𝑘 of link
𝑒 is |𝑃𝑒,𝑘 |. Each SVT provides multiple modulation formats with
different optical reaches. For the transmission distance of |𝑃𝑒,𝑘 |,
the SVT at 𝑗-th format can not be adopted if the optical reach 𝑙 𝑗 is
less than the required transmission distance, i.e., _𝑒,𝑘

𝑗
= 0. As the

transmission distances longer than the optical reach of the signal
make the SNR too low to merit error-free decoding at the destina-
tion, we only use the modulation format whose optical reach 𝑙 𝑗 is
longer than the transmission distances. The transponder number
_
𝑒,𝑘
𝑗

should be an integer. We summarize the above constraints.

(𝑙 𝑗 − |𝑃𝑒,𝑘 |)_𝑒,𝑘𝑗 ≥ 0 (2)

Spectrum conflict constraints: The spectrum overlap among
wavelengths in the fiber 𝜙 ∈ 𝐸𝑜 affects the transmitted ’1’ and ’0’

signals to be correctly decoded. We demonstrate how we address
spectrum conflict in the formulation. Since we have sliced the spec-
trum in the fiber into𝑊 pixels, the spectrum overlap can be restated
as the repeat uses of the pixel. Each slot𝑤 in the fiber can only be
used at most once. Therefore, the sum of slot 𝑤 usage in fiber 𝜙
from all IP links and optical paths should be no more than 1.∑︁

𝑒

∑︁
𝑘

b
𝑒,𝑘

𝜙,𝑤
≤ 1 (3)

Spectrum consistency constraints: Each optical path contains
several wavelengths that traverse one or several fibers to provide
the bandwidth capacity. For these fibers that a wavelength passes
through, the occupied spectrum by this wavelength should be the
same. For each optical path 𝑘 of an IP link 𝑒 , the status (occupied
or spare) of each slot along the fiber path should be the same.

b
𝑒,𝑘

𝜙,𝑤
= b

𝑒,𝑘

𝜙 ′,𝑤
𝑖 𝑓 𝜋

𝑒,𝑘

𝜙
= 𝜋

𝑒,𝑘

𝜙 ′ = 1 (4)

Spectrum status constraints: There are a number of wavelengths
that provide the bandwidth capacity for optical path 𝑘 of link 𝑒 . At
the optical layer, each wavelength is modulated at the 𝑗-th format
occupying the spectrum starting at 𝑞-th order, i.e., 𝛾𝑒,𝑘

𝑗,𝑞
in the fiber

𝜙 that belongs to the optical path 𝑘 . The occupied spectrum of
that wavelength can be represented by 𝑠 𝑗,𝑞𝑤 . Therefore, the status of
slot𝑤 in fiber 𝜙 can be represented by the sum of all modulation
formats of wavelengths and slots occupied by these wavelengths.
On the other hand, the status of slot𝑤 in the fiber 𝜙 by optical path
𝑘 of link 𝑒 can be directly represented by the variable b𝑒,𝑘

𝜙,𝑤
.

b
𝑒,𝑘

𝜙,𝑤
=
∑︁
𝑗

∑︁
𝑞

𝛾
𝑒,𝑘
𝑗,𝑞
𝑠
𝑗,𝑞
𝑤 × 𝜋𝑒,𝑘

𝜙
(5)

Transponder number constraints: As each wavelength will oc-
cupy a specific spectrum, starting at 𝑞-th order. For each optical
path 𝑘 of link 𝑒 , the total number of SVT modulated at the 𝑗-th for-
mat can be counted by the number of orders that these wavelengths
modulated at the same 𝑗-th format use.

_
𝑒,𝑘
𝑗

=
∑︁
𝑞

𝛾
𝑒,𝑘
𝑗,𝑞

(6)

6 TESTBED EVALUATION.
In this section, we evaluate the performance of our proposed spac-
ing variable transponder (SVT) by partly collaborating with vendor
A using a production-level testbed experiment. Here, we omit the
vendor name for confidentiality reasons.
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Figure 11: Specifications of the SVT

Setup. As shown in Figure 10, our testbed is combined of a pair of
SVTs, MUXs, multiple bundles of fibers, tens of amplifiers, and a
centralized controller. In our testbed, all optical hardware devices
and software are identical to our production optical backbone. The
centralized controller is used to adjust the modulation format of
the generated wavelength by sending the control flow including
configuration parameters to the SVT. Meanwhile, it receives the
performance data including the post-FEC bit error rate (BER) from
the SVT. Here, the post-FEC BER indicates whether the signal can
be correctly decoded [7]. The positive values of the post-FEC BER
show that the SNR of the signal is too low to merit error-free
decoding at the destination. There are multiple bundles of fibers to
control the optical path length. We introduce an amplifier for each
50∼100 km fiber which is consistent with the production network.
In this experiment, we control the format of SVT and gradually
increase the fiber length. If the post-FEC BER increases from 0 to a
positive number, we obtain the maximum transmission distance at
the current format.
SVT Specifications. Figure 11 depicts the data rates and optical
reaches of the wavelength when it is modulated to occupy a typical
channel spacing. Note that the channel spacing of 75 GHz is widely
used in the existing fixed optical backbone. The detailed specifi-
cations are shown in Table 2 (see Appendix A.2). We observe that
wavelengths occupying a fixed channel spacing should be mod-
ulated at lower data rates if the transmission distance becomes
longer. A longer transmission distance always leads to a lower
SNR, and thus the signal should lower its achievable capacity. If the
wavelength transmits a longer optical path while supporting the
same data rate, it should be modulated at occupying more channel
spacing. For example, the wavelength is modulated at 400 Gbps
occupying the channel spacing of 75 GHz for distances up to 600
km. However, the wavelength can support distances up to 1600
km if it is modulated to occupy the channel spacing of 112.5 GHz.
Furthermore, the wavelength can be modulated at a high data rate
(800 Gbps) if the optical path is short. We use the specifications of
the SVT measured in the testbed to conduct cost-effective network
planning and optimal optical restoration.

7 COST SAVINGWITH FLEXWAN
We implement FlexWAN ’s optimization algorithm using Julia pro-
gramming language [14] and the Gurobi solver [1]. Note that Al-
gorithm 1 solves a minimization problem with a mixed integer
program (MIP). In practice, the Gurobi solver utilizes linear pro-
gramming (LP) relaxation and provides the lower bound for the
minimization problem with a gap of less than 0.1%. All topologies
of Algorithm 1 we formulate were solved within hours of runtime,
which is acceptable because the network planning algorithm is
running offline and infrequently.

(a) Transponder number (b) Spectrum usage

Figure 12: (a) Transponder number and (b) Spectrum usage
vs. Bandwidth capacity scales for benchmark schemes and
our proposed FlexWAN.

7.1 Reducing hardware costs of capacity.
As FlexWAN utilizes a cost-effective network planning algorithm
to reduce hardware costs, we study the performance of FlexWAN
in our production optical backbone.
Benchmark schemes. Benchmark schemes operate fixed optical
backbones where all the optical hardware devices run on the same
rigid spectrum grid. 100G-WAN: The fixed-rate WAN approach
prevails in the traditional wide-area settings. We used the 100G-
WAN proposed in Microsoft [27, 28] that each wavelength occupies
a 50 GHz spectrum width modulated at a data rate of 100 Gbps,
with a maximum optical reach of 3000 km. RADWAN: Recent
advance [46, 47, 49] called RADWAN proposed BVT that supports
multiple data rates according to the traveling distance required.
In our settings, the wavelength can be modulated in BPSK, QPSK,
and 8QAM format to carry 100 Gbps, 200 Gbps, and 300 Gbps with
5000 km, 2000 km, and 1100 km optical reach respectively. All these
modulation formats occupy the same channel spacing of 75 GHz.
Hardware costs vs. bandwidth capacity scale. The optical back-
bone is often over-provisioned in an attempt to future-proof the
network for the potential increase in demands. We obtain the de-
mand of bandwidth capacity of each IP link in the production and
evaluate the performance of FlexWAN by increasing the bandwidth
capacity scale. Figure 12 shows the transponder number and spec-
trum usage by different settings of the optical backbone. We omit
detailed values and represent them by ’N’ and ’M’ for confidential-
ity reasons. Figure 12(a) shows that the number of transponders is
approximately linear to the scale of bandwidth capacity. This phe-
nomenon is expected because providing twice the capacity always
requires twice the number of transponders. FlexWAN is the most
cost-effective because it requires the least number of transponders
to provide the same bandwidth capacity. For example, FlexWAN
saves transponders by 85% and 57% at the bandwidth capacity scale
of 1, as compared to 100G-WAN and RADWAN respectively. We
observe a similar trend of spectrum usage in Figure 12(b). FlexWAN
reduces the spectrum usage by 67% and 36%, as compared to 100G-
WAN and RADWAN respectively. The main reason is that wave-
lengths generated by SVTs can make the best use of the spectrum
resources to carry the WAN capacity. An important observation
is that FlexWAN supports the bandwidth capacity scale up to 8×,
while 100G-WAN and RADWAN only support the scale up to 3×
and 5× respectively. FlexWAN can support 2.7 × and 1.6× capacity
scale, as compared to 100G-WAN and RADWAN respectively.
Optical reach vs. fiber path length.We then study the gap be-
tween the optical reach of a wavelength and the actual fiber path
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(a) (b)

Figure 13: (a) The distribution of the optical path lengths on T-backbone and Cernet topologies weighted by the bandwidth
capacity. (b) Percent of reduced costs and improved link spectrum efficiency by FlexWAN over 100G-WAN and RADWAN.

(a) Gap (b)
Figure 14: (a) The CDF of the gap and (b) The CDF of the link
spectral efficiency.

length, i.e., gap = optical reach - fiber path length. The gap indicates
if the optical reach of a wavelength is close to its optical path length.
The lower the gap, the closer to the optimality of the format the
wavelength is modulated. Figure 14(a) plots the distribution of the
gaps. We observe that about 90% of the gaps in FlexWAN are less
than 100 km, indicating that the optical reach of the wavelengths is
quite close to their optical path length. However, 80% of the gaps in
100G-WAN are more than 1000 km, indicating that the actual fiber
path length is much shorter than the optical reach of the signal.
Signals traveling short distances undergo less attenuation, leading
to a high SNR. The 100G-WAN has not efficiently utilized the high
signal quality to enhance the signals to support more data rates.
Link Spectral Efficiency. The link spectral efficiency refers to
the amount of data transmitted over a certain spectrum width,
defined as 𝑑𝑎𝑡𝑎 𝑟𝑎𝑡𝑒

𝑠𝑝𝑒𝑐𝑡𝑟𝑢𝑚 𝑤𝑖𝑑𝑡ℎ
. Figure 14(b) plots the CDF of the link

spectral efficiency of all wavelengths. The link spectral efficiency in
100G-WAN is fixed at 2 because all wavelengths occupy a 50 GHz
spectrumwidth to carry 100 Gbps data rate. RADWAN improves the
link spectral efficiency by supporting more data rates at the same
channel spacingwhen the optical path is short. FlexWAN is themost
spectrally efficient because SVT provides flexible combinations of
data rates and channel spacing, enabling it to make the best use
of spectrum resources to carry the WAN capacity for the distance
required.

7.2 Impact of Network Topology.
We then evaluate our proposed FlexWAN on different network
topologies. We already have detailed information about the opti-
cal backbone we study, referred to as T-backbone. We additionally
evaluate FlexWAN using the network topology for a prominent
production network called Cernet released in [4] and regard it as
the optical topology. We assume Cernet operates a point-to-point
optical backbone and use distributions in [49] to generate the IP
topology and bandwidth capacity. Figure 13(a) shows the optical
path length distribution on the T-backbone and Cernet topology

weighted by the bandwidth capacity. We observe that the median
optical path length of the T-backbone topology is much shorter
than that of the Cernet topology. We then study the reduced cost
and average improved spectrum efficiency of FlexWAN over 100G-
WAN and RADWAN in Figure 13(b). We find that FlexWAN shows
a consistent potential of saving hardware costs with at most 85%
transponders and 67% spectrum and improving spectrum efficiency
by at most 215% in two network topologies. An important observa-
tion is that the performance gains on the T-backbone topology are
larger than that on the Cernet topology. Note that the path length
of the T-backbone topology is much shorter than that of the Cernet.
This phenomenon shows that our FlexWAN always leads to more
cost savings on the topology whose optical path length is always
short. We believe our proposed FlexWAN can be extended to other
network topologies and will show similar performance gains.

8 FAILURE RESILIENCE IN FLEXWAN
Optical restoration [35–37] is the advanced solution to address fiber
cuts [49] by reconfiguring the cut fiber’s wavelengths to healthy
fibers. Our measurements of a production WAN in Figure 15(a)
show 90% of the restored paths are longer than their original paths.
In some extreme cases, the restored path length exceeds that of the
original by over ten times. In this section, wemust revisit the optical
restoration ability of FlexWAN since it fundamentally re-architects
present-day optical backbone. We assume the optical restoration
algorithm is running on the configured optical backbone with the
optimal network planning strategy. Our goal of optical restoration is
to maximize the restored capacity with the existing optical hardware.
Failure scenario. There are many studies in the context of traffic
engineering in theWAN to address link failures [17, 40, 49]. In these
works, the link failure model was deterministic (k-failures) [40]
or probabilistic [17]. FlexWAN provides the restoration plan for a
failure scenario set that contains both 1-failures and probabilistic
failures. For each failure scenario 𝑖 , the formulations are shown
below in detail.
Additional inputs and outputs. For each failure scenario 𝑖 , the
new optical topology is represented as 𝐺 ′

𝑜 (𝑉𝑜 , 𝐸𝑜 ). 𝑐′𝑒 represents
the affected bandwidth capacity of the affected IP link 𝑒 . We use
the KSP algorithm in the optical topology 𝐺 ′

𝑜 (𝑉𝑜 , 𝐸𝑜 ) to find the 𝐾
optimal optical paths for the affected IP link where the 𝑘-th restora-
tion path is represented as 𝑃 ′

𝑒,𝑘
. These spare transponders whose

original wavelengths are passing through the cut fiber are available
to carry wavelength at the restoration path and the transponder
number of link 𝑒 that can be used for optical restoration is 𝑁𝑒 . 𝜙𝑤
represents the status of slot 𝑤 in fiber 𝜙 after network planning
where ’1’ represents that the slot is spare and can be used for optical
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(a) (b)

Figure 15: (a) The distribution of the gaps between the re-
stored and original paths. (b) Restoration capability with
different scales.

restoration. These outputs of optical restoration are similar to the
outputs in Algorithm 1 that output variables b

′𝑒,𝑘
𝜙,𝑤

, 𝛾
′𝑒,𝑘
𝑗,𝑞

, and _
′𝑒,𝑘
𝑗

represent the spectrum occupancy in the fiber, the specification of
each SVT for restoration, and the number of SVT at 𝑗-th format.
Optimization goal and constraints: The goal of FlexWAN in
optical restoration is to maximize the total restored capacity. The
higher restored capacity always reduces the loss of network traffic
and the network can achieve higher network availability under
failures. The total restored capacity is the sum of the data rates
of wavelengths generated by these spare transponders from all
affected IP links. We present the formulation below.
Maximize:

∑
𝑒

∑
𝑘

∑
𝑗 𝑑 𝑗_

′𝑒,𝑘
𝑗

subject to:
(7) ∑

𝑘

∑
𝑗 𝑑 𝑗_

′𝑒,𝑘
𝑗

≤ 𝑐′𝑒 ; ∀𝑒
(8) ∑

𝑘

∑
𝑗 _

′𝑒,𝑘
𝑗

≤ 𝑁𝑒 ; ∀𝑒
(9) ∑

𝑒

∑
𝑘 b

′𝑒,𝑘
𝜙,𝑤

≤ 𝜙𝑤 ; ∀𝜙,𝑤

(10)-(13)𝐶𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠 (2, 4, 5, 6)𝑤𝑖𝑡ℎ (𝑃 ′
𝑒,𝑘
, b

′𝑒,𝑘
𝜙,𝑤

, 𝛾
′𝑒,𝑘
𝑗,𝑞

, _
′𝑒,𝑘
𝑗

)

Constraint (7) ensures that the total restoration capacity from all
optical paths should be less than the affected capacity of IP link 𝑒 ,
i.e., 𝑐′𝑒 . Constraint (8) ensures that the total number of transponders
of IP link 𝑒 used for optical restoration should be less than its spare
transponders. The optical restoration can only use the existing
optical hardware. Constraint (9) ensures the spectrum occupancy
of the restored optical paths for all IP links should be less than the
available spectrum𝑤 in each fiber. Constraints (10)-(13) formulate
the optical reach constraints, spectrum consistency constraints,
spectrum status constraints, and transponder number constraints
mentioned in the constraints (2,4,5,6).
Evaluations:We implement and solve the optical restoration al-
gorithm in the T-backbone topology with the goal of maximizing
restored capacity. The optical restoration algorithm solves a max-
imization problem with a MIP. We use the similar optimization
solver that has been used in Algorithm 1. Figure 15(b) shows the
average restoration capability in all failure scenarios at different
capacity scales. The restoration capability is the ratio of the restored
capacity to the affected capacity. We observe that both 100G-WAN
and RADWAN can restore almost all the affected capacity when
the network is underloaded (e.g., scale = 1). This phenomenon is
reasonable because the two benchmark schemes provide too much
redundancy at each wavelength that the optical reach of the sig-
nal is much longer than its optical path. For example, assume that
the original optical path of an IP link is 1200 km. The wavelength

(a) Underload (scale=1) (b) Overload (scale=5)
Figure 16: The restoration capability in the underloaded and
overloaded optical backbones.
in RADWAN is modulated at 200 Gbps bandwidth capacity with
an optical reach of 2000 km while the wavelength in FlexWAN is
modulated at a high data rate of 500 Gbps occupying a 125 GHz
spectrum width with an optical reach of 1200 km. The wavelengths
in FlexWAN are optimally modulated for the required data rate and
channel spacing based on the transmission distance. When there
is a fiber cut, the affected wavelength will be reconfigured to the
healthy fiber for optical restoration. If the restored path is longer
up to 2000 km, the wavelength in RADWAN can still support a
200 Gbps data rate while the wavelength in FlexWAN should be re-
modulated at a lower data rate of 300 Gbps (See Table 2), resulting in
part of capacity loss. However, when the network is overloaded at
5× the present-day demands, both 100G-WAN and RADWAN per-
form worse than FlexWAN because they provide more redundancy
at each wavelength at the cost of more transponders and spectrum
usage. Therefore, there are not enough spectrum resources for the
optical restoration. In contrast, FlexWAN still has available spec-
trum and outperforms RADWAN by 15% because wavelengths in
FlexWAN are always more spectrally efficient.

A natural question we ask is how can FlexWAN perform bet-
ter than RADWAN even if the network is underloaded. We fur-
ther introduce FlexWAN+, which provides extra half of the saved
transponders by the current IP link for each IP link. Figure 16 shows
the distribution of restoration capability under all failure scenarios.
Figure 16(a) shows that FlexWAN+ performs better than RADWAN
in the underloaded network, indicating that these extra transpon-
ders can well handle performance degradation caused by the longer
restoration paths. We observe a similar performance in Figure 16(b)
when the network is overloaded. The network operators should
make the balance between the percentage of saved transponders
and the optical restoration performance.

9 OPERATIONAL EXPERIENCE
FlexWAN has been running in production for two years and we
have learned important operational lessons.
Smooth optical backbone evolution. Cloud providers should
evolve their optical backbone to accommodate the increase of traffic
demands. Recently, more aggressive transponders have been widely
adopted in the industry to support higher data rates per wavelength
by increasing the channel spacing from 50 GHz [47] to 75 GHz [49].
However, the inflexible nature of the existing optical backbone
requires the evolvement of almost all the equipment in the OLS
to ensure that the passband maintains the same rigid spectrum
width of 75 GHz throughout the network. This operation requires
the replacement of almost all the equipment that is costly and
may introduce unpredictable failures. FlexWAN is a novel flexible
WAN infrastructure that utilizes the spectrum-sliced OLS where the
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passband width can dynamically adapt to the channel spacing of
the wavelength. If the wavelength occupies larger channel spacing,
cloud providers only need to reconfigure the equipment in the
spectrum-sliced OLS to provide the passband with more continuous
pixels to accommodate the advanced transponders.
Zero-touch misconnection recovery. The physical connection
between transponders and the equipment in the OLS is crucial for
establishing a proper network link. However, in a multi-vendor
optical backbone, misconnections between these devices occur fre-
quently based on our previous operational experience. For instance,
network operators may unintentionally use transponders from dif-
ferent vendors connected to the same filter port in the MUXs at
both ends of the fiber, causing issues with wavelength transmis-
sion and reception. Rectifying these misconnections necessitates
on-site manual operations, leading to additional overhead and po-
tential disruptions in the network. However, FlexWAN introduces
the spectrum-sliced OLS where the passband of each filter port
in the MUX supports all spectrum frequencies. When there is a
misconnection, network operators only need to reconfigure the
spectrum of the filter port to provide the passband with the same
spectrum as the wavelength generated by the transponder.
Vendor-agnostic optical backbone. Cloud providers always in-
troduce new vendors during their long-term operations. Vendor
diversity is essential to prevent monopolies and mitigate concur-
rent optical failures. However, this diversity introduces challenges
as each vendor implements a vendor-specific subsystem with a
customized controller that controls their optical devices. As a result,
the optical backbone becomes fragmented, making it difficult to
manage and configure the entire network efficiently. The workload
of configuring the network increases linearly with the number of
vendors, adding complexity to the management process. In contrast,
FlexWAN is vendor-agnostic because FlexWAN utilizes a standard
device model to achieve the centralized control of the optical back-
bone. If the optical devices from new vendors follow the same
device model, these devices can be seamlessly introduced and di-
rectly interfaced in FlexWAN. The complexity of FlexWAN will not
increase no matter how many vendors are introduced.
System reliability. In a multi-vendor optical backbone, each ven-
dor typically deploys its vendor-customized controller on a single
physical server. However, control-plane failures can occur for vari-
ous reasons, such as server malfunctions, software bugs, or network
disconnections, leading to reduced system reliability. The presence
of multiple vendors in the network increases the likelihood of such
failures. As the number of vendors in the network rises, the proba-
bility of encountering at least one vendor failure also increases, po-
tentially compromising the overall stability of the system. FlexWAN
uses a centralized controller to interface with network-wide optical
devices. The centralized controller is deployed in the cloud with
multiple copies to guarantee system reliability.

10 RELATEDWORK
Optical network design. Cloud providers have studied the design
of optical networks in depth [10, 11, 15, 18, 19, 30, 46]. A recent
work by Facebook [10] presented the Hose model that abstracted
the aggregated traffic demand per site to save capacity. Microsoft
[46] proposed a network design tool, called Shoofly, that optically

bypassed network hops to reduce the OEO conversion and saved
hardware cost. FlexWAN is orthogonal to previous work. FlexWAN
is a novel flexible infrastructure that solves both system-level and
algorithmic challenges to provide a cost-effective optical backbone.
Flexible optical technology.Despite prior works have studied the
flexible optical technology [8, 12, 21, 22, 29, 43, 44, 48] and shown
promising benefits, it was based on laboratory or simulation exper-
iments and far from reaching the stage of large-scale deployment.
To the best of our knowledge, FlexWAN is the first work to deploy
flexible technology in the large-scale optical backbone. FlexWAN
makes two novel contributions. First, FlexWAN presents the de-
tailed design and implementation of deploying the flexible optical
backbones (§ 4) by introducing spacing-variable hardware and a
centralized controller to coordinate these devices. Second, FlexWAN
uses the specifications of transponders in practice to generate the
optimal network planning and optical restoration strategies.
Optical layer control. Several works have studied the control
interface of optical networks. Cox [23] and Filer et al. [25] expressed
a long-term goal of using a centralized SDN controller to control
the open optical line system in Microsoft’s optical backbone. Miao
[7] demonstrated the feasibility of controlling the optical network
with a centralized controller to collect optical data. In contrast to
previous works, the goal of achieving centralized control of the
optical backbone in FlexWAN is to coordinate network-wide optical
devices from multiple vendors to overcome spectrum-related issues.
Optical failure recovery. Traffic engineering (TE) [9, 17, 32, 33,
39, 40] has been widely studied to recover the network traffic when
links failed. FlexWAN proposes the optical restoration algorithm
to revive the lost capacity in the optical layer. Recently proposed
restoration-aware TE solution, ARROW [49] is the most relevant
work to this paper. In contrast, FlexWAN proposes the design and
implementation of a novel flexible WAN infrastructure and demon-
strates the failure resilience under this flexible infrastructure. Fur-
thermore, FlexWAN has been running in production for years.

11 CONCLUSION
This paper presents a novel flexible WAN infrastructure called
FlexWAN to provision cost-effective WAN capacity. FlexWAN
solves system-level challenges by introducing spacing-variable
hardware and leveraging a centralized controller to coordinate
network-wide optical devices. FlexWAN solves the algorithmic
challenges by formulating the problem of provisioning WAN capac-
ity with the goal of minimizing hardware costs. Our experimental
results show that FlexWAN can save at least 57% of transponders
and reduce 36% of spectrum usage while continuing to meet up
to 8× the present-day demands using existing hardware and fiber
deployments. FlexWAN further incorporates failure resilience that
revives 15% more capacity in the overloaded optical backbone.
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Approach Transponder Passband
in OLS Illustration

Data
rate

Channel
spacing

Spectrum
width

Fixed-rate
WAN

(100G-WAN)
Fixed Fixed Fix-grid

Rate-adaptive
WAN

(RADWAN)
Variable Fixed Fix-grid

FlexWAN Variable Variable Dynamic

Table 1: Optical backbone infrastructure comparison with prior work.

A APPENDIX
Appendices are supporting material that has not been peer-reviewed.

A.1 Optical Backbone Infrastructure
Comparison

Cloud providers mainly develop two main optical backbone infras-
tructures to provide long-haul WAN capacity: (i) rate-fixed WAN;
(ii) rate-adaptive WAN. Table 1 illustrates the key differences be-
tween these infrastructures and FlexWAN.

In the fixed-rate WAN (first row in Table 1), all transponders
only support a single modulation format (e.g., QPSK) that generated
wavelengths support a fixed data rate occupying a fixed data rate.
For example, each wavelength occupies a 50 GHz spectrum width
modulated at 100 Gbps bandwidth capacity. The equipment in the
OLS is based on a fixed grid that provides the passband with the
same spectrum width of 50 GHz.

In the rate-adaptive WAN (second row in Table 1), the wave-
length can carry multiple data rates according to the traveling
distances required. As the transponders evolves to occupy channel
spacing of 75 GHz [49], we adapt the BVT in [47] into our scene: 300
Gbps, 200 Gbps, and 100 Gbps by modulating the signals in 8QAM,
QPSK, and BPSK for distances up to 1100 km, 2000 km, and 5000
km. Despite there being variable data rate options, all the optical
hardware devices run on the same rigid spectrum grid of 75 GHz.

FlexWAN is a flexible optical backbone infrastructure (third row
in Table 1). FlexWAN introduces spacing-variable hardware physi-
cally. The spacing-variable transponder (SVT) has adjustable compo-
nents built in to generate wavelengths that are optimally modulated

for required data rate and channel spacing based on the transmis-
sion distance. The spectrum-sliced OLS dynamically changes the
passband width to adapt to the channel spacing of the wavelength.
This approach allows each wavelength to efficiently utilize the
limited spectrum resources to carry the WAN capacity.

A.2 Spacing-variable transponder (SVT))
The specifications of the spacing variable transponder (SVT) pro-
posed by FlexWAN are shown in Table 2. The values are measured
by partially collaborating with vendors using a production-level
testbed experiment (§ 6).

100
Gbps

200
Gbps

300
Gbps

400
Gbps

500
Gbps

600
Gbps

700
Gbps

800
Gbps

Channel
Spacing

Optical
Reach

Optical
Reach

Optical
Reach

Optical
Reach

Optical
Reach

Optical
Reach

Optical
Reach

Optical
Reach

50 GHz 3000 1000 / / / / / /
62.5 GHz / 1500 / / / / / /
75 GHz 5000 2000 1100 600 / / / /
87.5 GHz / / 1500 1000 600 300 / /
100 GHz / / 2000 1500 900 400 200 /
112.5 GHz / / / 1600 1100 500 300 150
125 GHz / / / 1700 1200 600 350 200
137.5 GHz / / / 1800 1300 700 450 250
150 GHz / / / 1900 1400 800 500 300

Table 2: Data rates and optical reaches (km) of signals of
our proposed SVT. Symbol / means that this format is not
recommended.
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