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ABSTRACT

This Thesis explores various methods for utilizing the
bandwidth of fiber optic local networks. Most of the
work presumes the use of single mode fibers, implying
that channel bandwidths are orders of magnitude higher
than those of conventional networks. This enormous
bandwidth may be exploited to achieve two purposes: to
reduce delay in the network and to simplify network
control. We consider both frequency multiplexing and
spatial multiplexing as methods of reducing delay. To
simplify control, we consider both a fixed frequency

assignment scheme and an approach that uses Pure Aloha
techniques.

We also examine the effect of power division limitations
on network design and capability. The relationship be-
tween power limitations and bandwidth usage technigues

is described. The power division problem is developed
in detail for both the bus and star topologies. We
discuss the impact of emerging optics technology, such
as heterodyne detection and optical amplifiers, on

power division limitations. It is found that optical
amplifiers can be extremely valuable in alleviating these
limitations for the bus configuration.
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Chapter 1

Introduction

Background

The last fifteen years have witnessed enormous
effort in the design, development and construction of
local communication networks. Such structures, which
include local area networks, private branched exchanges
and combinations of the two, allow exchange of informa-
tion among individual users in a community of limited
geographic extent, such as a campus or office complex.
(The word local typically implies a system diameter of
no more than a few kilometefs.i) To date, a vast number
of local networks have been built, or at least have been
proposed, with the different designs exhibiting a wide

variety2'3’7

of topologies, data rates, protocols and
device technologies.

This Thesis will focus on local networks that employ
optical fibers., Over the last decade, the emergence of
fiver optics as a viable communications technology has |
led naturally to widespread effort to incorporate this
technology into local networks. Some of the resulting
designs have already been built, such as the Xerox Fiber-

net,u Fibernet II,5 and Chaos of Hewlett Packard.6 Many

others have been proposed.s'9 Some discussion is there-
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fore in order concerning how this Thesis research will
differ from the considerable work that has already been

performed in the field of fiber optic local networks.

Goals of the Research

A number of characteristics distinguish this Thesis
from previous work in the field. First, most of this
research will presume the use of single mode optical
fibers. Single mode fiber technology is receiving in-
creased zad:wt.en‘cion,10"12 particularly for application in
long haul, high capacity communication links. However,
potential use of these fibers in local networks has yet
to be explored fully.

The intrinsic low-dispersion properties of single
mode fibers can yield bandwidth-distance products in
excess of several hundred GHz-km with a sufficiently
narrow linewidth light source. 9713715 Given the short
propagation distances typical of local networks, it is
evident that the channel bandwidth available in a single
mode fiber network will be orders of magnitude higher
than that available in present networks that employ multi-
mode fiber or coaxial cable. A chief goal of this Thesis
will be to determine if and how this tremendous bandwidth

can be exploited to yield greater network capabilities

and performance.



While pursuing these questions, this research will
not attémpf to generate a specific network design, a
feature that again distinguishes this work from much
of the literature on the subject. Rather, we will seek
general design principles and techniques. The motivation
for this approach is simple. A communication system in
which bandwidth is cheap would seem to be fundamentally
different from a system in which bandwidth is severely
limited. Thus it seems logical to explore networking
techniques in the former case that may be fundamentally
different from those typical in the latter. If one de-

signed a single mode fiber local network by applying the

same philosophies and techniques used in networks of much

lower bandwidth, such an attempt would most likely result
in most of the single mode fiber bandwidth being wasted,
or being used impractically or inefficiently at best.

Of course, efficient use of hundreds of Gigahertz may

not be necessary in many practical situations. A network
that utilizes only a few percent of this total bandwidth
may work quité well, depending on the nature of the traf-
fic. However, as data processing needs and capacities
increase, we might envision circumstances in which more
extensive exploitation of bandwidth could prove highly
beneficial.16 |

Yet another characteristic that distinguishes this



research from much of the literature is that, in discus-
sing implementation issues, we will not limit our inves-
tigations to those devices and techniques that are
currently.available or practical. Indeed, a major goal
of this Thesis will be to examine the potential applica-
bility of emerging optics technology to local networks,
and to see how these new developments might allow us to
take greater advantage of fiber bandwidth. Heterod&ne
detection, optical amplifiers, high-Q optical filters
and frequency-selective waveguide couplers will be dis-
cussed. While such devices cannot yet be considered
standard technology, all may be available within the next

decade,17

and it is hoped that their inclusion here will
increase the future relevance of this work. Perhaps
more important, we may find that a particular device,
if available, could lead to substantially greater net-
working capabilities. Such an observation might provide
greater impetus for the development of that device.
Having now described the general motivations and
purposes underlying this research, we now discuss the

specific issues and problems that this Thesis will examine

in the Chapters that follow.



Contents of the Thesis

We seek methods that will enhance network capa-
bilities and performance through the exploitation of
fiber bandwidth. This Thesis will investigate two ob-
jectives that may be achieved through increased bandwidth
usage:

(i) The reduction of network delay.

(ii) The simplification of network control.
Objective (i) will be explored in Chapter 2, while ob-
jective (ii) will be the subject of Chapter 5. 1In
addition, Chapters 3 and 4 will inveétigate various tech-
nological issues that underlie our attempts to exploit
fiber bandwidth.

The reduction of network delay will involve using
increased amounts of fiber bandwidth to achieve network

concurrency. Loosely stated, concurrency refers to the

ability of more than one paéket or conversation to exist
on a network simultaneously, without information being
lost via collisions (the packets remain completely sep-
arable and do not interfere with.one another). Concurrency
will be the main topic of Chapter 2. In Chapter 2 we will
describe and contrast the two principle methods of
achieving concurrency in a local network: frequency
multiplexing and spatial multiplexing. The chief goal

of Chapter 2 is to investigate the potential value of
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concurrency in local networks, i.e., to determine under
what circumstances concurrency can lead to reduction in
network delay. We shall find that, in most typical net-
works, the usefulness of concurrency is confined to two
cases. In the first case, the load on the network is so
heavy that the network would be unstable unless concurrency
were used. In the second case, highly bursty network
traffic results in occasionally excessive short term de-
lays. For some types of data (voice traffic, for in-
stance), such delays méy be intolerable.

Chapter 3 will examine power division limitations in
local networks. At first, this issue may seem to have
little connection with the portions of the Thesis that
deal with fiber bandwidth usage. We have two motivations
for examining the power division problem here. First,
power limitations in fiber optic local networks tend
to be so severe that any research seeking design prin-
ciples for such networks should probably take the power
division problem into account. Second, we shall see that
power limitations have a fundamental bearing on our choice
of multiplexing methods. Specifically, we will find that,
in a power limited environment, frequency multiplexing
has distinct advantages over spatial multiplexing as a
means of achieving concurrency.

In Chapter 3 we examine the possible application of
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emerging optics technology in alleviating power division
limitations. The potential impact of both heterodyne
detection and optical amplifiers will be investigated.

We shall see that the use of heterodyne detection is not
particularly effective in dealing with the power division
problem. We will find, however, that optical amplifiers
have tremendous potential for alleviating power limi-
tations. Furthermore, it will be shown that the gains of
these amplifiers do not have to be very high, an encour-
aging fact, since a lower gain device should be easier to
realize.

Chapter 4 analyzes various methods for implementing
frequency multiplexing in fiber optic local networks.
Both heterodyne detection and direct detection techniques
are examined. For direct detection, the use of both op-
tical filters and subcarrier modulation will be considered.
The different methods will be compared on the basis of
complexity and the maximum number of channels and simul-
taneous users that are possible. We will find that the
subcarrier method is (at least at present) by far the
easiest to implement, but may be severely limited in the
number of simultaneous usages that it provides. On the
other hand, the heterodyne and direct detection/optical
filter methods can permit extensive bandwidth usage, but

their practicality will depend on future developments in
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device technology.

Chapter 5 investigates two ways in which increased
utilization of fiber bandwidth can lead to simplification
(and perhaps elimination) of network control. Specifically,
we will examine the potential use of Pure Aloha packet
broadcasting techniques, as well as possible use of fixed-
assignment frequency multiplexing. The former method
involves increased bandwidth usage by individual inter-
faces, thus allowing for shorter packets and a lower prob-
ability of collision in the Pure Aloha scheme. The latter
method advocates comparatively low interface bandwidth
usage, instead spreading users across the network band-
width by assigning to each a separate frequency channel.
We shall find that both methods are viable possibilities,
representing an effective means of simplifying control

within the network.
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Chapter 2

The Role of Concurrency in Local Networks

Introduction

The purpose of Chapter 2 is to investigate the
potential value of concurreﬁcy in local networks. This
Chapter begins with definitions and illustrations of
concurrency and the ways that it may be achieved. We
kwill then describe how concurrency may lead to reductions
in network delay.

The chief result of this Chapter is the Concurrency
Principle. This Principle states in mathematical terms
the circumstances under which the introduction of con-
currency into a local network will yield significant
reduction in delay. We then interpret the Principle in
terms of frequency multiplexing and spatial multiplexing,

comparing the two methods.

Definitions

A network that allows concurrency is one in which
two or more packets may exist in the network simultaneously
without interfering with one another, i.e. without a
collision occurring. The two principle methods of

‘achieving concurrency are frequency multiplexing and
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spatial multiplexing.* Figures 2.1 - 2.4 illustrate
various examples. Figure 2.1 shows a snapshot of a bus
network that allows no concurrency, a "non-concurrent"

network. Only one packet may exist on the network at

"~ any given time. Figure 2.2 illustrates concurrency via

spatial multiplexing. With this method, the packets may
overlap in frequency, but they remain spatially separate
(assuming that all packets on the bus propagate in ;he
same direction). The packets arrive at a given receiver
at different times and thus remain distinct. Spatial
multiplexing involves more extensive use of bandwidth,
since to achieve a significant level of multiplexing, the
packets must be quite short. This implies the use of
high speed (i.e. high bandwidth) interfaces.‘ (The implied
relationship between packet length and packet bandwidth
assumes that the number of bits per packet is constant.)
Figure 2.3 shows a network allowing concurrency
through frequency multiplexing. The packets may now over-

lap spatially, but remain in disjoint frequency bands and

~thus are separable by filtering at the various receivers

along the bus. Clearly, frequency multiplexing permits
more extensive use of bandwidth, with packets being trans-
mitted in previously unused bands.

#There is in fact a third method, involving the use of
spread spectrum techniques. It will not be considered

here.
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A network employing gg‘concurrency. Only
one packet may exist on the network at a time.
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Figure 2

A network employing spatial multiplexing.
Packets occupy spatially disjoint portions
of the network (unidirectional propagation
assumed).
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A network employing frequency multi-
multiplexing. Packets occupy disjoint
frequency bands.
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A network employing both spatial and fre-
quency multiplexing. Packets may overlap
spatially if they are disjoint in frequency,
and vice versa,
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Figure 2.4 illustrates the most general case, in
which the network employs both spatial and frequency
multiplexing simultaneously. In this case, two packets
may occupy the same frequency band if they remain separate
spatially, and vice versa. It is obvious that the use of
both forms of multiplexing together is more optimal than
the use of either form alone, more optimal in the sense
that it would allow more extensive use of network space
and bandwidth. However, such a scheme would also be con-
gsiderably more complex, both analytically and physically,
than the networks of Figures 2.2 and 2.3. For simplicity,
this research will confine itself to networks in which
concurrency is achieved through either frequency multi-
plexing or spatial multiplexing, but not both simultane-
ously. In future Chapters, fregquency multiplexing will
receive most of the attention, due to a number of tech-

nological factors as mentioned in Chapter 1.

Use of Concurrency 1o Reduce Delay

We regard network space and bandwidth as resources
to be allocated to the users in a manner that allows the
network to satisfy user requirements. Concurrency involves
the allocation of network resources to a number of users
simultaneously. To illustrate how such a technique may

lower delay in a network, we begin with the following
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plausibility argument.

Consider a network whose total available bandwidth
is so high that no single user interface can utilize more
than a minute fraction of the bandwidth at a time. (Such
will typically be the case in a single mode fiber network., )
Thus, if this network did not allow concurrency, only a
small portion of the total bandwidth would be in use at
any given time. Such waste may well have no consequences,
but consider what happens under heavy traffic conditions,
with a high rate of packets arriving to the network for
transmission. In the non-concurrent case, we may think
of the network as a single server system. Only one packet
can be broadcast at a time and the rest must wait, intro-
ducing a queueing delay. Now say that we exploited the
previously unused bandwidth to achieve concurrency, turning
the network into a multiple server system. This could be
accomplished with either frequency multiplexing or spatial
multiplexing, as described in the previous Section.
Clearly, if enough bandwidth could be accessed (i.e., if
enough servers could be provided), the queueing delay
would be eliminated. If the queueing delay were signifi-
cant compared to other delays in transferral of informa-
tion, such as packet preparation time, propagation delay,
and packet duration, then the reduction in delay experi-

enced by the users would be significant.,
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Let us now investigate this reduction in delay
quantitati?ely. Define D to be the overall delay between
users, the time that elapses between the instant that the
information becomes available and the instant that the
packet is received in its entirety at the destination
(for the moment, we assume error-free transmission and
ignore acknowledgment jssues). The delay D has five com-
ponents:

= + + C + + T 1
D P+ Q Tp b (2.1)

where P is the packet preparation time, Q is the queueing
delay, C is a control delay, Tp is the packet duration
(number of bits per packet divided by bit duration) and
Tb is the propagation delay beiween source.and destination.
The nature of the control delay C depends on the network;
in a frequency multiplexing scheme, for instance, C would
be the time required to establish a virtual channel
between source and destination. For typical numbers
('Tp( 50 psec, CzT‘p. {1 msec € P< 10 msec, bit rate in
excess of 106/sec and thus Tp ¢ 1 msec for a 1000-bit
packet), the packet preparation time P will clearly dom-
inate the overall delay unless Q is significantly large
compared to P.

In a network that allows concurrency we will have
Q = 0, assuming that the network always has enough space

or bandwidth to satisfy user demand (this assumption will
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be examined more carefully later). In a non-concurrent
network we will in general have Q > 0 with Q increasing
as the load on the network increases. We now define a

concurrency improvement factor I to quantify the effect-

iveness of concurrency in reducing delay:
_ E(no concurrenc¥21
I = E [D(concurrency)] -1 (2.2)

From the above discussion, D(concurrency) is the D of

(2.1) with Q set equal to zero., I 2 0 indicates that
little or no reduction in delay would be afforded by con-
currency. I >> 0 indicates that concurrency would yield
substantial reduction in delay. Based on the previous
observations vis a vis Eq. (2.1), we conclude that I 0
only when Q for the non-concurrent network is much greater
than P. We now determine how high the offered load must
be in order to have Q > P in the non-concurrent network.
Bux21 has derived expressions for mean delay between
users for various network topologies and contention pro-

tocols.* A key parameter in these expressions is the

network usage parameter
= AE(T_+T_+¢C 2.
e (T, + T, + C) (2.3)
where A equals the average rate of arrival of new packets

- *Bux's expressions for mean delay do not include packet
preparation time.
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to the network for transmission. In queueing theory
terms.22 a non-concurrent network is a single server sys-
tem in which the jobs (packets) arrive at a rate X and
require an average service time E(Tp+1'+C) If P&K1 the
network is lightly loaded, and we would expect Q<L P,
I=o0., 1If @ >>1, the offered load exceeds the maximum
throughput and the queues will become infinite, as will

Q and i. Let us now investigate what happens when € falls
between these two extremes.

| We examine two specific cases of non-concurrent net-
works: the single token ring and the ordered access bus.
Borrowing from the analysis of Bux, we find the following

expressions for the improvement factor I for the two

cases:
Ring -
- p(E(TZ) + 2 E(T_) +T?)

I = £(p)|T+ £ B (2.4)

T + E(T)
: P

Bus r

I = f(P) T,(3 -'P) - 2T(1 -p)

P (E(T2) +TE(T,) +7%/3)
E(T,) +T/2

(2.5)

where T = E(T;) is the mean propagation delay, T, is the

time needed for scheduling in the ordered access bus, and
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£(p) = 2(1 - p)(P+ E(T) + 37/2)! (2.6)

Figures 2.5 and 2.6 show the concurrency improvement
factor I plotted as a function of e for the two cases.
Each figure has five different curves, with each curve
having been calculated using a different statistical
packet distribution and different T. The five combinations
used are summarized in Table 2.1. The packet length
distributions were chosen to represent a wide range of
possibilities for the first and second moments of Tp. The
exponential distributions are used commonly in local net-
work analyses and simulations. The discrete distributions
(distributions 3 - 5) could stem from networks whose
interface bandwidths vary widely from user to user.
Figures 2.5 and 2.6 suggest that, over a wide range
of packet length distributions, propagation delays and
topologies, the reduction in delay afforded by concurrency
is negligible unless f is near 1 or greater than 1, i.e,
unless the non-concurrent network is at the threshold (if
not over the threshold) of stability. Based on these ob-

servations, we assert the following Concurrency Principle.
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+ .256(T-1072)

. 2
Dlstrlbut}on pr(T) E(Tp) E(Tp) T
(TAin seconds) (sec) (secz) (sec)
5
105 71077 u_ (1) 107 10710 | 3x107°
3
107 71977 y_ (1) 1073 1076 3%1072
.uS(T-lo‘é) + .BJ(T-10'5)
+ .2J(T-1o'”) 3x10‘5 3x1o‘8 3x1o‘6
+ .16(T-1o'3)
(8/9)8(T-5x10"") |
Py 1076 3x10"12 | 3x107®
+ (1/9)8(T-5x10"")
.54(T-10"7)
-6 -11 -
. . 258(7-10-) 3%10 3%10 %1072

Table 2.1

Packet length distributions and propa
used for curves in Figures 2.5 and 2.

gation delays
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The Concurrency Principle. Define the following

variables:

T D(i,j) = duration of a packet generated:
by ith user and addressed to jth
user.,

‘AS D(i.j) = average rate of production of

packets generated by ith user

and addressed to jth user,

For most useful networks of interest, it is necessary for
at least one of the following conditions to be satisfied
in the non-concurrent system, in order for concurrency to
provide substantial reduction in delay:
s
2) Prob[(@ + Tg p(i,j) + C +T)>N] > § (2.8)

where ES D() is the expectation over all sources and des-
tinations, " 2" means nearly equal to or greater than,

and where M and § depend on the requirements of user i.

Discussion. The quantity on the left hand side of
condition (1) is the network usage parameter @. Thus
éondition (1) states that, for most networks, we can
expect I>>0 only if ezl. a fact suggested by Figures
2.5 and 2.6.

The justification for condition (2) is not as obvious.
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The quantity in parentheses is the delay experienced by a
packet between its creation and arrival at its destination.
The idea behind condition (2) is that users might have a
maximum tolerable delay in delivering data, perhaps due to
finite buffers or due to the nature of the data itself.
This maximum might be exceeded if Q were to become large
for even a short time span. Consider, for example,ia
network carrying voice traffic., Certainly in this case
there is a maximum length of time that may elapse between
delivery of successive packets, because the data is being
handled in real time. Another example would be an emer-
gency network that spends most of its time transmitting
little or no data. Because of these long dormant periods,
we are bound to have <1 (recall that e involves the
average packet arrival rate which in this case would be
quite low). However, when an emergency occurs, the amount
of traffic in the network increases drastically, and this
heavy load may lead to long queueing delays over the short
term (i.e. during an emergency). Unfortunately, this is
the time interval during which delays can be tolerated
least., Such bursty traffic is common to local networks,
whose peak to mean traffic ratios often exceed 1000.1
Although the network queues may remain stable over the
long term, the above examples illustrate that such long

term stability is not always the most relevant measure of
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network performance.

A number of other comments are in order regarding
the Concurrency Principle. This Principle is not a totally
general statement that applies to all local networks. One
can easily conceive of examples (albeit rather pathological
ones) designed specifically to violate the Principle.
Further, we do not dismiss the possible existence of a
packet length distribution that leads to I »»0 when, say,
@ = .4. However, Figures 2.5 and 2.6 suggest that for
typical networks, the ability of concurrency to reduce
delay is limited to those cases in which the‘non-concurrent
network is unstable, which is condition (1).

Several other observations can be made. In particu-
lar, note that conditions (1) and (2) were stated as being

necessary but not sufficient. Indeed, there exist at least

three situations in which the use of concurrency may still
fail to reduce delay:

(i) We have thus far assumed that network resources
available through concurrency will always be sufficient to
handle user demand, i.e., that the achievable level of
concurrency will always exceed the level required. How-
ever, we shall see later that, depending on implementation,

this may not always be so., If

(D Ag p(1 i) (Eg p(Tg p(1,3) + C+T) 3 m  (2.9)

i,J
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where m is the maximum achievable level of concurrency,
the network will remain unstable even with concurrency.
Eq. (2.9) was written assuming for simplicity that all
packets are of equal length and occupy equal bandwidth.
This equation is clearly the m-server equivalent of
Eq. (2.7).

(ii) Assuming that a user can transmit only one
packet at a time, it is possible to have a bottleneck at

some transmitter:
(2 Ag plisi))(EQ(Tg p(i,3)) +C) 21 (2.10)
J ’ ' ,

for one or more i, where ED() is the expectation taken
over all destinations. Condition (2.10) would lead to an
unstable queue of packets at station i, and concurrency
in the network could not alleviate the problem,

(iii) Assuming that a user can receive only one
packet at a time, it is possible to have a bottleneck of

packets waiting to be sent to that destination:
(‘l,__,"AS,D(i.j))(ES(TS.D(i.j)) +C) 21 (2.11)

for one or more j, where ES() is the expectation taken
over all sources.

One final observation should be made. It was noted
earlier that the packet preparation time P typically dom-

inates all other contributions to the delay D in Eq. (2.1),
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sometimes by an order of magnitude or more. Therefore,
it is conceivable that we could have network stability

(Q( 1) while having
(ZAg p(i,iN) P 2 1 (2.12)
J ]

since P is usually much larger than E(Tp) +C+ T, Con-
dition (2.12) indicates an unstable queue of information
waiting to be put into packet form at user i. If (2.12)
holds for some i, then the packet preparation process at
user i must be accelerated, either by decreasing P for that
user or perhaps by using multiple "packet preparers" in
parallel.

The possibility of condition (2.12), while being a
viable concern in its own right, does not have significant
relevance vis a vis the Concurrency Principle or any of
the accompanying discussion, for (2.12) is most appropri-
ately viewed as a user problem rather than a network
problem. No Change in network design can alleviate the
instability indicated in (2.12) if it exists, nor is the
rest of the network affected, except of course for those
users who desire information that is hung up in the (un-

stable) queue in question.
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Methods for Achieving Concurrency

For most of this Chapter we have regarded concurrency
as a general networking technique, without considering how
the concurrency would actually be achieved in the network.
As mentioned in Chapter 1, frequency multiplexing and
spatial multiplexing are the two chief methods of realizing
concurrency. Let us now take a closer look at these two
methods, examining the application of each in reducing
network delay through stabilization of unstable conditions.
Along the way we will interpret these methods in light of
the Concurrency Principle, as well as compare their rel- |
ative effectiveness and utility.

Consider a network whose interfaces operate at rel-
atively low bandwidths, such that E(Qp)$>'rl For example,
assuming a 1000-bit packet and T = 10 psec, this corres-
ponds to packet bandwidths of 50 MHz or less. Say that
this network is unstable (€7>1), and that we wish to
stabilize it through concurrency. We have two choices,
spatial multiplexing and frequency multiplexing. If the
interface bandwidth is constrained such that E(Tp)$>'r.
then spatial multiplexing is not an appropriate alterna-
tive, since the packet length far exceeds the network
"size," and typically only one packet could fit spatially
onto the network at once. On the other hand, frequency

multiplexing seems quite well suited to this particular
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problem, since with each user occupying only a minute

- portion of the total available bandwidth, a large number
of users could be accomodated simultaneously. In fact,
assuming that the total network bandwidth is B, and that
each packet requires bandwidth W, we may say via the Con-
currency Principle that a necessary condition for stabil-

ization by frequency multiplexing is
AE(T) + C+T) < B/W (2.13)

where )\9 -Z’\S,D(i'j) is the total packet generation
rate in thgjnetwork.

A dual argument could be made in the case of a net-
work whose interfaces operate at or near the link band-
width., Here, frequency multiplexing would lose favor
because individual packets require so much bandwidth that
a sufficient number of separate channels may not be
available. On the other hand, with high enough data rates
the packets become much shorter than the network size
(E(Tp)<<'T) and a large number of packets can be multi-
plexed spatially.

Again, the above arguments exploit a certain duality
between packet length and packet bandwidth, a duality that
assumes the number of bits per packet to be a constant.

A number of other significant comments can be made

about the previous examples. Consider again the case of
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an unstable network with low bandwidth interfaces. We saw
that frequency multiplexing was an effective method of
stabilizing this type of network. Alternatively, we might
think of stabilizing the network by increasing the inter-
face bandwidth capabilities, if feasible, to the point
where a sufficient degree of spatial multiplexing were pos-
sible. In fact, if we increased the interface bandwidth

capabilities we might even be able to stabilize the net-

work without going to concurrency as long as A(T'+ C) < 1,

To see this, recall Eq. (2.7). With sufficiently high data
rates we will have E(Tp)<<‘1’+ C and & AT+ C)., Phy-
sically, increasing the data rﬁte in this case has lowered
the service time E(Tp) + T+ C to the point where the net-
work can handle packets at a rate high enough to maintain
stability without concurrency. It is important to note,
however, that if A(7+ C) > 1 then even infinite interface
bandwidth usage cannot stabilize the network.

The above examples have suggested a degree of duality
or interchangeability between spatial multiplexing and
frequency multiplexing. This duality does exist, at least
in principle. 1In practice, however, there are a number of
technological issues inherent to each form of multiplexing,
and the various tradeoffs will often favor one method over
the other. For example, spatial multiplexing requires the

use of high speed interfaces, the cost of which may be
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prohibitive for many users in the netwbrk. On the other
hand, frequency multiplexing with optics technology is not
a trivial undertaking, either, as we shall see in Chapter 4.
A further consideration is the effect of power division
limitations to be studied in Chapter 3. We shall find

that these limitations favor the use of frequency multi-
plexing when peak laser power is limited. However, if the
peak source power is sufficiently high, the advantages of
frequency multiplexing in this situation are not as clear.
Overall, it may be said that the multiplexing method of
choice will often depend on technological tradeoffs‘and
capabilities, and that in practice the two methods will not
be completely interchangeable.

In the next two Chapters we investigate a number of
implementation issues inherent to the exploitation of fiber
bandwidth. In examining these technological considera-
tions, we draw a number of conclusions that not only are
significant in themselves, but should also clarify the
tradeoffs between the multiplexing methods that we have

discussed.,
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Chapter 3

Power Division Issues in Local Networks

Introduction

In a local network, a user transmits information by
injecting signal power into the communications medium.
The power is then distributed in some way among the other
users, according to the network topology. Clearly, a given
amount of signal power may be divided up among only so
many users before the received energy levels drop below the
minimum required for acceptable error rates. This limi-
tation on the number of users that a (passive) network can
support is often called the power division problem. It
tends to be particularly troublesome in networks employ-
ing fiber optics, principally due to the cumulative ef-
fects of many slightly lossy optical components, as we
shall see later in this Chapter.

The power division problem is well known in the con-
text of fiber optic local networks, and has been discussed

22 There are at least

to some extent in the literature.
two motivations for its inclusion in this Thesis. First,
signal power limitations tend to be so severe that the
issue probably warrants consideration in most any treatment
of fiber optic network design. Indeed, we will see that

power division limitations can have fundamental bearing on
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our choice of frequency multiplexing versus spatial multi-
plexing. Second, we would like to expand on previous

work in power division by investigating the potential im-
pact of emerging technology, such as heterodyne detection
and optical amplifiers.,

In this Chapter, we shall examine the power division
problem for some typical local network topologies, com-
paring the topologies on the basis of the maximum number
of users that each can accomodate. We then investigate
a number of potential methods for alleviating power divi-
sion limitations.,

We shall see that the severity of the power division
problem is a strong function of network topology. The
most common topologies for local networks are the ring,
bus and star. Typically, the ring structure consists of
a closed loop of point to point links. Such a config-
uration is an interesting case, for with point to point
links (packet regeneration at each node), the ring suffers
from no power division problems. Thus, the ring would
seem to be an extremely attractive topology for use in
fiber networks, considering the burdensome power limi-
tations typically involved with optics technology. How-
ever, the ring is not a universal solution to the local
network problem. Recall our initial motivation in Chap-

ter 1; we seek useful methods of exploiting fiber band-



width. However, in a ring structure with (non-optical)
regeneratisn at each node, the usable bandwidth is neces-
sarily restricted to the postdetection bandwidth of the
receivers in the ring. Even with state of the art tech-
nology, this bandwidth is at least two orders of magnitude
lower than that available from the fiber. Perhaps a more
significant disadvantage of the ring topology is that, if
a subset of users wishes to operate at very high data
rates, all others in the network must be able to operate
at these data rates, i.e., a ring with packet regeneration
at each node requires identical interface bandwidth capa-
bilities for all users. This requirement may well be
unattractive economically for users interested only in
interactive keyboard traffic or other low bit rate appli-
cations. On the other hand, buses and stars are much
better suited to a network whose interfaces utilize widely
varied amounts of bandwidth, for these topologies do not
require packet regeneration. Thus, we have good reason
for studying these structures in depth.

It is worth noting that the above argument against
the ring assumes that packet regeneration occurs at each
node. It is of course possible to make a ring network by
instead using waveguide taps at each node, in which case
the bandwidth problems mentioned above do not apply. Such

a topology really amounts to a bus with the ends connected,
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and as such faces essentially the same power division
problems as the bus. Thus, for purposes of this Chapter,

we will not consider this type of ring as a separate case.

The Bus Topology

We wish to determine the maximum number of users
that a bus topology can support. This specific problem
has been treated in the literature, at least for direct
detection. An analysis will be performed here for both
direct and heterodyne detection, and the results will be
compared. We recalculate the direct detection case not
only for the convenience of the reader, but also to ensure
that any comparisons between direct and heterodyne de-
tection are made on the basis of equal assumptions and
parameter values. In addition, we will need the specific
results of both analyses in the sequel.

Consider the bus topology of Figure 3.la. Assume
that the bus is unidirectional, carrying information from
left to right. (Obviously, a true network would need two
such buses, one for each direction. The power division
issue would be the same for each bus, so we consider only
one.) Assume initially that the coupling constants K
are fixed and are identical for each coupler. For sim-
plicity, we neglect loss in the fiber between the users.

Figure 3.1b shows an individual waveguide coupler'.z6
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An individual waveguide coupler. A user
injects signal power into port b, and
receives power at port b'.
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Signal power from upstream users enters the coupler at
port a, and a fraction K of that signal power is coupled
off the main waveguide, into the user's detector at port
b'. To transmit information, the user injects his signal
into port b, and a fraction K of that power is coupled into
the main channel, out port a', to users downstream. Note
that the coefficient for coupling power onto the main
channel is the same as for coupling power off, a signif-
icant fact in network applications as we shall see.

Any real waveguide coupler has an excess loss as-
sociated with it, attributable to factors such as loss at
the fiber connections and imperfections in the walls of
the coupler channels. Assuming equal loss in both chan-
nels of the coupler, we have the following equations

relating the signal powers at the various ports:*

-=/10

dJ
1}

KP.

b (3.1)

+ (l-K)Pa 10

-o/10

‘g
n

(1-K)P

b ¥ KPa 10

(3.2)

where &« is the excess loss of the coupler in dB. To
determine the maximum number of users N that the bus can
support, let us examine the worst case, in which infor-

mation from user 1 must travel the entire length of the

*These equations assume sufficient orthogonality of the
modes entering the coupler at ports a and b,
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bus to user N, If PS is the signal power entering port b
of coupler 1 and Pr is the received signal power at port

b' of coupler N, it is easy to show that

P
R At SR T (3.3)
S

For K, we choose the value that maximizes the received

signal power Pr in this worst case. That value is K = 2/N,

and (3.3) becomes

P N-2
r . A4 [N-2 10-Ne/10 (3.ba)
P_ 2 LN

For large N, (3.4a) can be approximated by

N
L

p |
~ L4 -2 15-N%/10 (3.4b)

We see from (3.4b) that the ratio of received power to
transmitted power decays exponentially with N, and will

be dominated by that dependence. Such a dependence is not
favorable if we are interested in accomodating a large
number of users in the network.

To calculate N, we need values for Ps and Pr' In
this and all subsequent analyses we assume -10 dBm for the
optical source power PS. This is a rather conservative
figure.17 Interestingly, however, the maximum value of N

has a relatively weak dependence on P_. From Eq. (3.4b),
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it can be seen that N will be approximately proportional to
l°g10(Ps/Pr)' Two important observations can be made.
First, the numerical values that we calculate for N, and
the resulting conclusions, are not strongly coupled to the
value that we use for Ps' Second, and perhaps more cru-
cial, we will not be able to increase the maximum value of
N significantly for the bus by merely increasing the source
power,

We take Pr to be the minimum signal power required at
the receiver to achieve a 10”7 error probability. The
numerical value of Pr will depend on the signal set, signal
duration T, detection method and various detector para-
meters. Parameter values used here are k6 = 4.1x10-21,
where k is Boltzmann's constant and 6 the absolute tem-
perature, wavelength A= 1.3 B, receiver capacitance C =
5 pF, detector load resistor R such that RC = +25T, detec-
tor quantum efficiency n =1, and APD gain excess noise
factor x = .5, For direct detection, the APD gain <G is
chosen to be optimum in all calculations. For heterodyne
detection, we assume sufficient local oscillator (LO) power
to achieve quantum limited operation. Effects such as
intersymbol interference, finite laser linewidth and excess
L0 noise are ignored here., The resulting Pr values are
listed in Table 3.1.

The maximum N = Npax M2y now be calculated from (3.4).,
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’ Binary Signal Set, PrT
Detection Method Demodulation (joules)
Direct/Baseband ASK Incoherent 1.9:{1.0"16
Direct/Subcarrier ASK Incoherent 5.6x10'16
ASK Incoherent 2.0x10"17
Heterodyne FSK Incoherent 1.0x10°%7
PSK Incoherent 5.01::10_18

Table 3.1 Receiver Sensitivity

Numbers uéed:

ke = 4.,1x107%t X =
RC = .257T hUo =
C = 5 pF Ps =
{G> = optimum value for all direct

detection calculations

5
2.3x10°19 Joules

-10 dBm
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Figﬁre 3.2 shows Nmax versus signal duration for hetero-
dyne detection and direct detection/baseband, assuming an
excess coupler loss &= 1 dB.

Several comments can be made about Figure 3.2. The
values for Nmax are in general quite low, considering the
number of users that one might typically want to connect
with a local network. Clearly, the bus structure repres-
ents a severely power-limited environment. In such an
environment, it is natural to seek modulation and detection
methods that offered high receiver sensitivity. Table 3.1
reflects the well-known fact that heterodyne detection
yields over 10 dB greater receiver sensitivity than direct
detection, and even more if the relatively exotic FSK and
PSK are used’f3 But Figure 3.2 illustrates that, when we
translate this increased receiver sensitivity into values

for Nmax’ the increase in Nm » though significant when

ax
compared to direct detection, is still not sufficient to
make the bus a particularly attractive network topology.

It may also be concluded from Figure 3.2 that, at least

for the case of the bus topology, the benefits of fancier
signal sets such as FSK or PSK certainly would not out-
weigh the increase in receiver complexity inherent in their
use., (Simplicity and economy in receiver structure are

important in a local network, since there are a total of

N receivers.)
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A number of factors are responsible for the low Nmax
values of Figure 3.2. First, recall frdm Eq. (3.1) that
only a fraction K of the available source power PS enters
the network for transmission to other users. For example,
with N = 100 the optimum K is .02, and éo 98% of the total
source power injected into port b leaves port b' and is
wasted, i.e., the signal power available to the rest of the
network is only .OZPS.

Recall that our bus analysis assumed identical K's for
all users. One might ask if Nmax can be increased by vary-
ing the K's along the bus in some manner. This issue is
addressed in Appendix A, where we show that varying K along
the bus will not yield significant improvement in Nmax'

By far the most dominating effect is the end to end
excess loss Ne dB., We first noticed this dependence in
Eq. (3.4b). If o is around 1 dB, a typical number for off
the shelf components, it is obvious that the end to end
excess loss for N = 100 will be prohibitive by at least
60 dB., Figure 3.3 illustrates the rather dramatic depen-
dence of Nmax on & Clearly, we cannot afford to have o
greater than about .2 dB if we desire an N over 100.

This temporarily concludes our discussion of power
division problems in the bus topology. lWe will return to

this topic later in this Chapter, but first, let us examine

the second topology of interest, the star network.
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The Star Topology

Consider the star topology in Figure 3.4a. Each user
is connected to the central star coupler by a pair of uni-
directional liﬁks. Signal power transmitted by individual
users enters the star coupler on the "inbound" links. The
optimum distribution of power among the outgoing links is
an even distribution, for this even distribution makes
the worst case received power Pr the least severe. (One
could imagine an active star coupler that might be capable
of reading packet addresses and concentrating the power on
the appropriate link. The present analysis will focus on
passive couplers only.) Physically, there are a number
of coupler designs that (ideally) can accomplish even
power distribution.19 One type of coupler that is popular
in larger star networks is shown in Figure 3.4b. 1In this
device, the signal power from any user is divided up by
an array of 50/50 waveguide couplers. Smaller arrays can
be combined into larger ones, to connect up to 2" users,
where m can be as largg as necessary.

At first, the star topology may seem too cumbersome
for practical network application. Clearly, connecting a
significant number of users in a star configuration will
require an enormous amount of fiber, compared to that
required in the linear bus topology of Figure 3.1a. How-

ever, the star handles signal power in a much more ef-
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ficient manner than does the bus, an efficiency that
enables the star to support a far greater number of users.
For instance, with a star the source power is injected
directly into the fiber rather than through a low-coef-
ficient waveguide coupler at the source, as was the case
with the bus. Signal power is then divided naturally in
an equal manner among the users. The most important dif-
ference, however, is that the star is much less sensitive
to excess loss of the waveguide couplers. In the bus,
lossy waveguide couplers caused a worst case excess 1loss
of NanB, and this factor was the major limitation on Nmax'
On the other hand, to connect N users together with a star
coupler of the type in Figure 3.4b, the signal need pro-
pagate through only logzN couplers. Thus, with an excess
loss of & dB per coupler, the excess loss between users is
ulogzN. For large N, the difference between N and ulogZN
is quite significant.

If the available source power is Ps and the power
received by each user is Pr’ it follows from the previous

discussion that
= 3 10~ (5/10)1og,N (3.8)

ro.
P
s

Solving for N,

1

P

N = [P_s]i + (u/10)10g210 (3.9)
T
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A comparison of EQuations (3.4b) and (3.8) support the
observations of the previous paragraph. For large N, the
attenuation in the star will be significantly less than for
the bus. 'Both have an exponential dependence, but the bus
attenuation varies exponentially with N, whereas that for
the star varies only as N to a power.

Values for Nmax were calculated, using PS = -10 dBm,
o= 1 dB and the P_ values of Table 3.1. The results
are displayed in Figure 3.5. It is clear that, even with
direct detection, power division limitations for the star
are negligible compared to those for the bus. Indeed,
before we run out of signal power in the star, we will
most likely run into other limitations. For instance,
this analysis assumed perfect 50/50 splitting of power
by each element in the star coupler. In practice, we would
expect small deviations from 50/50 at various stages within
the coupler array. This effect would tend to lower Nmax
slightly. Nevertheless, it is evident that, for typical
network populations, the star is an effective way to avoid

power division limitations.

Power Division and Concurrency

Thus far in this Chapter, we have taken an extensive
look at the power division problem for two of the most

popular network topologies. It is evident that this issue
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by itself is an important component of fiber network design.
It is perhaps not as clear how power division considera-
tions relate to concurrency and multiplexing, the main
topics of this Thesis.

The relationship between power division and con-
currency is simple but important. Recall once again
Figures 3.2 and 3.5, where Nmax has been plotted versus
the signal duration T for the bus and star, respectively.
Note that the power division limitation on Nmax becomes
decidedly more pronounced as the signal duration deéreases.
This dependence results from the well-known fact that the
error rate is a (monotonic increasing) function of the
ehergy per bit PrT’ and not of the signal power Pr alone.
The severity of power division limitations at smaller T
has an influence on our choice of frequency multiplexing
versus spatial multiplexing as a means of achieving con-
concurrency, at least in the case where the peak source
power is constrained. To obtain a significant level of .
concurrency via spatial multiplexing requires signal dur-
ations small enough such that Tp &< T. With T= 10 psec,
for instance, a signal duration T << 10-8 sec is necessary,
assuming a 1000-bit packet. Based on Figures 3.2 and 3.5,
it is easy to conclude that spatial multiplexing may lose
favor in a severely power-limited environment.

On the other hand, frequency multiplexing can actually
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assist in alleviating power division problems. A fun-
damental fact implicit in Eq. (2.1) is that, since the
packet preparation time is so large (P =2 10 msec), the bit
rate, and thus the packet duration Tp. may be varied over
orders of magnitude without affecting the overall delay D
significantly. 1In other words, we may increase the signal
duration T (and thus ease power division constraints on
Nmax somewhat) without increasing the overall delay, as
long as Tp remains less than P. Of course, when we in-
crease Tp we also increase the network usage parameter N
(B )\Tp. If the packets become so long that €21, and if
the network does not allow concurrency, then the network
will become unstable with Q (and D) going to infinity.
However, if we allow concurrency through frequency multi-
plexing, then we could maintain stability within the net-
work at the higher Tp values. Furthermore, since with
larger signal durations the bandwidth requirements of each
user are comparatively low, we should have little problem
in achieving an adequate level of concurrency through
frequency multiplexing, i.e., the network should be able
to handle even heavy loads.

In fairness, however, two comments should be made
concerning these observations. First, the above argument
against spatial multiplexing applies only when the peak

source power is constrained. If we decrease T, we could
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(at least for heterodyne detection19) recover the original
Nmax by inéreasing Ps accordingly. Thus we could go to
very small T if sufficiently large peak source power were
available,

Second, the above argument in favor of frequency
multiplexing exploits the fact that increasing T has the
same effect as increasing Ps' But we have noted previously
that increasing Ps will not reduce significantly the ef-
fects of lossy waveguide couplers, particularly for the
bus. Thus we cannot claim that frequency multiplexing
alone is an adequate solution to the power division prob-
lem, though it is true that sufficient increase in T can

mitigate power limitations somewhat.

A Second Look at the Bus Topology

Figures 3.2 and 3.5 indicate that the star is vastly
preferable to the bus in local network applications, at
least as far as power division limitations (i.e. limita-
tions on Nmax) are concerned. The disadvantages of the
bus are unfortunate, since its linear structure seems in-
herently better suited for network use, being more adap-
table and requiring much less fiber than the star. There
are also a number of applications for which the linear
topology is better suited. (Most current spatial multi-

plexing schemes, such as D;Net? use a bus structure.) If
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there were some device or method that could yield sub-
stantial increases in Nmax for the bus, it would Clearly
have great significance, allowing use of the bus without
paying the price of power division limitations. We have
already seen that increased receiver sensitivity obtained
via heterodyne detection, FSK and PSK did not improve Nmax
appreciably for the bus, but a number of other approaches
are possible. Thus let us return to the bus topology in

a further attempt to increase Nmax'

Use of Coding. Severe signal power limitations at
the receiver are rather common in communications. Attempts
to improve error rate for a given signal level often in-
volve use of error correcting codes.30 The basic idea is
to allow an increased uncoded bit error rate, thus relaxing
signal power requirements at the receiver, then correct
the errors through use of additional check bits trans-
mitted along with the data (i.e. a parity check code). 1In
the case of local networks, the relaxed signal power re-
quirements should result in higher values for Nmax‘ Fig-

ure 3.6 illustrates the dependence of Nma on uncoded bit

X
error rate for the bus of Figure 3.1a, for two different

values of excess coupler loss &*. The resulting improve-
ment in Nmax is negligible for = 1 dB, even when a low
rate code is used. Even at o= .1 dB, the increase in

Nmax is probably not worth the additional complexity and
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delay inherent to the use of large numbers of parity bits.
Use of Squeezed States. Another potential method for
increasing Nmax involves improving receiver sensitivity
through use of so-called squeezed states or two-photon
coherent states (TCS).31 Yuen and Shapir032-3u have shown
that the novel noise reduction properties of TCS radiation
can be exploited via heterodyne/homodyne detection to
achieve improved SNR, and thus lower signal power require-
ments for a given error probability. However, it has also
been shown that TCS radiation rapidly loses its quadrature
noise asymmetry when propagating through a lossy channel.
Thus, in our bus application, it is doubtful that usihg

TCS to transmit signal energy will improve Nma to a sig-

X
nificant degree. Shapiro has shown25 that a waveguide
coupler requiring infinitesimal insertion loss (K2 0) is
possible by injecting TCS into port b of the receiving tap.
This approach has perhaps greater promise for increasing
Nmax' but recall that the dominant limitation on Nmax is

the excess loss of the taps, not the insertion loss (at
least for e greater than a few tenths of a dB). Moreover,
it should be noted tﬁ;t TCS radiation has yet to be observed
experimentally, and its use in communications is still

quite speculative.
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Use of Optical Amplifiers. We have investigated a

number of potential methods for increasing Nmax for the
bus. None of these methods have provided substantial bene-
fit. The reason for the failure should by now be clear.
All the techniques discussed to this point (heterodyne
detection, use of FSK and PSK, coding and TCS) attempt to
increase Nmax by improving receiver sensitivity. The real
problem with the bus, however, is the excess loss incurred
in propagating through the channel. It is impossible to
build an optical receiver with sufficient sensitivity to
overcome the attenuation on the bus when N is significantly
large (50 or more). In order to find an effective solution
to the power division problem for the bus, we must deal
more directly with the channel excess loss.

One method that accomplishes this task involves the
use of optical amplifiers. The basic approach is illus-
trated in Figure 3.7a. We position amplifiers at regular
intervals along the bus, with each amplifier having suf-
ficient gain to offset the attenuation (insertion loss +
excess loss + fiber loss) suffered by the signal since the
previous amplifier., Thus, in Figure 3.7b, Ga = L-l. By
periodically restoring the signal power, we hope to be able
to extend the bus to additional users, thus increasing
N . Unfortunately, besides boosting the signal power,

max
each amplifier also adds its own noise (and amplifies noise
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from previous amplifiers), so we expect that there will be
some maximum number of amplifiers that can be used.

At this point one might wonder why we do not simply
use regenerative repeaters, for with such devices the bus
could be extended indefinitely. 1In this treatment we
disregard (non-optical) repeaters for the same reason that
we avoided the ring topology at the beginning of this
Chapter. 1If the data must be regenerated, the usab;é band-
width is limited to the bandwidth of the post-detection
electronics, which is orders of magnitude less than the
available channel bandwidth of single mode fibers.

The optical amplifier35 consists of an atomic medium
whose population is inverted. The signal beam makes a
single pass through the medium. The amplifier model that
we shall use is illustrated in Figure 3.8. Here p(t) rep-
resents the signal (and possibly noise) that physically
enters the medium for amplification. The noise from the
amplifier itself is modeled at the input, as shown, by a
noise process w(t) that we assume to be zero mean Gaussian
and (for the moment) white over the frequency bands of in-
terest. The spectral height of w(t) is assumed to be
hy, watts/Hz, which is valid for® Ga'$> 1.

As illustrated in Figure 3.7, the overall structure
consists of a number of sub-buses, each accomodating M

users. A signal propagating the entire length of a sub-
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Model for Optical Amplifier
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bus, from one amplifier to the next, experiences a loss

L

(1 - Z)M qo-e/10 (3.10)
assuming identical couplers. Clearly, M must be small
enough that the error probability at the end of each sub-
bus remains sufficiently low., The maximum value of M is
thus given by the analysis performed earlier in this Chap-
ter (Eq. (3.4) or Figure 3.2 assuming e = 1 dgB),

Consider Figure 3.?b. an equivalent model for the
overall bus structure. If a signal power S, (and no noise)
is launched from the left end of the bus, then just to the
left of the nth amplifier we will have on the bus a signal
power LSo and a noise process of spectral height (n-l)hUb.
Thus as more sub-buses are joined together, the noise level
grows on the downstream portions of the network. We would
like to determine Noax? the maximum possible value of n
(and thus the maximum value of N = Mn) subject to con-
straints on error pProbability and signal power similar to
those used in generating Figure 3.2. We shall see that
Noax? and thus Nmax for the overall structure, will depend
on the number of users M between each amplifier. Of
course, Ny and Nmax will also be a function of receiver

sensitivity. We consider both heterodyne detection and
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direct detection, assuming on-off keying (0OK) in both
cases.,

Optical Amplifiers/Heterodyne Detection. Figure 3.9a

illustrates a model for quantum limited heterodyne detec-

tion.ze’l&3 The noise process n(t) is zero-mean white

- Gaussian of spectral height hUb/b7. In our problem we have

H -
P2 cos wipt + v(t) m=1
sm(t) =
v(t) m=0

over the signal duration 0 € t £ T, where v(t) is the
noise due to the amplifiers on the bus. Clearly the worst
case SNR's will be at the right end of each sub-bus, so we
focus on the users at those positions. Just to the left

of amplifier n:

P, = K3(1 - k)M 10"W10 P (3.11)

S,(f) = FKhU(m-1) = kn-1)ny (3.12)

n

where Ps is the laser source power. Figure 3.9b shows
an equivalent heterodyne model that takes into account both
n(t) and v(t).

Figure 3.9c illustrates the optimum receiver. The
decision rule consists of comparing y to an optimum thfesh-

old value:
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Figure 3.9a

Model for quantum-limited heterodyne de-
‘tection. The noise process n(t) is white
with spectral height hVe/4®, while sm(t) is
an IF signal with additive noise.

3 n'(t)
P.fcoswpt (m=1) (1) A
n receiver |—a m
0 (m=0)
Figure 3.9b

Equivalent model in which all noise has
been combined into n'(t), which is white
with spectral height (hu&/47)(1+47(n-1)/m).
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>
AV T

1 %
Y 3 TP, (3.13)

f

0]
assuming equally likely 0 and 1.
The resulting probability of error is37

Pr(error) = Q((7PrT/2hug)§) (3.14)

©

where Q(x) =;jQZTU'% exp(-y2/2) dy, and Ué = lé(1+%%(n-1)).
X

For Pr(error) = 1077 we set the argument of the Q function

equal to 6. Solving for n,

: P_T
n o= 1Sl geWIo s B, (3.15)
: ‘ 72h 7
= nmax
In Figure 3.10, Nmax = M-nmax is plotted versus M

for various signal durations, assuming coupler excess

loss ™®= 1 dB and source power PS = -10 dBm., It is evi-
dent that the use of optical amplifiers can increase Nmax
by one or two orders of magnitude, at least in the case of
heterodyne detection.

Optical Amplifiers/Direct Detection. lLet us now see

if direct detection can yield similar impressive results.
Binary OOK signaling will again be assumed,

Figure 3.11 illustrates our model for the direct de-
tection process and receiver., The optical signal arriving

at the photodetector is
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Figure 3.10. Improvement in maximum N afforded by
optical amplifiers when heterodyne detection is
used. Binary ASK signalling, coupler excess loss
o= 1 dB and parameter values of Table 3.1 are
assumed.
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Figure 3,11

Model for direct detection and
posti-detection processing.
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r(t) §m(t) + v(t)

5, (t) Prisml 0£t<r

where Sij is the Kronecker delta. We view the power
P(t) = I;(t)l2 incident on the photodetector as having a
known component (given m) plus a random component (due to
the amplifier noise) that we include via a covariance

Kpp(t.u). Thus

EC)m) = |0+ B(uo)]?) (3.16)

B
Kpp(tiw) = s (t)s () K, (t,u) + K2 (t,u) (3.17)

where v(t) = Re(v(t)). Clearly v(t) has the same physical
nature as it did in the case of heterodyne detection, but
in the present direct detection problem we cannot model
v(t) as white noise, since such noise has infinite mean
square value, resulting in infinite average power incident
on the photodetector. We thus model v(t) as having a flat

spectrum over the range |f|<: W:

$(n-1)hy, I£] 2 w
s, (£) = (3.18)
0 HEL
sin 2UWr
K (T) “air KWhv(n-1) (3.19)
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For the photocurrent we have, conditioned on know-

ledge of m,

Bae)Im = {58 (Jsn(0) 2 + E(|u(e)] 20 (3.20)

2.2+x

Kis(T) = [L?[ls (t)] 2 + E(u(t) )] 2k9]s(t)

2
+ (%7) Koo (T) (3.21)
(o]

After the bias subtraction

Br®)m) = {3 E(s,(0)]2) (3.22)

The optimum receiver, assuming conditional Gaussian
statistics, is the integrator shown in Figure 3.11. It
follows that

G -
E(y|m1) = 222 pp =y
hvo r
E(y| m=0) = o0

Var(y | m=1) crf = (#?[p + E(|v(t)] )] %)

T

c; Tr T
;'—UZ [up [dt[duxw(t.u) + /dt/du]{‘zrv(t,u)]
o o ©
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Var(y [m=0) = G’g = (%7- E(Iv(t)lz) %)

2 T
ﬁ) /dt/du KZ (t,u)
o o

with P as in Eq. (3.11),
For W large compared to T-l. the integrals can be

evaluated easily, yielding

2.2
of - g [rr s g
0
LbhJ W(n-1)
= (6% + 2 “1)] 2L (3.2u)

o6 = srefcipu(n-nl(ct + 2p0=l)) L ZKOT (5

Optimum (i.e. minimum Pr(error)) processing of y is given

by the Likelihood Ratio Test (LRT)3®

A=1
p,, (yim=1) &
yim 21 (3.26)
py|m(y| m=0) m=0

for equally likely 0 and 1. We make the standard Gaussian
assumption for direct detection, i.e. y is Gaussian under
both hypotheses.za'43 After some manipulation, (3.26)

reduces to the decision rule

Y.<y, choose il = 0

y<Y. or y>¥, choose fi = 1

A ST P 1+ e % s Tom ¢ Ao we mvmn om o e e
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with

O-L

Y, = ¢ty (3.27)
G - %

Y.= ct._S _y (3.28)
6‘-1_6;1

) k
¢ - (oY )2 . Siins/e) + §Y )
- a L kY 2 y
- -

The expressions for the thresholds are of course compli-
cated by the fact that both the means and variances of y
differ under the two hypotheses.

The probabtility of error is given by
2Pr(error) = Q(Y/&) + Q-Y/6) + Q((Y-Y)/6,)
- A(Y-Y)/¢;) (3.30)

The arguments of the Q functions contain many parameters.
Tﬁe parameter of greatest interest to us is n, the number
of ampiifiers. We wish to determine Npox? the maximum
number of amplifiers for which Pr(error) <1077 can be
achieved in the worst case. Assuming the same values for

load resistor R, k8, etc., as used in Table 3.1, and ap-

proximating the Q function by
-3 -1 _-3x?
Qx) 2 (2mM = x " e

n,., was calculated for various values of M, T and noise

bandwidth W. Figure 3.12 illustrates the resulting

Nmax = Mnmax versus M.,
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The preceding analysis was performed on the premise
that the noise process v(t) was bandlimited. This is cer-
tainly true of any real noise process, but thus far we have
avolded the question of what determines W in Eq.(3.18). W
could be influenced by any of a number of factors. The
original noise w(t) in Figure 3.7 will have some finite
bandwidth. The amplifier gain curve will also have some
finite linewidth. The photodetector has associated with
it a predetection bandwidth. We could also conceivably
place a narrowband optical filter in front of the photo-
detector, or use a frequency selective waveguide coupler,
thereby limiting the bandwidth of the incident radiation.
Thus the original amplifier noise w(t) is subject to many
bandlimiting mechanisms before it reaches the post-de-
tection electronics, The effective value of W will be
essentially the smallest of the bandwidths mentioned above,
Since it is difficult to assign a definite value to W,
Figure 3.12 shows a family of curves, with W ranging over
two orders of magnitude.

Figures 3.10 and 3.12 illustrate clearly that the use
of optical amplifiers in the bus topology yields'impressive

increases in Nma » regardless of whether direct or het-

X

erodyne detection is used. In the case of direct detection,
we see that the improvement in Nmax is quite substantial
10 Hz, thus our conclusions are not strongly

coupled to assumptions about the noise bandwidth.
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A number of other observations can be made about
these graphs. The curves indicate that Nmax is increased
by decreasing the number of users M between amplifiers.
This result is perhaps surprising, since a decrease in M
implies an increase in the number of amplifiers ﬁ; and as
n increases so does the amplifier noise level at the end
of the bus (see Eq.(3.12)). Thus, decreasing M would seem
to degrade the SNR. However, a more dominant effect is
that as VN decreases, attenuation of the signal power over
the length of each sub-bus also decreases (fewer lossy
taps between amplifiers). Thus the ratio of signal power
to noise power actually increases as M decreases, a fact
illustrated in Figures 3.10 and 3.12,

Another result of great practical significance is
that the gain G, of the original amplifiers need not be
high, if we are willing to use enough of them. The total
number of users on the bus determines the overall loss that
a signal would suffer propagating end to end if no am-
plifiers were used. This total loss in turn determines
the amount of overall gain that must be supplied end to end.
It is clear that we have the option of supplying this gain
with either a relatively small number of high gain am-
plifiers or a larger number of low gain amplifiers. We
have noted that the latter case yields more favorable SNR

performance. Perhaps more important, however, is that the
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use of low gain amplifiers should be more attractive in
terms of the device technology required to realize them.
(A high ggin device might also be prone to nonlinearities
and other non-ideal effects.) In fact, we might envision
the limiting case where M = 1, i.,e. each waveguide coupler
comes packaged with a low gain amplifier, the amplifier
gain being just high enough to offset the loss that:the
sigﬁal would experience in propagating through that coupler.
t should be noted, however, that our analysis assumed that
the noise of the amplifiers (referred to the input) was hvb.
an assumption valid only when the gain of the amplifier is
much greater than 1. If we go to a low value of M, the
gain will be no mofe than a few dB, and the noise can no
longer be modeled as having a spectral height huo. The
case of low gain amplifiers is discussed in Appendix B,
where we show that the SNR dergadation due to amplifier
noise may increase as the gain of the individual amplifiers

drops.

Conclusions

In this Chapter we have studied power division limi-
tations in depth. For the bus topology, the excess loss
of the waveguide couplers posed by far the most dominant
limitation on Nma . We found that, because the attenuation

X
on the bus (end to end) increases exponentially with N

S
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(EQ. 3.4b), the effects of excess coupler loss cannot be
canceled by increasing receiver sensitivity or by increasing
source power, at least for N significantly large (100 or
more ).

We saw that the star topology is much less sensitive
to excess coupler loss. More significantly, however, it
was found that the use of optical amplifiers in the bus
configuration was capable of increasing Nmax for that
topology by orders of magnitude. Further, we noted that
the gain of the amplifiers need not be high to prove bene-

ficial in increasing Nma » 2 fact that should be of great

X
practical significance in future applications of this

approach,



i

o

80

Chapter &4

Implementation Issues in Frequency Multiplexing

;ptroductibn

In previous Chapters, we have seen the potential bene-
fits of concurrency in local networks, particularly when'it
is achieved through frequency multiplexing. It remains to
be seen how this multiplexing would actually be performed
in a network employing optics technology. In this Chapter,
we examine a number of possible methods for frequency
multiplexing of signals in local networks. We begin by in-
vestigating the applicability of heterodyne detection.
Direct detection methods are then discussed, including sub-
carrier modulation as well as baseband techniques that em-
ploy optical filters. We would like to compare the various
methods in terms of complexity, efficiency of bandwidth
usage and the number of simultaneous users that can be ac-
comodated. As in earlier portions of this Thesis, the
analysis is not confined to technology that is currently
practical and economical. In taking this approach, we
continue our examination of emerging optics technology, in
order to judge its potential relevance to local networks.

Before frequency multiplexing can actually be achieved.
in a local network, one must address various control is-

sues, such as coordination between users and bandwidth
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allocation. Control aspects of concurrency and multiplex-
ing will be examined in Chapter 5; they will be ignored in

the present discussion.

Heterodyne Detection Methods

Optical heterodyne detection has received widespread
attention over the past several years, particularly for
use in fiber optic transmission sys1:e1'ns.39'l"'0 The various
device considerations germane to heterodyne detection are
by now well known. In this Chapter, our interest in
heterodyning stems from the fact that heterodyne detection
receivers are field detectors, as opposed to direct de-
tection receivers which are intensity detectors. Thus
heterodyne detectors are capable of separating signals
located in disjoint optical frequency bands. This suggests
a method for frequency multiplexing, in which each user
tunes his source laser to a slightly different frequency,
as shown in Figure 4.1. The maximum number of channels
that the system can support (which in this case equals the
maximum number of simultaneous users) obviously depends on
the band interval AU, We now determine how large AV must
be for successful operation.

Let §i(t) be the baseband information signal of user i,
extending from -W to W in the frequency domain, and nor-

malized such that
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Figure 4.1. Placement of signals in the
frequency domain, with individual source
lasers being tuned to slightly different
frequencies.
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Figure 4.2. Heterodyne detector/receiver con-
figuration. With sufficiently large P, we
obtain quantum-limited operation, in which the
effects of the dark current iq(t) and thermal
noise ir(t) can be neglected in the SNR cal-
culations.
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T

%f[gi(t)lz at = 1 (4.1)

=)

The complex envelope of the radiation emitted by user i is

(t) = (4P _sra?)? s; (v)edlkz - 2miavt) o)

where d is the radius of the detector surface. The field
transmitted by user i thus has nominal optical frequency
Ug * iaV. 1In this analysis we assume for simplicity that
all users occupy the same amount of bandwidth (2W at base-
band) and utilize the same time-average power Ps'

Figure 4.2 illustrates the general heterodyne detector
and receiver structure.uB In general, the incident signal
field at a given detector is a sum of contributions from
all users who are transmitting:

U (1) = 2, U (%) (4.3)

i 1

Strictly speaking, Eq. (4.3) is incorrect for two
reasons. The fields incident on a given detector will show
various time delays, depending on the positions of the
sources relative to the detector. Also, because of power
division within the network, the gsi(t) may not all have
the same average power. However, in the present analysis

we are interested only in the pdsitioning of the si(t) in

the frequency domain., Neither the time delays nor the
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power have an effect on this issue, thus we ignore the in-
accuracies in (4.3).

Let the local oscillator be at frequency Uy, ~ V¢

The rate parameter for the total field incident on the

" : ‘ : 2
photodetector will be proportional to |Hs(t) + ULO(QH
integrated across the surface of the photodetector. The
only components in this expression that can make it through
the passbands of H(f) will be those resulting from the
U¥(£)U;5(t) and U (t)Uf,(t) terms. The first of those

terms is proportional to
Z Re[g,i,(t)ejZTr(iAv + U)t] (4.5)
i

and the second proportional to

2 Re[s, (t)e™32MiaV + V)t (4.6)

We would like to find the relationship between V,
UIF"AU and W such that the desired frequency bands (which-
ever ones they may be), and only those bands, are aligned
with the passbands of H(f). In order to receive infor-
mation in band i, it is easy fo see from (4.5) and (4.6)

that we must have
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| Thus to receive information in band i, the local oscillator

(of frequency U, -V ) should be adjusted according to (4.7).

In this approach we hold the passbands of the IF
filter fixed while tuning the local oscillator. 1In prin-
ciple we could do the opposite. 1In practice, however,
tuning the LO should be considerably easier than con-
structing an IF filter that is tunable over rerhaps hun-
dreds of GHz.

This use of heterodyne detection is in many ways
analogous to the superheterodyne receiver of standard
radio. We know from the superheterodyne case that one must
prevent unwanted signal components in the image band from
beating through the IF filter along with the desired
signal, thus corrupting reception. 1In the superheterodyne
problem, this difficulty is dealt with simply by passing
the collection of received signals (i.e, the signal off
the antenna) through a relatively low-Q bandpass filter to
reject the image band before any mixing takes place. 1In
our heterodyne detector the mixing process occurs optically
ahd such pre-mixing image band rejection is not possible,
at least with electronics, We rely on intelligent place-
ment of the individual frequency bands to avoid image band
interference.

Figure L.3 illustrates the basic idea. For purposes

of example, i = 2 has been chosen as the "desired" channel,
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Figure 4.3a., Frequency distribution of UFU .
with V set to receive s,(t). The passbands
of H(f) are indicated by the dashed lines.
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Figure 4,3b. Frequency distribution of UgUX
with v set to receive s.(t).
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The only way to assure that all signals with i # 2 fall
in the stopbands of H(f) is to have

AV > 2V + 2w (4.8)

Clearly, if U&F S>> W the spacing between signals in the
frequency domain will be large compared to the bandwidth
actually being used, an inefficient scheme.,

The preceding discussion suggests selection of a
relatively small UIF' Indeed, an IF frequency as low as W
will work, at least in principle. This would result in AV
values as small as 4W. With W 106Hz to 107Hz. the system
could support a very large number of channels. However,
there are other considerations that may dictate larger
spacings, and thus less efficient use of bandwidth. Spec-
ifically, consider the effect of laser frequency drift.
Frequency drifts of the source laser and LO laser can be
tracked out at the receiver, to assure that the desired
signal falls within the IF filter passbands. However, as
the center frequencies of the other source lasers change,
the relative positions of the frequency bands in Figure 4,1
also change, and we must be sure that the minimum spacing
given by (4.8) is preserved., Thus the value of AV in (4.8)
can be regarded as a lower bound, attained with lasers
perfectly stable in frequency.

Let us now return to the original question of how
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many channels this multiplexing scheme can provide. The
total available bandwidth is either the tunable range of
the laser or the predetection bandwidth of the photo-
detector, whichever is smaller (in practice, it is almost
always the laser bandwidth). Either way, the bandwidth is
quite large. For instance, laser sources tunable over
300 GHz have been repc:r“t:ed.""1 By way of example, let us
choose W = 10 MHz, UIF = 50 MHz, and AV= 200 MHz. These
numbers permit significant leeway for both image band re-
jection and laser frequency drift. Assumiﬁé a total band-
width of 200 GHz, 103 frequency bands can be accomodated,
an enormous amount considering the total number of users
typical of many local networks. Clearly, heterodyne de-
tection provides a natural and effective (albeit techno-
logically nontrivial) way to perform frequency multiplexing
in local networks.

Looking back on Eq. (4.8), we see that the maximum
percentage of bandwidth used in this method is 50%. A
50% efficiency may be more than adequate if W is small,
for in that case a huge number of channels can be accom-
odated. However, if W is 1 GHz instead of 10 MHz, far
fewer channels will be available, and one may wish to im-
prove somehow on the 50% efficiency in order to accomodate
more users. Recall that the bound (4.8) stemmed from the

need to reject the image band. But say that we Placed a

e e e m . s
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frequency-selective device between the main channel and
detector, an optical bandpass device (possibly tunable)
that is capable of blocking the image band. Thenvthe band-
width usage could in principle approach 100%. 1In fact,
suppose that we employed a frequency-selective element
whose Q was high enough that it could reject all frequency
bands other than the one desired. Then all of the neces-
sary frequency selectivity resides with that device, and
we would no longer need to use heterodyne detection to
perform the multiplexing. This brings us to our nextr

topic.

Direct Detection Methods

There are two principle ways to achieve frequency
multiplexing with direct detection. In one method, users
tune their source lasers to different frequency bands, At
a given receiver, a desired band is separated from the rest
by means of a frequency-selective device placed between
the main channel and the detector. The second method
utilizes subcarrier modulation. Different users wishing to
transmit simultaneously use different subcarrier frequen-
cies. The various bands can then be separated by a fil-
tering process in the post-detection electronics. We
investigate both methods, with our chief aim being to de-

termine how many simultaneous users can be accomodated,
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Use of Optical Filters. The frequency-selective
device mentioned previously can take the form of an optical
wavelength filter placed in front of the detector, or a
frequency-selective waveguide coupler. We will compare the
two devices at the end of this section. For now, we refer
to them both generically as optical filters.

The total usable bandwidth in this scheme is the same
aé for heterodyne detection, essentially the tunable range
of the laser. The number of channels that the system can
support (which again in this case is the same as the max-
imum number of simultaneous users) depends on the total
bandwidth and the width of the passbands of the optical
filters., The width of the filter passbands is influenced
by three factors: the bandwidth W of the information sig-
nal, the amount of laser center frequency drift, and the
maximum available filter Q = Qmax' With so many tech-
nology-related variables, it is difficult to say exactly
how many channels are possible. We instead look at two
important limiting cases.

Let the maximum laser center frequency excursion (from
the nominal center frequency) be a4f, and call the total
bandwidth B. The required width of the filter passbands
is then 2(W + Af). 1In the case where 2(W + Af)> Uo/Qmax'
we are not limited by the maximum filter Q and the number

of channels is approximately B/2(W+Af), assuming that all
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packets occupy the same amount of bandwidth W (or at least
are allocated that much). On the other hand, if 2(W+Af) is
less than Uo/Qmax' as would be the case with large signal
durations T and highly stable lasers, then the filter Q
is the primary limitation, and the number of channels is
approximately BQmax/uo‘ This gives an upper bound on the
number of channels possible with this method, under the
constraint 2(W+af) < U /Q . .
It was mentioned earlier that the optical filter may
be realized with either a frequency-selective waveguide
coupler or a wavelength filter placed in front of the de-
tector. From the point of view of the multiplexing prob-
lem, the two types of devices are interchangeable. How-
‘ever, numerous other considerations might dictate the use
of one over the other., For instance, the coupler might
seem to be the more appropriate device for the bus topol-
ogy, since it removes from the main bus only that power
that the particular user is interested in detecting. Such
an advantage is slight, though, since we saw in Chapter 3
that the main contribution to power loss along the bus
is not the insertion loss, but the excess coupler loss.,
In the long run, which type of device is used will probably
depend on issues such as cost, device excess loss, maximum

obtainable Q and tunability if it is required.
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Use of Direct Detection/Subcarrier. In our study of

various frequency multiplexing methods, the use of sub-
carrier modulation techniques is by far the easiest, at
least in terms of requisite device capability. This sim-
plicity does carry a price, however. The maximum number of
simultaneous users may be severely limited by two factors.
First, the usable bandwidth is limited to the postdetection
bandwidth of the receiver electronics. This is at éost a
few Gigahertz, orders of magnitude less than for the meth-
ods discussed previously. Thus the maximum number of
channels will be much lower than beforé. with an upper
bound of approximately Bd/ZW. where B; is the post-detection
bandwidth, The second potential limitation is that the
shot noise entering the detection process is that con-
tributed by all users who are transmitting, not just the
one in the desired band. Because of this effect, the net-
work might be able to tolerate only a limited number of
simultaneous transmissions without significant degradation
of SNR. 1In other words, the maximum number of simultaneous
users might actually be much lower than the maximum number
of channels Bd/ZW.

The remainder of this section investigates analy-
tically the extent of the shot noise limitation: Before we
begin that analysis, however, we discuss one fundamental

implementation issue.
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Subcarrier techniques may be employed in conjunction
with either lasers and single mode fibers (as was the case
with all methods discussed earlier) or LED's and multimode
fivers. (It is conceivable that LED's could be used to-
gether with single mode fibers, but this combination would
not be recommended for use in local networks, since the
power coupled into the fiber wouid be so low.) In this
problem, the rate parameter for the total field incident
on the photodetector is related to |gs(t)l2, where U_(t)
is the sum of complex envelopes from all users trans-
mitting. Thus the photocurrent will contain numerous
cross terms at various positions in the frequency domain.
If 1ED's are used, the complex envelopes of different
sources will be statistically independent. Thus the cross
terms will average to zero and will not affect the mean
photocurrent, With lasers, on the other hand, the cross
terms will in general not average to zero. It is possible
to perform subcarrier multiplexing with lasers, if the line
centers of the different lasers were sufficiently separated
that the beat frequencies fell outside the photodetector
bandwidth. Though this is a viable approach, the re-
mainder of this section will focus on the LED/multimode
fiber method.

Let the complex envelope of the radiation incident on

a given photodetector be gs(f,t). where
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U(Fat) = DU (F,t)

H 1

and the gs'(r.t) are such that

1
E(gsi(i-'.t)) = 0 (4.9)
E(Ug (F,t)U  (F,%)) = o (4.10a)
i J
E(U (r t)U* (F,t)) = o (4.10b)
S
Jf g g (r t)|2 = Pi(1’+ si(t)cosu&t) | (4.11)
S

where si(t) is the baseband information signal of user i,
and S is the photodetector surface. »
From (4.10) and (4.11) it follows that the total

average power incident on the photodetector is

P(t) = Zpiu + 55 (t)cosw t) (4,12)
;

We assume the receiver structure of Figure 4.4, On-off
signaling (O0OK) is assumed. Coherent subcarrier demod-
ulation is employed for analytical simplicity,

This analysis follows closely that of Shapiro.28 For

the photocurrent i(t) we have, assuming the low photon

coherence 1limit,

E(i(t)) = £57p(t) (4.13)

o
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Figure 4.4

Detector and receiver structure for
direct detection/subcarrier problem.
H(f) is a lowpass filter. The photo-
detector has quantum efficiency 7.
The local oscillator has been set to
receive sj(t).
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2.,2+x
Kig(ta) = (SRR(e) + B8 (tou) (4.14)

It follows that

K__(t )‘ = [ aTcos®w el P(T) + 228 | (t-T)h(u-T)
(o) = cos j'r'h—uo? R - u-T
= %J/;Tcos2a37'z(T)h(t-T)h(u-T?

. _[ 2 .2+x ZP . —lﬁ-]‘/;f'}‘(f)' 2,32 (t-u)

where
2 A2+X

z(t) = E—EUE{?EZ:Pi(l + si(t)cosugt) + g%g]

The first integral in the Krr(t.u) expression has magnitude

less than

2.2
%l,—x?ﬁ'i(f)lx(f) df
(o]

where Z(f) = %(Z(f-ij) + Z(f+2fj)) and

K(f) = fdf'IH(f'+f)||H(f')]

At most one of the si(t) can fall within the nonzero
portions of K(f). Thus, as an approximation, the noise
contribution made by the first integral will be neglected

compared to the second. It follows that

2 2+
Krr(T) - %[-eg—uo}f?.zpi * ]s/;le(f)lz ey (4.15)

&

=
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We assume that H(f) is a single pole lowpass filter, with

H(f) = Mm (4.16)
A = 2hvo/eG7 (4.17)
Thus, using (4.13) and (4.16),
E(r(t)) = Pj sj(t) (4.18)
2 2 X
Koo (T) = [ ZP +2k—e] 7 (4.19)

The covariance (4.19) is a function of the powers Pi
received from the various users. For simplicity, we assume
that all the Pi are the same. Such would be the case in
the star network of Figure 3.4, if all users had the same
source power,

Again assuming Gaussian statistics for the noise, the
decision process consists of comparing y to an optimum

threshold. We have

Var(r |1 sent) = Var(r IO sent)
2 .2+x 2
_ e G 2k8|A”
= [—hu—q- nPi + —R =t (4020)
E(y |1 sent) = P,T (4.21a)
E(y IO sent) = 0 (4.21b)
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Var(yl 1 sent) = Var(y IO sent) (4.22)
2.,2+X
= Al x -T/e )| €56 2k8
= A°T(1 - T(l - e ))[;_515_4 n.Pi + & ]

The cutoff frequency of the lowpass filter is chosen
such that &= T/4 , Treating the noise as Gaussian, we
know that the optimum threshold for y is PiT/Z and the

probability of error is .

Pr( ) Q P12 (4.23)
rierror = \/_Vm .

For Pr(error) 1079 = Q(6), we solve for n:

P.T 2k8h v, )
n = - (u'c 2’4
530np_C* ezcz"xRPi

Using the parameter values in Table 3.1, this reduces to
n = 6.5x10'%p,7¢7F - 1.9x10712(g2+5p 1)1

Minimizing over G gives

Q
]

opt 3.ax1o‘1“(piw)‘1 (4.25)

o
L]

2.?x1022(PiT)3/2 (4.26)

Table 4.1 shows the maximum number of simultaneous
users for the specific case of the star network. Values

for source power and coupler loss are the same as those




Number of Users N in Star
128 512 1024
'I'=1o"6 128 105 26
e n=T
T=10 54 3 0
Table 4.1

The maximum number of simultaneous users n,
as determined by the shot noise limitation
(4.26), for the star network. Source power
PS = =10 dBm has been assumed.
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used in Chapter 3. The optimum value of G for the various
cases in Table 4.1 ran between 10 and 100, quite reasonable
for APD gain. The Table shows clearly that there are
circumstances under which the maximum number of simul-
taneous users is limited much more by the shot noise than

by bandwidth availability.

Conclusions

This Chapter has examined implementation issues
germane to frequenéy multiplexing in fiber optic 1local
networks. Three methods were discussed: heterodyne de-
tection, use of optical filters, and subcarrier modulation.
In each case, bounds on the maximum number of simultaneous
users were determined.

When one considers the limitation on total bandwidth
and the T3/2 dependence of the shot noise limitation of
Eq. (4.26), it is evident that subcarrier techniques will
lose favor in high bit rate applications. However,

Table 4.1 shows that with signal durations T = 10'6 sec or
more, subcarrier multiplexing may in fact be capable of
supporting a large number of simultaneous users. Thus this‘
technique should not be disregarded, at least for low
bandwidth applications.

The two other methods that were discussed, those em-

ploying heterodyne detection or optical filters, are quite
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similar in nature. Both are really WDM schemes, multiplex-
ing users at optical frequencies. We saw that hetero-
dyning may be the method of choice if a large number of
low bandwidth channels are needed, for in this case the
optical filters would be required to have an extremely
high Q. On the other hand, we observed that optical fil-
ters may provide a somewhat more efficient use of system
bandwidth when the individual channel bandwidths are very
large. 1In general, two significant statements can be made.
First, both of these methods allow users to be multiplexed
across tens, perhaps hundreds of Gigahertz, providing
substantial levels of concurrency even in high bit rate
applications., Second, the feasibility of either method
will depend strongly on future developments in device tech-
nology. The course of these developments could dictate
which method will carry the most relévance for local net-
work application.

So far we have viewed frequency multiplexing as a
way to achieve concurrency in local networks, and thus
as a potential means of reducing delay between users,
vis a vis the Concurrency Principle of Chapter 2. If
reduction in delay is our sole objective, one may ask how
many simultaneous channels are really necessary. Reflect-
ing on the discussions in Chapter 2, the answer in most

cases may well be, "Not very many." One might wonder, then,
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why we have maintained such great interest in multiplexing
techniques that could utilize hundreds of Gigahertz, and
provide perhaps a thousand or more channels. The answer
lies in thé potential simplification of network control
that would result if each user could be assigned his own
frequency band, i.e., a fixed assignment scheme. This is

one of the topics to be explored in the following Chapter.



rewm

o

103

Chapter 5

Control Issues and Bandwidth Usage

Introduction

In Chapter 1 it was claimed that, in the loéal net-
work problem, the enormous bandwidth of single mode fibers
can be exploited to achieve two purposes: to reduce delay
between users and to simplify network control. The last
few Chapters have discussed how concurrency can lead to
reduction in delay, and how the concurrency can be im-
plemented. Thus far, however, very little has been said
about control. 1In this Chapter we investigate a number of
control issues germane to the exploitation of fiber band-
width in local networks.

This Chapter has three sections. The first two
examine methods in which increased bandwidth usage leads
to an elimination of explicit control within the network.
The two approaches to be discussed are in a sense extreme
cases, and utilize the bandwidth in fundamentally different
ways. One method, which amounts to an application of Pure
Aloha concepts to local networks, involves increased band-
width usage by individual interfaces throughout the net-
work. The other method consists of allocating to each
user a separate, fixed frequency band, i.e. fixed assign-

ment frequency multiplexing.
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The third section in this Chapter discusses control
aspects of a dynamic assignment scheme. This work will
not address issues concerning the actual bandwidth al-
location élgorithm. Rather, it will focus on the operation
of a dedicated control channel, a so-called order wire, to

provide coordination among users in the network.

Use of Pure Aloha Technigues

In most local networks, control consists of some sort

1,22 whose purpose is to eliminate, or

of access algorithm,
at least to reduce drastically, the probability of packet
collisions. 1In these networks, bit rates tend to be such
that individual packets occupy the network for periods of
time much longer than the propagation delay T. The prob-
ability of a packet becoming available for transmission
while another packet already occupies the network increases
monotonically with the packet duration. Thus contention
algorithms may prove quite beneficial at low bit rates,
where the probability of collision would be relatively high
if no control or arbitration were exercised. Consider what
happens, however, if we increase interface bandwidth util-
ization in order to decrease Tp (assuming that the number
of bits per packet is constant) to the point where the

probability of collision is acceptably low without using

any contention algorithm. Indeed, in the limit of infinite
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bit rates the packets would become infinitesimally short,
and the probability of two packets overlapping spatially
(a2 collision) would go to zero, assuming finite packet
generation rates. Packets could then be transmitted when-
ever they become available, without any form of network
arbitration. We must determine how high the bit rates must
be in order for this method to result in acceptable per-
formance.

The transmit when ready scheme is precisely the well-
known Pure Aloha packet broadcasting s1:ra'tegy.23’2L‘L and
in this analysis we will draw on some of the established
results for Pure Aloha networks. For simplicity, it will
be assumed that all packets have identical duration Tp. and
that they are generated via a Poisson process with overall
rate A, |

It is easy to show that the probability of a packet
successfully reaching its destination without collision has
a lower bound of exp(-ZATp) for the ring and the bus, and
also for the star if the "spines" of the star have equal
lengths. This Prob(no collision) is agreement with the
Pure Aloha results in the literature. The chief question
in our local network problem is how high Prob(no collision)
must be (i.e. how low Tp must be) in order to achieve
adequate performance. For any finite bit rate, exp(-ZATp)

will be less than one, so collisions are bound to occur
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occasionally. When a collision occurs, the packets in-
volved must be retransmitted, resulting in an additional
delay in transferral of the information between source and
destination. To find a bound for Tp. our criterion will be
that collisions cannot lead to a significant increase in
the average delay which, in the absence of collisions,
is given by Eq. (2.1) of Chapter 2.

The rate X in exp(-ZXTp) is the overall packet gen-

eration rate in the network:
A= A A (5.1)

where kn is the arrival rate of new packets to the network
and Xr is the rate of packets retransmitted because of

collisions. Regarding packet transmissions as a Bernoulli
process with success probability exp(-ZXTp). the expected

number of transmissions per packet is then exp(ZXTp). Thus

AL Ah exp(2(A, + }r)Tp) -1 (5.2)

A, Aexp(-ZATp) (5.3)

The throughput of a Pure Aloha network is Aexp(-szp).
which has a maximum value of (2eTp)-1. Thus if An exceeds
(2eTp)-1, we are guaranteed network instability, since the
offeréd load exceeds the maximum possible throughput.

Actually, as described above the Pure Aloha scheme is
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inherently unstable at any value of Xn. This is because
there is always a probability, however small, that enough
packets will be transmitted over a sufficiently short
period of time to drive the network into unstable operation,
from which it cannot recover. What is done typically in
practice is to run the network far enough below threshold
that the probability of instability can be neglected.

This criterion immediately suggests a condition for
Tp. We must have An « (2eTp)'1. or

T, = Zex (5.4)

where a <K 1, If the network operates at, say, ten percent
of capacity (a = .1), (5.4) becomes Tp = .018/An. With

Xn = 103/sec, a liberal estimate for typical networks, then
assuming a 1000-bit packet we must use a bit rate of ap-
proximately 50 Mbit/sec.

The condition (5.4) resulted from network stability
considerations. Note that this effective stability thresh-
old is considerably lower (in fact, about 1/50 the size,
for a = .1) than the threshold e= '\nTp of the Concurre’ncy
Principle. This is the price that we pay for removing con-
trol from the network.

Let us now determine whether a network that satisfies

(5.4) with a <1 also satisfies the delay requirement

steted earlier in this Section, namely that collisions do
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not cause a significant increase in the overall delay in
transferral of information between users. Let x be the

number of retransmissions required for a packet. Then

using the geometfic probability distribution27 we obtain
E(x) = e -1 (5.5)
Var(x) = e2a - e? -(5.6)

using XTP = a/2. Assuming a = .1 it follows that

E(x) = 0.1 (5.7a)
var(x) = 0.1 (5.7b)
Prob(x)»5) = 4.5x10'4 (5.7¢)

From Equations (5.7) it is evident that as long as (5.4) is
satisfied with a €€ 1, collisions will not cause a sig-
nificant increase in delay, and Aloha techniques should
provide a viable method of simplifying local network con-
trol. Clearly, however, the practicality of this approach
depends on the bit rates required to achieve a <€ 1., The
previous numerical example with Ah = 103/sec dictated bit
rates around 108/sec. not an unreasonable speed for fiber
optics, power division issues aside (see Chapter 3). If
for some reason Xn were much larger, the requisite speeds
might be prohibitive, Nevertheless we may conclude that,

for many typical networks, extremely high bit rates are
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not required in order to take advantage of the simplifi-

- cation of network control that Aloha techniques provide.

Use of Fixed Freguency Assignment

We now examine a second approach to simplifying net-
work control. This method is based on the results of

. Chapter 4, where we found that frequency multiplexing, when
achieved through either heterodyne detection or narrowband
optical filters, is capable of accomodating a very large
number of simultaneous users (at least for low to mod-
erate bandwidth interfaces). If a sufficient number of

- frequency bands were available, we could again eliminate

the need for formal network control by allocating to each

user a separate, fixed frequency channel. Then any user
wishing to communicate with another would merely tune his
source laser to the appropriate frequency band, i.e. to
the band assigned to the user for whom the packet is in-
tended.

- The fixed assignment method sounds simple enough, but
there are at least two issues relevant to this scheme that
deserve discussion. First, it is clear that fixed assign-

- ment strategies will not be able to use bandwidth as ef-
ficiently as a more general dynamic assignment method.

- Indeed, if the total available bandwidth were not suffi-

cient to provide each user with a separate receiving
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channel, while at the same time satisfying the bandwidth
requirements of individual users, then frequency multiplex-
ing would require dynamic assignment. However, this does
not diminish the potential importance of fixed assignment.
When using heterodyne detection or optical filters, the
total bandwidth is so huge that the number of channels
available will suffice for many applications of interest.
(Recall that we found in Chapter 4 that about 1000 éhannels,
each of 10 MHz bandwidth, could be accomodated using
heterodyne detection.,) 1In fact, if all users in the net-
work can be assigned dedicated frequency bands of suffi-
cient width to satisfy their bandwidth requirements, then
there will be no advantage in going to a more general dy-
namic assignment scheme.

A second issue relevant to fixed assignment conberns
the possibility of packet collisions within a given fre-
quency band. Our aim with the fixed assignment method is
to eliminate the need for explicit network control.
Clearly, if users are free to transmit at any time, it is
possible for two users to send packets to the same des-
tination simultaneously, resulting in a possible collision
on that band. Packet collisions will cause increased delay
in transferral of information, and in general only a certain
percentage increase in delay can be tolerated.

To evaluate the effect of these collisions on delay,
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we note that the fixed assignment approach divides the
overall network into a large number of virtual channels,
oné per user, each of which is run in a Pure Aloha manner,
Thus to draw conclusions we need only borrow from the Aloha
analysis performed earlier in this Chapter,

Specifically, let Ai be the rate of generation of
packets throughout the network that are addressed to user i.

For successful operation we know from (5.4) that

Tp = 2:)‘ (a <<1) (5.8)

is required for all i. Since A, is approximately An/N.
where N is the total number of users in the network, (5.8)
should be even easier to satisfy than (5.4), i.e., the
required bit rate is only (1/N) as large as that necessary
for (5.4). This is particularly important in light of the
fact that we are multiplexing users in frequency. 1If high
bit rates (and thus high interface bandwidths) were neces-
sary to run each of the channels effectively, then (depénd-
ing on N) we might not have enough total bandwidth to
assign each user a separate band,

On balance, then, we conclude that, for typical net-
work traffic, collisions within individual frequency bands
should not degrade significantly the performance of a

fixed-assignment frequency multiplexing scheme.
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Control of Dynamic Frequency Assignment

We have pointed out that some situations may demand
dynamic assignment of bandwidth among users. Such might
be the case, for instance, in a network that achieved
frequency multiplexing through subcafrier modulation, for
with subcarrier techniques the total available bandwidth
might not be large enough to supply each user with a
dedicated channel.

Clearly, a dynamic assignment method requires some
form of coordination among users. Perhaps the most
straightforward method of affecting this coordination would
be to use a dedicated channel, a so-called order wire, over
which only control information would pass. A user wishing
to send a packet would first contact a central controlling
mechanism over the order wire. The controller could then
send information (again over the order wire) to the packet
source and destination points concerning which frequency
band was to be used.

The order wire is really a separate subnetwork itself,
Thus to operate it successfully we must address the same
issues, such as contention and delay, as with any network.
It would of course be desirable to keep the order wire
operation as simple as possible, and one way to do this
would again be to apply Pure Aloha techniques. We could

do this as long as the probability of a collision between
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control packets was acceptably low. Borrowing once again

from the results earlier in this Chapter, we know that the

required condition is

T = 2ea)\ (agkl) (5.9)

where )b is the rate of packet generation on the order
wire and T0 is the duration of the control packets. For
every packet transmitted on the main network there may be
three packets on the order wire (one from packet source to
controller, one from controller to packet source, and one
from controller to packet destination). This factor of 3
would tend to make the right hand side of (5.9) smaller,
making it more difficult to satisfy. However, the amount
of information to be sent in the control packets is small,
containing only details such as the center frequency of the
band to be used. Therefore, To will be small compared to
the duration Tp of packets on the main network, and thus
(5.9) may actually be easier to satisfy than (5.4). For
instance, assuming a packet generation rate on the main
network of 1000/sec, then with a = .1, (5.9) yields

To = 10'5 sec. If the control packets are 200 b{ts long,
this translates to a bit rate of slightly over 30 Mbit/sec.
Even if the packet generation rate on the main network

were several times higher than we just assumed, the bit rate

on the order wire could be increased accordingly without
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burdening the electronics excessively.

l An important conclusion to be drawn here is that the
o overhead* required to coordinate users in a dynamic band-
width assignment scheme need not be excessive. The
- operation of an order wire via Pure Aloha techniques
| should provide an adequate medium over which coordination
. amongbusers can be maintained. )}
-
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Chapter 6

Conclusions and Summary

This Thesis began with the assertion that the enor-
mous bandwidth of single mode fibers can be exploited to
achieve two purposes: to reduce delay in transferral of
information and to simplify network control. Delay re-
duction was explored in Chapter 2, where the concept of
concurrency played a fundamental role. AWe stated via the
Concurrency Principle that the potential utility of con-
currency, as a means of reducing delay, was confined to
two cases, one involving the stabilization of unstable net-
works and the other involving the elimination of short
term delays. These conclusions are important, though per-
haps in a negative sense. Since most current networks
operate well within the range of stability, network usage
patterns will have to change markedly befofe concurrency
gains widespread applicability.

The use of bandwidth to simplify control was examined
in Chapter 5. We investigated two methods, one method
using Pure Aloha techniques and the other employing fixed-
assignment frequency multiplexing. We concluded that both
methods had significant potential, though fixed-assignment

frequency multiplexing will most likely require use of

‘either heterodyne detection or narrowband optical filters,
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technology that is still in a developmental stage.

Chapter 3 investigated power division limitations in
detail, and it was here that we encountered some of the
most fundahental roadblocks to network capability. For
the bus topology, we saw that excess coupler loss was by
far the most dominant limitation for typical network param-
eters. The effect of excess coupler loss could be cir-
cumvented only by switching to a star configuration, or
by employing optical amplifiers on the bus. (Electronic
regenerative repeaters could be used, but such devices
would severely limit the bandwidth capaﬁility of the net-
work. )

One of the underlying goals of this Thesis was to
evaluate the potential applicability of emerging optics
technology to the local network problem. For instance,
we found that heterodyne detection was not particularly
effective as a means of alleviating power division limi-
tations, though heterodyning would be very useful in
implementing a frequency multiplexing scheme. The same
statement could be made concerning the use of narrowband
optical filters or frequency-selective waveguide couplers.

0f the different devices and techniques that we con-
sidered, clearly the most useful one (in network applica-
tions) is the optical amplifier. This device is capable

of increasing Nma for the bus by orders of magnitude,

X
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regardless of whether direct or heterodyne detection is
used. An observation of great practical importance was
that the gain of the individual amplifiers did not need
to be extremely high, if we were willing to use enough of
them,

As this Thesis comes to a close, there are at least

two topics that deserve further investigation. One topic

- concerns the dynamic assignment of bandwidth among users.

In Chapter 5, we demonstrated that an order wire run in a
Pure Aloha manner was a viable means of providing coor-
dination in the network. However, we did not discuss the
actual algorithm that would be used to assign bandwidth,
nor did we investigate alternatives to the Aloha order
wire approach to control.

A second topic that we avoided was the use of spread
spectrum techniques as a multiple access method in local
networks. As with frequency multiplexing and spatial
multiplexing, spread spectrum could conceivably be used
either to stabilize unstable networks or to simplify con-
trol. Spread spectrum will of course have its own set of
implementation issues, and a comparison between it and the
multiple access methods discussed in this Thesis should be

worthwhile.
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Appendix A

Variation of Coupling Coefficients Along Bus

Equation (3.4) was derived assuming that all wave-
guide taps had identical coupling coefficients K. In this
Appendix we explore the possible improvement in Nmax to
be gained from allowing the coupling coefficients to-Vary
along the bus. The optimum distribution of power among
users is an even distribution, in the sense that an even
distribution makes the worst case received power as favor-
able as possible. If all of the coefficients along the
bus were identical, as they were assumed to be in Chapter 3,
the distribution of power will be far from even. We now
derive an expression for K values that Yield an even power
distribution among users. We then investigate the increase
in Nmax that would result if such coefficients were used.

With the couplers (and users) numbered left to right,
let S be the signal power entering port a of coupler i-1.
Let Pi-l and Pi be the power received at port b' of users

i-1 and i, respectively. Then

Piy = SK; Y (A.1)

P.

2
i S(1 - K, _4)KY (A.2)

where Ki-l and Ki are the respective coupling coefficients,
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and Y= 10'°V10. For equal division of power, we set

Pi-l = Pi' yielding
K.Y
Kit =TTy (4.3)

a recursion formula for the coupling coefficients, with
initial condition Kye = 1, where N' is the total number

of taps on the bus. The solution to (A.3) is

1 -Y

A ()

Say that a certain amount of signal power P is avail-
able on the main bus, to the left of user 1. The power

extracted off the bus by user N' is

L ] ”'.1
YN TT (1 - K, )
isl

PYN'[l'—‘;.] (A.5)

d
n

-Y

Going back to Eq.(3.3), we see that the corresponding

equation in the case where all K's are identical is

P, = 2PNTI(1 - 2/N)N-IyN

~ 2pe”2N~IyN (A.6)

Note that N' refers to the number of users on the bus

whose coefficients vary, and N refers to the number of
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‘users on the bus whose coefficients are identical. Let

us compare N' and Nvon the basis of equal Pr/P' i.e. equal
attenuation. We suspect that N' will be higher than N,
because the distribution of power is more optimum on the
bus whose coefficients vary according to (A.4).

Setting Eq.'s (A.5) and (A.6) equal to each other

gives, assuming'rN'<< (1 -v),

N' = N+ (JlogY|)™} logN (A.7)

From (A.7), we see that the increase in Noox
to the log (base 10) of the old value. Because of this
logarithmic dependence, the improvement to be gained from
even power distribution will be quite limited. 1In other
words, the low Nmax values cannot be blamed on suboptimum
distribution of power among users. The dominant limitation

is the coupler excess loss, at least for o greater than a

few tenths of a dE,

W TS TS AP Y OB’ SRR X—ER b PN - -8 w ameps s gy govmem o

is proportional
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Appendix B

Use of Low Gain Amplifiers

Consider once again the bus of Figure 3.7&. In
Chapter 3 we saw that the total amplifier noise at the
right end of the bus (the worst case) had a spectral
height nht%. where n was the number of amplifiers. 1In
obtaining this result we assumed that the noise w(t) of
Figure 3.8 had a spectral height ht@. This assumption
is valid only when the amplifier gain Ga is much greatér
than one. We now examine the case in which the gain is

low,

In general, the (power) gain of the amplifier is

given by

G, = exp(Yz) (B.1)

where z is the length of the medium in the direction of

propagation and36

Y = (N, - (g,/g) )N, ) K(V) (B.2)

where N2 and N1 are the populations of the upper and lower
levels, respectively, &> and'g1 are the degeneracies of
the two levels, and K(V) is a function (independent of Ny
and N2) that depends on the atomic lineshape and other

factors. It has also been shown36 that the amplifier
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noise has spectral height (referred to the amplifier input)

N |
a = hy 2 (1 - 72 (B.3)

o N2 - gN1
‘where g = gz/gi. In the high gain case (N2 > Nl)’
Eq. (B.3) reduces to the expected q = h;é.

We now compare the noise levels at the right end of
the bus in the low gain amplifier and high gain amplifier

cases., R We have that

noise(high gain case) = nhy = Ny (B.4a)
noise(low gain case) = n'ahy = Ny (B.4b)
where
a = 2 (1. (el (B.5)
Né - gNi a *

Note that we use primed notation to indicate quantities
associated with the low gain amplifier bus. Since the
total loss end to end on the bus (in the absence of the

amplifiers) is the same in both cases, it follows that

()" = Gy
' ln(Ga)
n' = n IETEZT (B.6)

The ratio of the noises is then
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N, ) ln(Ga)
N— = a
h In(G})
i1n(G ) -
~ - (1 - g(vy/ny))t (B.7)
. o

From (B.7) we see that the noise is increased when we

go to low gain amplifiers, i.e., the SNR at the end of the

bus will be lower than that found in Chapter 3. To find

the exact noise level, we need knowledge of g and K(v) for

the specific medium to be used. With this information,

(B.1) - (B.3) can be evaluated.

In general, then, we may conclude that the graphs in

Chapter 3 are accurate for M 5> 1 (M > 8 should be suf-

ficient),

gain case,

but because of the increased noise in the low

max for low M will be smaller than that pre-

dicted by the analysis of Chapter 3,
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