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Abstract

Over a century of cosmological observations suggest that only one-fth of the mat-
ter density of the Universe resides in the familiar subatomic particles of the Stan-
dard Model. The remaining eighty percent is known as dark matter (DM), whose
presence has so far only been inferred by its gravitational effects on SM particles
at cosmic scales. This dissertation describes indirect searches for DM decaying or
annihilating into Standard Model particles, particularly x-rays and antinuclei.

A variety of DM candidate particles are expected to decay or annihilate into
x-ray photons, which can be detected by space-based telescopes. For example,
keV-scale sterile neutrinos arise in many new-physics scenarios, and their decay
would produce a distinctive x-ray line. I describe three searches for x-ray line
emission from decaying sterile-neutrino DM using data from the NuSTAR x-ray
observatory, thereby setting world-leading constraints on the decay rate of this
DM candidate in the mass range 6–40 keV.

Low-energy cosmic antinuclei are also a powerful probe of DM. In particular,
low-energy antideuterons are expected to be a nearly background-free channel for
DM detection, owing to their suppressed production in cosmic-ray collisions. The
General Antiparticle Spectrometer (GAPS) balloon experiment will employ a novel
exotic-atom-based detection technique to achieve world-leading sensitivity to low-
energy antinuclei. The GAPS experiment will contain a large-area tracker consist-
ing of more than 1100 lithium-drifted silicon [Si(Li)] detectors, which serve as the
antinucleus stopping target, x-ray spectrometer, and charged-particle tracker. I de-
scribe the x-ray testing procedure used to validate the performance of these detec-
tors for ight. This testing also validates that thick, large-area Si(Li) detectors can
be mass-produced and operated at temperatures as high as –40 ◦C, with potential
applications throughout nuclear physics, particle physics, and astrophysics.

Thesis Supervisor: Kerstin M. Perez
Title: Associate Professor of Physics
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limit (black) to the expected 68% (green) and 95% (yellow) contain-

ment bands derived from simulations. Reprinted with permission

from Ref. [2]. © 2020 by the American Physical Society. . . . . . . . . 130

3-10 Blank-sky NuSTAR spectra from FPMA (left) and FPMB (right) ex-

tracted using the spatial-gradient technique described in Sec. 3.5.4.

The solid red lines indicate the best-t no-DMmodel, including con-

tributions from the 0-bounce CXB (blue dashed) and solar (black

dotted) components. The solar component has been multiplied by

a factor of three to aid visibility. The bottom panels show the resid-

uals (Data – Model) divided by the bin-wise statistical uncertainty

σ. Figure reproduced from Ref. [3] with permission. © 2023 by the

American Physical Society. . . . . . . . . . . . . . . . . . . . . . . . . . 134

3-11 (Left)Constraints on the two-bodyDMdecay rate to a single photon

Γ→x for the spatial-gradient analysis of Sec. 3.5.4. The black solid

line shows the 95%-condence upper limit, the dashed line shows

the median expected limit, and the green (yellow) bands show the

1σ (2σ) containment. (Right) Same as previous, for the parametric

analysis. The data-derived limit is power-constrained at the −1σ

level. For more details, see Ref. [3], from which this gure has been

reproducedwith permission. © 2023 by the American Physical Society.135
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3-12 Best-t no-DMmodel for NuSTARdetector A0 (DETA0) as described

in the parametric analysis of Sec. 3.5.4. A at 2.5% systematic has

been added in quadrature to each bin. The bottom panel shows the

ratio of data to model (D/M). Corresponding gures for the other

seven detectors may be found in Appendix A. Reproduced from

Ref. [3] with permission. © 2023 by the American Physical Society. . 136

3-13 (Left) Coverage of the MSM parameter space as of early 2023. The

blueNuSTAR constraint comes from theMWhalo analysis of Sec. 3.5.4.

Previous NuSTAR constraints [1, 3, 425, 442] are shown in the light

red shaded region. Dark gray shaded regions indicate other x-ray

constraints [376, 390, 397, 401–404]. The red point is the 3.5-keV

detection claim of Ref. [387]. (Right) Magnied view of the region

near m = 7 keV. The dark (light) red contours show the 1σ (2σ)

detections of the 3.5-keV anomaly as shown in Ref. [297]. For more

details, see Ref. [3], fromwhich this gure has been reproducedwith

permission. © 2023 by the American Physical Society. . . . . . . . . . 138

4-1 Spectra of a variety of cosmic-ray nuclei observed near Earth. Only

a small number of experiments are plotted for simplicity, and er-

rorbars are suppressed so as not to clutter the plot. Data taken

from Ref. [471]. References are as follows: AMS-02 [473–476], ATIC-

2 [477], BESS [478, 479], HEAO3-C2 [480], JACEE [481], NUCLEON-

KLEM [482, 483], RUNJOB [484], and TRACER [485–487]. Inspired

by Fig. 30.1 of Ref. [16]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
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4-2 Measured yields of hadrons per unit rapidity y in central lead-lead

collisions at ALICE. The data (red) correspond to mid-rapidity par-

ticles at a center-of-mass collision energy
√
sNN = 2.76 TeV per nu-

cleon pair. The blue lines indicate the statistical hadronizationmodel

predictions for Tcf = 156.5 ± 1.5MeV, µb = 0.7 ± 3.8MeV, and

V = 5280± 410 fm3 [528]. Figure reproduced from Ref. [529] with

permission. © 2018 by Springer Nature. . . . . . . . . . . . . . . . . . 152

4-3 Expected antideuteron ux from a variety of DMmodels (blue, gray,

and green shaded bands indicating Galactic propagation uncertain-

ties) compared to the expectation from secondary astrophysical pro-

duction (black dashed-dotted line). The red shaded region indicates

the projected GAPS upper limit (3σ) after three 35-day Antarctic

ights. The black lines show the BESS (95%, Ref. [537]) and pro-

jected AMS-02 (3σ, Refs. [519, 538]) upper limits. For more details,

see Ref. [539], from which this gure has been reproduced with per-

mission. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

4-4 Schematic of the BESS-Polar II instrument in its nal conguration.

The detector subsystems are described in Sec. 4.3.1. Reproduced

from Ref. [548] with permission. © 2012 by the American Physical

Society. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

4-5 Schematic of the AMS-02 experiment on the International Space Sta-

tion, showing a charged particle (red) entering from the top of the

instrument. The detector subsystems are described in Sec. 4.3.2. Re-

produced from Ref. [549] with permission. © 2015 by Elsevier B.V. . . 159
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5-1 A simulated low-energy antiproton event in the GAPS experiment.

The antiproton (green dotted) enters from the upper right, pass-

ing through two layers of TOF panels and two tracker layers before

stopping and annihilating into a shower of secondary pions. These

secondary pions are tracked through the tracker and TOF system.

For more details, see Secs. 5.2 and 5.3. Reproduced from Ref. [558]

with permission. © 2023 by Elsevier B.V. . . . . . . . . . . . . . . . . . 164

5-2 Schematic of an exotic-atom cascade beginning in a state with high

principal quantum number n and orbital quantum number l. The

atom subsequently de-excites by Auger (electron-emitting, red) and

radiative (x-ray-emitting, blue) transitions, eventually being cap-

tured by the nucleus in an n = 5 state. Reproduced from Ref. [566]

with permission. © 2013 by Elsevier B.V. . . . . . . . . . . . . . . . . 167

5-3 X-ray spectra from a GEANT4 simulation of antiproton (black) and

antideuteron (red) capture in silicon. The dashed lines show the

initial energy distributions, and the solid lines show the effect of 3-

keV FWHM detector energy resolution. Reproduced from Ref. [519]

with permission. © 2016 by Elsevier B.V. . . . . . . . . . . . . . . . . . 167

5-4 Multiplicity distributions of charged pions following (from left to

right) antiproton, antideuteron, and antihelium-3 annihilation on

silicon, simulated using GEANT4. Reproduced from Ref. [560] with

permission. © 2021 by Elsevier B.V. . . . . . . . . . . . . . . . . . . . . 169

5-5 Model of the GAPS balloon experiment in its ight conguration,

showing the positions of the various subsystems. For more details,

see Sec. 5.3. Reproduced from Ref. [558] with permission. © 2023

by Elsevier B.V. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
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5-6 Photograph of the GAPS Si(Li) detector module with top cover re-

moved, showing the four detectors (gold), the front-end board (green)

and the SLIDER32 ASIC (black chip in the center). For ight, the

traces between the wirebond pads (adjacent to each detector) and

the ASIC will be covered with copper shields to reduce electromag-

netic interference. Photo courtesy of Mengjiao Xiao. . . . . . . . . . . 171

5-7 A 180-cm-long TOF paddle for the GAPS experiment, wrapped in

black vinyl. The SiPMs and preamplier boards are enclosed in the

rectangular structures at each end. Photo courtesy of Takeru Hayashi.173
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the pink/blue foam at bottom). Photo courtesy of Mengjiao Xiao.
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constructed track. Courtesy of Achim Stoessl. . . . . . . . . . . . . . . 178
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6-1 (Top) Cutaway view of a GAPS Si(Li) detector (not to scale). Differ-

ent features are as follows: (1) top-hat brim, (2) n+ layer, (3) lithium-

drifted region, (4) undrifted lithium layer, (5) nickel layer, (6) gold

layer, (7) guard ring, and (8) active strips. (Bottom) Photograph of

a GAPS Si(Li) detector prior to passivation. The gold-colored sur-

faces are the gold electrical contacts, and the grayish surfaces in the

grooves and top-hat brim are exposed silicon. This gure was re-

produced from Ref. [617] with permission. © 2019 by IOP Publishing.186

6-2 (Left) Photograph of a GAPS Si(Li) module mounted to the SUN

chamber door, showing the cable feedthroughs, Faraday cages, dis-

crete preamplier holder boards (green), and FR4 top board (yel-

low). (Right) Photograph of the Si(Li) module testing system atMIT.

For more details, see Sec. 6.3.3. This gure will appear in the pub-

lished version of Ref. [4]. . . . . . . . . . . . . . . . . . . . . . . . . . . 195
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6-4 Sketch of a simple charge-sensitive preamplier based on an invert-

ing op-amp with gain A, feedback capacitance CF, and feedback re-

sistance RF. For simplicity, the op-amp bias voltages are not shown. . 197

6-5 The data-analysis workow for strip A of GAPS Si(Li) detector 1054

tested at –37 ◦C. (Top) A single baseline-subtracted waveform and

the corresponding τp = 4µs Gaussian-shaped pulse. (Middle) The
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6-6 Schematic of the readout system for a single GAPS Si(Li) strip, show-

ing the various noise sources. The open circles at the right-hand side

of the gure represent the terminals for the discrete preamplier.

Figure adapted from Refs. [619, 638]. . . . . . . . . . . . . . . . . . . . 208

6-7 Stacked bar chart of the Si(Li) detector quality per production batch,
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1
Introduction

Nothing is too wonderful to be true.

—Sir Michael Faraday

At rst glance, it might seem that the disciplines of experimental particle physics

and astrophysics could not be more different. Particle-physics experiments often

represent the pinnacle of controlled experimental conditions—as an example, the

Large Hadron Collider (LHC) beam pipes have a vacuum colder andmore rareed

than interplanetary space. Operators can choose the energies and particle types

brought to collision, with the outcomes of the interactions limited only by the in-

herent randomness of quantum mechanics. In contrast, astrophysics experiments

have almost no control over the signals (electromagnetic radiation, cosmic rays,

and recently gravitational waves) that the Universe sends their way. Despite these

challenges, particle-physics and astrophysics experiments are both concernedwith

the same fundamental questions: what are the constituents of the Universe, and

how do these constituents interact to form the great variety of complex structures

(from the subatomic to the intergalactic) that we observe?

Observations of the large-scale Universe suggest that only ∼5% of the cosmic

energy density consists of familiar atomic matter. Approximately 25% appears to
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be in the form of invisible matter that does not interact with the known fundamen-

tal forces aside from gravity. This dark matter (DM) is the subject of my dissertation.

(The remaining ∼70% of the Universe’s energy density seems to reside in empty

space itself, the even more enigmatic dark energy responsible for the accelerating

expansion of the Universe.) In this chapter, I will briey describe the problem of

DM—in particular, why cosmologists believe it exists and how one might go about

nding it.

1.1 The two pillars of modern physics

As Shakespeare’s Hamlet reminds us, “There are more things in heaven and Earth,

Horatio, / Than are dreamt of in your philosophy.” For millennia, philosophers

and scientists have wondered whether the Earth is made of the same matter—and

follows the same physical laws—as the heavens. With the developments of math-

ematical theories of gravity (both Newtonian and relativistic), electromagnetism,

and quantum mechanics, astrophysicists acquired powerful tools to study the dis-

tant Universe. The compositions of distant stars and galaxies could be probed with

atomic spectral lines, and their velocities measured with the Doppler effect. With

the discoveries of Hubble and others in the early twentieth century that many dis-

tant “nebulae” were galaxies composed of billions of stars—and that almost all

of those galaxies were moving away from Earth—the eld of physical cosmology

truly began. These two pillars of modern physics—quantum mechanics (in the

form of the Standard Model of particle physics) and general relativity—are both

crucial to dening the DM problem, and so deserve further explanation.

1.1.1 The Standard Model of particle physics

The Standard Model of particle physics (hereafter simply “the Standard Model” or

SM) is the culmination of humanity’s centuries-long efforts to determine the fun-

damental nature of matter (for historical reviews, see, e.g., Refs. [5, 6]). In the SM,
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all of the complexity of the material Universe is reduced to a collection of quantum

elds representing the elementary particles, of which there are two types: bosons

with integer spin, and fermions with half-integer spin, as shown in Fig. 1-1. The

fermions are the “matter” particles, and come in two broad categories: the quarks

and the leptons. The quarks and leptons can both be split into three “generations”

of increasing mass, with the two members of each generation differing in electric

charge and weak isospin by one unit. The vector (spin-1) bosons, including the

photon (), the gluon (g), and theW±/Z bosons, are responsible for mediating the

electromagnetic, strong, and weak interactions, respectively. Finally, the recently-

discovered Higgs boson (H) is a massive scalar (spin-0) responsible for breaking

the high-energy symmetry between the electromagnetic and weak interactions, for

granting mass to the W± and Z while keeping the photon massless, and for indi-

rectly granting mass to the fermions.

Despite its successes, the SM has several glaring omissions. Perhaps the most

notable is the absence of gravity. In the language of Einstein’s general relativity,

gravity is not so much a force as a response to the matter/energy content of space-

time. Attempts to create a theory of quantum gravity (e.g., involving the exchange

of spin-2 gravitons) are often plagued by divergences and non-renormalizability

(see, e.g., Refs. [7–10] for reviews). Another issue is the observedmatter-antimatter

asymmetry in the Universe—if the SM interactions produce matter and antimat-

ter in equal amounts, then where is all the antimatter? There are a number of

other outstanding issues—neutrino masses1, the strong CP problem2, the hierar-

chy problem3, etc—some or all of which may be related to a beyond-the-Standard-

Model (BSM) theory. This dissertation will focus one one problem in particular:

the SM only accounts for 5% of the matter/energy content of the Universe. To de-

termine the composition of the large-scale Universe, of course, we require a change

of scale.
1See Chapter 2.
2The apparent ne-tuning needed to ensure the lack of observed CP violation in QCD.
3The apparent ne-tuning of the Higgs boson mass with respect to large quantum corrections.
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Figure 1-1: The Standard Model of particle physics following the discovery of
the Higgs boson in 2012. The fermions include the leptons (green) and quarks
(purple) and are grouped into three generations of increasing mass. The gauge
(spin-1) bosons are shown in red, and the Higgs scalar (spin-0) is shown in yel-
low. © MissMJ, Cush, minor edit by Acrux13, CC-BY-3.0 viaWikimedia Commons.
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1.1.2 The concordance model of cosmology

As the domain of very large length scales and very massive objects, cosmology is

principally concerned with the effects of gravity. The expansion of the Universe—

as well as its apparent homogeneity and isotropy at large scales—can easily be

accommodated within general relativity. In relativistic cosmology described by

the Friedmann-Lemaître-Robertson-Walker (FLRW) metric [11–14], the large-scale

Universe is described by a small number of measurable parameters. Chief among

these is the Hubble parameter4 H0 describing the expansion rate of the Universe,

which in turn depends upon the densities i of its various constituents (matter,

radiation, vacuum energy, etc). It is conventional to normalize the density of each

component to the critical density5 crit ≡ 3H2/(8GN), dening the parameters

Ωi ≡ i/crit. These parameters are also related to the overall curvature of the

Universe: 



 > crit → closed (positive curvature, spherical)

 = crit → at (zero curvature)

 < crit → open (negative curvature, hyperbolic)

(1.1)

What are the constituents of the Universe? A wealth of cosmological data

(some of which are described later in this chapter) are consistent with the follow-

ing breakdown (see, e.g., Refs. [15, 16]). First, the overall curvature of the Universe

is consistent with zero, i.e.,  = crit (equivalently, ∑i Ωi = 1). The Universe is

composed of ∼30% matter (Ωm ≈ 0.3), with “matter” referring to any species

that clumps gravitationally. Curiously, all of the baryonic6 matter described by

the Standard Model only accounts for∼5% of the total energy density (Ωb ∼ 0.05),

with∼25% apparently being comprised of dark matter (DM). As I will discuss in the

next section, this DM cannot interact appreciably with the SM outside of gravita-

4In cosmology, a subscript 0 refers to the value measured today. It is also common to write cosmo-
logical parameters with factors of h, dened by H ≡ h× 100 kms−1 Mpc−1.

5Named such because a Universe with  = crit will expand forever, stopping only as t → .
6Cosmologists often use “baryonic” as a synonym for “atomic” matter (i.e., protons, neutrons, and
electrons), whereas particle physicists dene “baryons” as three-quark bound states (e.g., protons
and neutrons). I will generally follow the cosmologists’ denition unless it becomes confusing, in
which case I will mention explicitly.
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tional forces; furthermore, it must have a small velocity dispersion (i.e., be “cold”)

at the era of structure formation, hence the name cold dark matter (CDM). Finally,

the majority of the Universe’s energy density appears to reside in empty space, as

the mysterious dark energy. Current data are consistent with a cosmological con-

stant Λ (ΩΛ ∼ 0.7) causing the recent accelerated expansion phase [17]. Thus, the

concordance model of modern cosmology is often abbreviated ΛCDM (cold DM

plus cosmological constant).

1.2 Cosmological evidence for dark matter

In this section, I will outline some of the cosmological evidence for the existence

of (cold) DM, and for its large abundance compared to normal baryonic matter in

the Universe. This is by no means an exhaustive account, so the interested reader

is referred to the many review articles listed throughout.

1.2.1 Galaxy clusters

Galaxy clusters, containing dozens to hundreds of galaxies, are some of the largest

gravitationally-bound objects in the Universe. Thus, their dynamics provide a

probe of matter distribution and gravitation in the Universe at large scales.

One method of studying cluster dynamics is to measure the velocities of their

constituent galaxies. For a cluster of galaxies in steady state, interacting solely un-

der their mutual gravity, the (scalar) virial theorem states that 2T + V = 0, where

T is the (time-averaged) total kinetic energy and V is the (time-averaged) total po-

tential energy [18]. If the individual galaxies have masses mi and position vectors

ri, one may dene the total mass M, the average velocity dispersion ⟨v2⟩, and the
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effective gravitational radius RG [19]:





M =∑
i
mi

⟨v2⟩ = 1
M∑

i
miv

2
i

RG = 2M2


∑
i ̸=k

mimk
|ri − rk|

−1

(1.2)

In most cases, it is only possible to observe the projected (i.e., two-dimensional

rather than three-dimensional) separations rprojik and one component of the velocity

(usually along the line of sight). With these restrictions, and assuming an isotropic

distribution of cluster positions and velocities, one obtains





⟨v2⟩ = 3σ2v

Rproj
G = 2M2


∑
i ̸=k

mimk

rprojik

−1 (1.3)

where σ2v is the line-of-sight velocity dispersion and Rproj
G is the projected cluster

radius. With these results, the mass M of the cluster can be expressed in terms of

observable quantities [19]

M ≈ 3Rproj
G σ2v

2GN
≈ 1.1× 1015 M⊙


Rproj
G

1Mpc


σv

103 kms−1

2

, (1.4)

where GN is the Newtonian gravitational constant.

In the early 1930s, Fritz Zwicky applied this technique to the Coma cluster, a

rich cluster of >103 galaxies, and obtained M ∼ 4.5× 1013 M⊙. Converting from

apparent brightness to luminosity by use of the Hubble constant, Zwicky found

that the mass-to-light ratio of the Coma cluster was ∼500M⊙ L−1
⊙ [20]. Compared

to the value of∼few M⊙ L−1
⊙ expected from stars and luminous gas, this was a sig-

nicant discrepancy. (We now know that Zwicky’s mass-to-light ratio was a factor

∼8 too high, owing to his use of ∼550 kms−1Mpc−1 for the Hubble constant, but
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the discrepancy clearly remains.) In time, further clusters with a similar mass-to-

light ratio were discovered, with several explanations proposed (see, e.g., Ref. [21]

for a historical review). Some astronomers believed that galaxy clusters were dy-

namically unstable, existing for only a short time in cosmic history and thus violat-

ing the steady-state assumption of the virial theorem. Other astronomers believed

that the mass was non-luminous baryonic matter, e.g., in the form of cold gas,

compact objects, or dwarf galaxies. Of course, there was also the suspicion that the

inferred mass was some new type of invisible, non-baryonic dark matter.

With the advent of sensitive x-ray telescopes in the latter half of the twenti-

eth century, astronomers gained another tool for studying galaxy clusters. This

subeld is far too vast to fully describe here—the reader is referred to, e.g., re-

views in Refs. [22–28]. In brief, the x-ray emission from clusters includes both con-

tinuum (e.g., bremsstrahlung) and line-emission components from collisionally-

excited gas in the intracluster medium (ICM) at temperatures ∼few× 107 K (cor-

responding to x-ray energies ∼few keV). For a galaxy cluster in hydrostatic equi-

librium, the total mass Mtot enclosed within a radius r is given by (e.g., Ref. [27])

Mtot(r) = −
krTgas(r)
µmuGN


∂ ln Tgas
∂ ln r

+
∂ ln ngas
∂ ln r


, (1.5)

where k is the Boltzmann constant, Tgas is the gas temperature, µ ≈ (2X+ 0.75Y+

0.5Z)−1 is the mean molecular weight of the gas, X is the mass fraction of hy-

drogen in the gas, Y is the mass fraction in helium, Z is the mass fraction of all

heavier elements, mu is the atomic mass unit, and ngas is the number density of

gas atoms. By measuring the x-ray surface brightness prole of the cluster, as well

as the relative contributions of continuum and line emission, it is possible to con-

struct temperature, density, and abundance proles of gas within the cluster, and

to independently determine Mgas and Mtot. The Mtot values inferred in this way

are generally consistent with those obtained from gravitational lensing and from

the Sunyaev-Zel’dovich effect7 (see, e.g., Refs. [30–34] for recent work along these

7The upscattering of CMB photons by energetic electrons in the ICM (see, e.g., Ref. [29]).
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lines).

To conclude the discussion on galaxy clusters, it is necessary to mention the

(in)famous cluster 1E 0657–56, better known as the Bullet cluster. This object is in

fact two galaxy clusters that passed through each other, causing much of the ICM

to be stripped from the clusters (owing to the electromagnetic interactions between

the charged particles in the ICM). Using gravitational lensing, it is possible to map

the mass distribution of the clusters emerging on the other side of the collision.

All told, the x-ray-emitting gas comprises ∼20% of the mass density of the Bullet

cluster, with the (visible) stellar mass of the galaxies comprising another∼10% [35]

The vast majority of the cluster mass is spatially consistent with the visible galaxies

(suggesting that, unlike the intracluster gas, it is collisionless), but is not detected

electromagnetically. The Bullet cluster is often presented as some of the most di-

rect evidence of DM (e.g., the title of Ref. [36]) and is a demanding test for any

modied-gravity theory to meet [37], with the latter requiring as-yet-undetected

“dark baryons” (cold molecular gas bound to cluster galaxies [38]), eV-scale sterile

neutrinos [39], or other exotica.

1.2.2 Galactic rotation curves

The orbits of stars and other baryonic matter (e.g., hydrogen clouds) provide a

valuable tracer of the mass distribution within galaxies. Consider a disk-shaped

galaxy with mass prole M(r) (i.e., there is mass M within a radius r). From New-

tonian gravity, a star in circular orbit at a distance r from the galactic center would

have an orbital speed [40]

v(r) =


r
∂ΦN
∂r

, (1.6)

where ΦN is the 1/r Newtonian gravitational potential. In galactic astronomy,

v(r) is known as a rotation curve. Assuming that ΦN eventually decreases with

distance (i.e., that all of themass of the galaxy is enclosedwithin some nite radius,

perhaps comparable to the size of the visible disk), the rotation curve at large r

would be expected to take the Keplerian form v(r) ≃


GNMtot/r.
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Figure 1-2: Rotation curve of spiral galaxy NGC 4559 (black points) from Ref. [41].
The best-t mass model (solid red) consists of DM (Burkert prole, black dashed-
dotted), disk (blue dashed), and gas (green dotted) added in quadrature [42, 43].

Beginning in the 1950s, a concerted programwas launched to measure the rota-

tion curves of galaxies in the nearby Universe. Most methods relied on the Doppler

shift of atomic spectral lines of known wavelength, e.g., the 21-cm radio line from

neutral atomic hydrogen (HI) and the 2.6-mm microwave line from 12C16O (see,

e.g., Ref. [44]). The rotation-curve data compiled by Rubin and others for dozens

(and eventually hundreds) of galaxies quickly began to tell a very different story

than the expected Keplerian r−1/2 scaling. As shown in Fig. 1-2 for a representative

galaxy NGC 4559, at large distances from the centers of galaxies and far from any

visible matter in the disk, many of the rotation curves remained at. Taken at face

value, this suggested that galaxies were embedded in diffuse “halos” of DMmuch

larger than the visible extent of the galaxies (though see the section on modied

gravity later in this chapter for a counter-proposal).

Galactic rotation curves are also a powerful probe of the DM density proles8

8Strictly, the DMdensity is (r), but most observations are consistent with (and thusmost analyses
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(r) within galaxies. There are many different ways to classify DM density pro-

les, with a particularly relevant one being the behavior of  at small radii. Cuspy

proles have densities which rise sharply at small radii, and include the famous

Navarro-Frenk-White (NFW) prole [45]

NFW(r) 


r
rs

−1 
1+

r
rs

−2

(1.7)

derived from DM-only N-body simulations, where rs is the scale radius corre-

sponding to d ln NFW/d ln r = −2. In recent decades, rotation-curve measure-

ments in a variety of galactic systems have suggested that the DM density is ap-

proximately at near the centers of galaxies, producing cored proles9 (see, e.g.,

Ref. [47] for a recent review). Such cored proles include the Burkert10prole [48]

Bur(r) 

1+

r
rs

−1

1+

r2

r2s

−2

(1.8)

and the Einasto prole [49, 50]

Ein  exp


−


r
rs

 1
n


 , (1.9)

where n is some positive real number (n < 1 proles being more cored, and n > 1

proles being more cuspy). As an intermediate between cored and cuspy proles,

one may also use the shallow NFW (sNFW) prole

sNFW 


r
rs

− 
1+

r
rs

−3

, (1.10)

with some recent analyses favoring  ≈ 0.7 [51, 52]. When studying the Milky

assume) that the DM halo is approximately spherically-symmetric, i.e., (r) ≃ (r).
9In the standard ΛCDM cosmology, cored proles may arise from baryonic feedback “attening”
the DM density near galactic centers. Alternatively, cored proles may be a consequence of self-
interacting DM (see, e.g., Ref. [46]).

10Note that different DM proles may dene the scale radius rs differently, and thus values for
different proles should be treated with care.
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Way, most DM proles are normalized to the local DM density 0 in the vicinity

of the Sun, with recent analyses giving 0 between ∼0.3–0.5 GeV cm−3 (see, e.g.,

Refs. [53–56]).

1.2.3 Cosmic microwave background

One of the central predictions of the hot Big Bang model is the presence of a relic

photon background. Following the end of the Big Bang nucleosynthesis epoch

(t ∼ fewminutes), the baryonic matter in the Universe consisted of an optically-

thick11 hydrogen-helium plasma in a sea of thermal photons. For several hun-

dred thousand years, as the Universe expanded, the photon temperature T and

the plasma temperature evolved in lock-step. Approximately 3.5× 105 years af-

ter the Big Bang, the temperature had sufciently decreased for electrons to bind

to protons for the rst time, forming neutral hydrogen atoms. This dramatically

decreased the opacity of the plasma, allowing photons to stream freely and thus

decoupling T from the temperature of the baryons. These relic photons would

continue to stream through the Universe, their wavelengths redshifting with the

cosmic expansion, until ultimately being detected at Earth as an almost-perfect

black-body spectrum peaking at λ ∼ 2mm: the cosmic microwave background

(CMB). Measurements by the FIRAS instrument on the Cosmic Background Ex-

plorer (COBE) satellite nd an average temperature T0 = 2.728(2)K [57].

As conclusively demonstrated by many experiments, though the CMB temper-

ature is uniform12 to better than one part in 104 across the sky, there are anisotropies.

Dening T(n̂) ≡ T(n̂)− T0 to be the temperature uctuations about the average

T0 in a direction n̂(, ϕ), we dene the temperature contrast Θ(n̂) ≡ T(n̂)/T0.

After subtraction or modeling of Galactic and other astrophysical foregrounds, the

CMB brightness temperature eld over some region of sky S can be decomposed

11That is, the mean free path of the photons was much smaller than the horizon size.
12Not including the dipole induced by Earth’s orbit around the Sun, the Sun’s orbit around the
Galaxy, etc.

46



Figure 1-3: Sensitivity of the CMB temperature angular power spectrum—
plotted as power per logarithmic increment in l, i.e., ∆2

T ≡ T2
0 l(l + 1)CTT

l /(2)—to
changes in Ωbh

2 (left) and Ωmh
2 (right) about a ducial cosmology with Ωtot = 1,

Ωbh
2 = 0.02, Ωmh

2 = 0.147, andΩΛ = 0.65. Reprinted from Ref. [58] with permis-
sion. © 2002 by Annual Reviews.

into a sum of spherical harmonics Ylm(n̂) with moments Θlm given by [58]

Θlm =


S
Y⋆
lm(n̂)Θ(n̂)dΩ, (1.11)

where Ω is the solid angle and the star (⋆) denotes complex conjugation. These

moments obey the orthonormality condition ⟨Θ⋆
lmΘl′m′ ⟩ = ll′mm′CTT

l , where the

“TT” refers to the temperature autocorrelation and the angle brackets refer to av-

eraging over the solid angle. In most cases, it is some quantity proportional to CTT
l

to which cosmologists refer when they speak of “the CMB power spectrum.” (Re-

cently, however, there has also been substantial interest in polarization-sensitive

CMB measurements, e.g., of CEE
l , CTE

l , and CBB
l , with E and B referring to the two

linear polarizations—see, e.g., Refs. [58, 59] for reviews.)

A plot of the CMB angular power spectrum is shown in Fig. 1-3. Perhaps the

most striking features of the CMB power spectrum are the succession of acoustic

peaks beginning at l ≈ 200. The standard model of cosmology with ination pre-
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dicts an essentially scale-invariant spectrum of quantum uctuations in the plasma

density. As an extremely brief summary, these density uctuations translate into

sinusoidal waves in the baryon-photon plasma, propagating at the speed of sound

cs ≃ 1/
√
3 (c = 1 units). The acoustic peaks simply correspond to modes caught at

their maxima or minima at the time of recombination (since power is proportional

to amplitude squared). The rst peak at l ≈ 200 represents the mode with wave-

length equal to the sound horizon scale at recombination, srec = csrec, where 

is the conformal time. The higher-l “harmonics” correspond to modes that under-

went multiple compression/rarefaction cycles (odd-numbered peaks correspond

to compression in gravitational potential wells, and even-numbered peaks to rar-

efaction). As shown in Fig. 1-3, the amplitude of the odd-numbered peaks in-

creases with Ωbh
2 (all other parameters held constant), since the increased baryon

loading allows for higher compression within the potential wells; however, the

additional baryons also damp the oscillations more rapidly. Thus, the second and

third peaks are particularly sensitive to the amounts of dark versus baryonic mat-

ter in the Universe (see, e.g., Ref. [15]).

1.2.4 The matter power spectrum and structure formation

The density perturbations in the early Universe, as revealed by the CMB, provided

the “seeds” around which larger structures (galaxies and galaxy clusters) eventu-

ally grew. Dening the density contrast ∆(x) ≡ [(x) − 0]/0, where 0 is the

average density, the matter power spectrum in wavenumber space Pm(k) is de-

ned as the autocorrelation of the density contrast eld (see, e.g., Ref. [19])

⟨∆(k)∆⋆(k′)⟩ = (2)3δ3(k− k′)Pm(k), (1.12)

where the tildes denote Fourier-transformed quantities and δ(x) is the Dirac δ-

function.

With the amount of DM being nearly ve times the amount of baryonic matter,

it is clear that the dynamics of DM are crucial in translating between the initial
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Figure 1-4: Plot of the matter power spectrum Pm as a function of wavenumber
k from different cosmic probes (data from Ref. [60] and references therein). The
black line shows the best-t ΛCDM model from Planck [15]. The dashed (dotted)
line indicates a warm-DM thermal relic with m = 1 keV (0.5 keV), using the ap-
proximate transfer functions from Ref. [61].

power spectrum13 P0(k) and that observed at later times. In the language of non-

relativistic linear perturbation theory (applicable if ∆ ≪ 1), the evolution of the

matter power spectrum is described by [19]

P(k, t)  D2
+(t)P0(k), (1.13)

where the growth factor D+ evolves with the cosmic scale factor a as

D+(a) 
H(a)
H0

 a

0

dx

[Ωmx
−1 +ΩΛx

−2 − (1−Ωm −ΩΛ)]
3/2 . (1.14)

13This is generally assumed to be a power law P0(k)  kns , with ns = 1 known as a scale-invariant
or Harrison-Zel’dovich spectrum. Recent results from Planck indicate that ns = 0.9652(42) (68%
CI, Ref. [15]).
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(Note that D+ after DM becomes nonrelativistic depends only on the underlying

cosmological parameters, not on the DM model itself.)

It is instructive to consider two limiting cases: cold (negligible velocity) and

hot (relativistic) DM. In CDM, structure forms from the “bottom up”—numerical

simulations indicate that small halos form rst and subsequently grow by accre-

tion and merging with other halos (see, e.g., Refs. [62–65] for reviews). On the

other hand, DM particles with non-negligible velocities—warm (WDM) to hot

(HDM)—are able to freely stream out of primordial overdensities, “washing out”

small structures and decreasing the matter power spectrum at small length scales

(large k). In particular, simulations with HDM (e.g., eV-scale neutrinos) indicate

that structures form from the “top down,” since only the most massive overden-

sities are able to gravitationally retain hot DM. These halos would then gradually

fragment into smaller halos over billions of years. Figure 1-4 shows the effect of

different “temperatures” of DM on the matter power spectrum. For DM produced

in thermal equilibrium, it is generally the case that lower DM masses result in

warmer DM, though as we will see in Chapter 2, it is quite possible to obtain cool-

to-cold DM with masses as low as the keV scale by other means.

1.2.5 Big Bang nucleosynthesis

The Big Bang nucleosynthesis (BBN) epoch began at t ∼ 1minute after the Big

Bang, and is the process bywhich the light elements (isotopes of hydrogen, helium,

and lithium) were created from the sea of protons and neutrons (for reviews, see,

e.g., Refs. [16, 66, 67]). The onset of BBN depended on two conditions. First, the

neutron-proton equilibrium mediated by weak interactions (e.g., p+ e− ↔ n+ e

and n+ e+ ↔ p+ ̄e) was broken as the Universe expanded and cooled, allowing

protons and neutrons to exist as independent entities. This expansion also reduced

the number density and energy of the thermal photons, allowing deuterium (D or
2H, the rst step in the BBN reaction network) to form via p+ n → D+  with-

out being immediately photo-dissociated. As such, one of the central parameters
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governing BBN is the baryon-to-photon ratio b = nb/n, where n is the number

density.

Using terrestrial accelerator measurements of the BBN reaction rates, it is pos-

sible to generate predictions for the BBN isotope yields as a function of b for one’s

favorite choice of cosmological parameters using codes such as ALTERBBN [68,

69]. (Many cosmological parameters, including the densities Ωi and the num-

ber of relativistic degrees of freedom, affect the expansion rate H of the Universe,

and thus its temperature and density evolution.) Deuterium is a particularly at-

tractive probe of BBN, since its low nuclear binding energy (∼2.2 MeV) means

that it is easily destroyed in stellar fusion processes; thus, any cosmological mea-

surements of the deuterium-to-hydrogen ratio D/H provide a bound on the BBN

value. The primordial deuterium abundance can be determined by spectroscopy

of damped Lyman- systems, dense ( 1020 cm−2) columns of low-metallicity14

intergalactic gas along the line of sight to quasars. A recent evaluation gives

D/H = 2.547(25)× 10−5 [16], a level of precision at which uncertainties in the nu-

clear reaction rates affecting deuterium may dominate the BBN error budget [70].

Spectroscopy of extragalactic HII regions also provides a constraint on the cosmic
4He abundance Yp ≡ 4He/H, with a recent evaluation giving Yp = 0.245(3) [16].

The one isotope whose measured abundance15 is not consistent with BBN is 7Li,

with measurements in extremely low-metallicity stars indicating an abundance
7Li/H = (1.6± 0.3) × 10−10 [16]. This is nearly a factor of three lower than the

BBN concordance model, with a tension approaching 5σ. There are many explana-

tions proposed for this lithium problem, ranging from stellar physics (perhaps stars

destroy their lithiummore quickly than previously believed) to various BSMmod-

els (see, e.g., Ref. [72] for a recent review). Excluding the potentially-problematic
7Li, the deuterium and 4He abundances are consistent with a baryon-to-photon

ratio BBNb = (6.143± 0.190)× 10−10 [16].
14In astrophysics, any elements with atomic number Z > 2 are classied as “metals.” Owing to
the minuscule production of lithium in BBN, any material with signicant metallicity has been
processed by stellar fusion.

15Note that 3He is generally not used as a probe, since its nuclear behavior in stars is less well-
understood (see, e.g., discussions in Refs. [66, 71]).
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To connect the BBN constraints with DM, we return to the CMB. First, the mea-

sured CMB temperature T0 ≈ 2.725K allows us to convert the baryon-to-photon

ratio BBNb to the baryon density, giving a value ΩBBN
b h2 = 0.02244(69) [16]. When

compared to the Planck telescope’s CMB constraints ΩCMB
b h2 = 0.02233(15) as-

suming a BBN prior on the helium mass fraction Yp, the level of agreement is ex-

cellent [15]. Furthermore, the high precision of the Planck measurements allows a

CMB determination of Yp = 0.241(25) independent of—but consistent with—BBN

constraints [15]. The striking agreement between cosmological parameters when

the Universe was only a fewminutes old, compared to when it was∼3× 105 years

old, represents one of the strongest tests of the ΛCDMmodel.

1.3 Particle-physics searches for dark matter

All particle-physics searches for DM must make one crucial assumption: that DM

somehow couples to the familiar SM particles by non-gravitational forces. Though

there are an uncountable number of different DM models, with a similarly un-

countable number of possible DM-SM interactions, DM searches generally t into

one of three classes: collider production, direct detection, and indirect detection.

1.3.1 Collider production

First, DM particles may be produced at colliders via a variety of mechanisms. Ow-

ing to their feeble interactions, any DM particles produced in colliders will stream

out of the detectors without depositing energy; thus, their presence must be in-

ferred indirectly, e.g., via conservation of energy and momentum. (For recent re-

views, see, e.g., Refs. [73–76].) Since the space of collider-accessible DM models is

vast, I will briey describe two largely model-independent search strategies here:

Higgs-coupled DM and initial-state radiation (ISR) tagging.

The precise measurement of the Higgs boson’s properties is a central aim of

current and next-generation energy-frontier experiments. In particular, if DM cou-
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ples to the Higgs (the so-called “Higgs portal,” e.g., Refs. [77–81]), it may be ac-

cessible to colliders in a variety of ways. As one example, consider the so-called

Higgs-strahlung process e+e− → ZH → fZ f̄Z̄, where the Z and H decay into

fermion-antifermion pairs (SM particles fZ f̄Z and DM particles ̄, respectively).

For a SM Higgs mass mH ≈ 125GeV, the Higgs-strahlung cross section peaks

at a center-of-mass energy
√
s ≈ 250GeV, so we set this as the ducial energy.

The search strategy depends somewhat on how m compares to mH and
√
s. First,

2(m+mfZ) <
√
s for the reaction to be kinematically allowed. Assuming this con-

dition is satised, we compare16 m and mH. If m < 1
2mH, an on-shell17 Higgs bo-

son can decay into ̄ pairs. This is desirable from an experimental point of view,

since the reaction probability is enhanced if the H and Z are on-shell. On the other

hand, if m > 1
2mH, an on-shell Higgs boson cannot decay into ̄; thus, the reac-

tion proceeds through an off-shell (virtual) Higgs boson, which greatly suppresses

the rate. In the extreme case thatm > 1
2(mZ +mH), the Z boson can also be forced

off-shell, at an even greater cost to the reaction probability. In any case, if the Z bo-

son decay is well-reconstructed (e.g., via Z → µ+µ−), the production of H can be

inferred by energy and momentum conservation, even if the H decay is not ob-

served. Proposed e+e− colliders operating up to
√
s ≈ 350GeV (e.g., FCC-ee [82],

CEPC [83], CLIC [84], and ILC [85]) may have sensitivity to the branching ratio

B(H → invisible) at the few-percent level, and since B(H → invisible)  10−3

in the SM [86–88], any deviation may be indicative of new physics. Of course,

this method only applies if the mass of the invisible particle m < 1
2mH, since it

involves the search for invisible decays of on-shell Higgs bosons. For larger m

produced by off-shell Higgs decays, proton-proton colliders are desirable, with

proposed 100-TeV machines (e.g., FCC-hh [89] and and SppC [90]) potentially be-

ing sensitive to Higgs-DM interactions for m up to 1 TeV depending on the spin

16In this discussion, we neglect mfZ . This is a reasonable assumption since the heaviest SM fermion
into which the Z boson can decay is the b quark (m ∼ 4GeV).

17That is, a particle whose energy and three-momentum satisfy E2 = p2 +m2. States violating this
condition are called “off-shell” or “virtual,” and cannot be detected (they are meaningful only in
the context of perturbation theory to map between initial and nal states).
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of  and the assumed H coupling strength (e.g., Refs. [91, 92]).

To set the stage for ISR tagging, consider the simplied DM production pro-

cess at a hadron collider qq̄ → X∗ → ̄, where X is some new (off-shell) boson

with mass mX that connects to both the SM and DM with couplings gq and g,

respectively (i.e., the cross section σ  g2qg
2
). Since the  are undetected, this pro-

cess18 results in missing transverse momentum19 pmiss
T . The radiation of a single

gluon, photon, or W±/Z boson from one of the initial-state quarks serves as a

high-momentum “tag” for the event, with single-gluon (→mono-jet) events dom-

inating at hadron colliders. Most of the SM backgrounds arise from processes such

as qq̄ → gV, where V is an undetected photon or W/Z boson (either landing

outside the detector acceptance or producing neutrinos). Recent results from the

ATLAS [93–95] and CMS [96–99] experiments have strongly constrained mono-

boson plus pmiss
T production, which have been interpreted in the context of many

different DM models.

There are several fundamental challenges for the collider production and detec-

tion of DM. First, the DM particles may be too massive or too weakly-coupled to

the SM to be efciently produced at colliders. Furthermore, even if collider exper-

iments someday detect a long-lived, non-interacting BSM particle, such a particle

does not necessarily constitute all (or even any) of the DM in the Universe. Ulti-

mately, any DM candidate must also be observed elsewhere in the cosmos by other

means, two of which are discussed in the next sections.

1.3.2 Direct detection

Direct-detection experiments seek to detect DM particles in the Galactic halo re-

coiling against nuclei and/or electrons in detectors (see, e.g., Refs. [100–102] for

reviews). As the Sun orbits the Galactic Center, its orbital speed |v⊙| ≈ 220 kms−1

18By symmetry, the process qq̄ → X∗ → qq̄ with cross section σ  g4q is also allowed, leading to a
resonance in the di-jet mass spectrum at mass mX . If the coupling gq is very small, however, the
latter process may be too rare to observe.

19Since the colliding particles have negligible momenta transverse to the beam direction, any im-
balance in pT in the detector is indicative of undetected particles.
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[103, 104] carries it through the Galactic DM halo, inducing an apparent ux of

DM particles. If the DM density in the solar neighborhood is 0 ≈ 0.3GeV cm−3

[53–55], the ux of DM particles through the Solar System is approximately

7× 106 cm−2 s−1


0

0.3GeV cm−3

 |v⊙|
220 kms−1


1GeV
m


. (1.15)

Consider a DM particle of mass m and velocity v ≪ c striking a nucleus of mass

mA, causing the nucleus to recoil with kinetic energy Er. If the total sensitive mass

of the detector is M, the rate of DM-nucleus scattering events per unit Er is (see,

e.g., Refs. [100, 102])

d2N
dEr dt

=
0M
mAm

 vesc

vmin

v f (v)
dσ
dEr

dv. (1.16)

Here, vmin =


EthrmA/(2µ
2
A) is the minimum DM speed required to induce

a detectable recoil energy above the detector energy threshold Ethr, and µA =

mAm/(mA + m) is the reduced mass of the DM-nucleus system. The veloc-

ity distribution function f (v) is usually chosen to be an isothermal and isotropic

Maxwell-Boltzmann distribution, with possible anisotropies due to the so-called

“Gaia sausage” of the Milky Way halo [105]. Finally, vesc ≈ 500–550 kms−1 is the

escape velocity of the Milky Way at the solar orbit, above which DM particles are

gravitationally unbound [106–108].

All of the particle physics of the interaction is encoded in the differential scat-

tering cross section dσ/dEr. The form of dσ/dEr is of course strongly dependent

on the DM model in question, but it is often possible to make some simplifying

assumptions. After “integrating out” the (presumably heavy) mediator particle,

the differential cross section is (see, e.g., Refs. [100, 102])

dσ
dEr

=
mA

2v2µ2
A


σSIF

2
SI(Er) + σSDF

2
SD(Er)


, (1.17)

where FSI (FSD) is the spin-independent (spin-dependent) scattering form factor
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and depends on the structure of the nucleus as well as the momentum transfer.

To compare experiments using different target materials on an equal footing, it is

common for direct-detection experiments to report their constraints in terms of the

DM-nucleon cross section σN (see, e.g., Refs. [100, 102]) using the relation

σSI = σN
µ2
A

µ2
N

[ fpZ+ fn(A− Z)]2

f 2n
, (1.18)

where σN is the DM-nucleon cross section, µN is the DM-nucleon reduced mass, fp

( fn) is the relative DM-proton (-neutron) coupling strength, Z is the atomic num-

ber, and A is the mass number. In the limit that fp = fn, the SI cross section

σSI  A2. On the one hand, this motivates using heavier target nuclei (e.g., Xe),

but on the other, the increased nuclear mass reduces the recoil energy (thereby re-

quiring lower-threshold and lower-background detectors). The SD cross section

σSD does not benet from this coherence effect, as it involves the coupling to the

spins of unpaired nucleons. The rest of this section will focus on SI searches unless

otherwise noted.

There are several classes of direct-detection experiments based on the ways in

which the recoil energy Er is ultimately detected, mainly in the forms of light (scin-

tillation), charge, and/or heat (phonons). This section can only provide a very brief

sketch of direct-detection techniques. For more details, see the aforementioned re-

view articles, as well as the individual collaborations’ papers. In all cases, extreme

care must be taken to reduce radioactive backgrounds20 as much as possible so as

not to mask any DM scattering signals. This requirement is somewhat in tension

with the need to make detectors as large as possible to maximize the expected DM

scattering rate. The lowest detectable DM mass is determined by the interplay

between Ethr, mA, and m, since larger mA and smaller m each result in lower

available recoil energies. Energy thresholds of O(fewkeVee) have been achieved

in inorganic scintillators such as sodium iodide (e.g., Refs. [109, 110]) and liquid

20For the nuclear-recoil experiments outlined previously, neutrons (mainly from the uranium and
thorium decay chains) are a particularly pernicious background, since they can induce DM-like
nuclear recoils.
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xenon (e.g., Refs. [111–113]), with values21 as low as tens of eVee reported in cryo-

genic detectors (e.g., Refs. [114–117]).

A collection of current and projected near-future direct-detection constraints

is shown in Fig. 1-5. Several features deserve special mention. First, most of the

constraints rapidly weaken at low DM masses m, owing to the low recoil ener-

gies produced upon scattering with detectors (thus requiring detectors with ever-

lower energy thresholds). For m  1GeV, it is sometimes more advantageous

to search for DM-electron scattering, owing to the lower mass (and hence greater

recoil energy) of electrons compared to nuclei [118–122]. At larger DMmasses, the

cross section constraints weaken because a smaller DM number density is needed

to comprise the same mass density, thus leading to a linear decrease in the ex-

pected scattering rate. Lastly, the shaded region at the bottom of the gure repre-

sents the neutrino fog [123]. For sufciently low DM cross sections, the background

from coherent elastic neutrino-nucleus scattering becomes signicant. At lower

DMmasses ( 10GeV), solar neutrinos are the dominant background, with atmo-

spheric neutrinos dominating at higherm. This region of the parameter space was

previously called the neutrino oor, since it was assumed that no useful DM con-

straints could be derived below it. Recent work has shown that progress can still be

made, albeit slowly [123]. (In quantitative terms, the neutrino oor/fog represents

the transition from signal-dominated to background-dominated DM searches.)

If DM is not discovered prior to encountering the neutrino fog, there are several

possibilities to overcome this issue. First, the ux of DM particles is not constant

in time; rather, it varies on an annual basis due to the Earth’s orbit around the Sun,

reaching a maximum (minimum) in June (December) (see, e.g., Refs. [124–126] for

reviews). Though this annual modulation is only on the∼few percent level, it pro-

vides a sensitive tool for distinguishing between DM and other terrestrial back-

grounds, including neutrinos [127]. Second, some groups are pursuing directional

detection techniques, in which the arrival direction of the incoming DM particle is

21To compare different materials (as well as nuclear versus electronic recoils) on an equal basis,
it is common to convert nuclear-recoil energies Enr to electronic-recoil equivalent values Eee via
Eee = Q(Enr)Enr, where Q is the nuclear quenching factor.
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Figure 1-5: Collection of selected current (solid lines) and projected (dashed lines)
direct-detection constraints on the spin-independent DM-nucleon cross section σSI.
The closed DAMA contours indicate the 1σ allowed regions for DM-nucleus scat-
tering on sodium (Na) or iodine (I) nuclei. The blue shaded region at the bottom
indicates the xenon neutrino fog, where direct-detection searches transition from
signal- to background-dominated. Data from Ref. [123] and references therein.
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reconstructed from the track left by the struck particle in the detector (see, e.g.,

Refs. [128, 129] for reviews). The recently-formed CYGNUS collaboration [130]

proposes to build a network of He+SF6 time projection chambers with total vol-

ume >103 m3, with a projected DM sensitivity several orders of magnitude below

the xenon neutrino oor. Furthermore, several groups are exploring the use of

solid-state detectors, including diamond-crystal defects (see, e.g., Refs. [131–133])

and nuclear emulsions (see, e.g., Refs. [134, 135]) as directional DM detectors.

Before concluding this section, it should be noted that the DAMA/LIBRA group

has consistently claimed the observation of an annual modulation in the <6 keVee

data from their their sodium iodide scintillators (see, e.g., Ref. [136] for a recent

discussion). The statistical signicance of this claim now exceeds 10σ, and ex-

hibits the correct annual modulation and single-hit signal morphology expected

fromDM. Interpreted in the context of spin-independent DM scattering on sodium

(iodine) nuclei, these results produce the closed contours shown in Fig. 1-5 near

m ∼ 10GeV (∼50GeV). This signal has not been observed in any other DM

experiments, with constraints from many groups disfavoring the DAMA/LIBRA

allowed regions by several orders of magnitude. Most of these constraints were de-

rived from liquid noble gas and semiconductor detectors, leading some to suggest

“isospin-violating” DMmodels that preferentially coupled to sodium iodide [137].

Recently, experiments based on the same sodium iodide approach as DAMA/LIBRA

(e.g., COSINE-100 and ANAIS) have come online, placing strong tension on the

DAMA/LIBRA modulation claim [110, 138–141]. Additional data from these ex-

periments, as well as the forthcoming SABRE [142] and COSINUS [143] experi-

ments, should help to clarify matters.

1.3.3 Indirect detection

The techniques of indirect detection rely on only one assumption—that DM parti-

cles out in the Universe decay and/or annihilate into SM particles, which may be

detectable at Earth (see, e.g., Refs. [144, 145] for reviews). Whether the interaction

59



involves bosons, quark-antiquark pairs, or other unstable SM particles, there are

only a few stable nal-state particles which would be detectable at Earth: photons,

electrons/positrons, (anti)nuclei, and (anti)neutrinos. This section will introduce

indirect detection in the context of photons (the formalism for neutrinos is almost

identical), with the discussion of charged-particle propagation and detection de-

ferred to Chapter 4.

Consider a small clump of DM with mass M at a distance r from Earth. If

DM is composed of a single species of particle with mass m, the number of DM

particles in the clump is M/m. If the DM has decay rate Γi into some channel—

for concreteness, the single-photon channel  → + x, where x is any undetected

particle(s)—the ux of photons observed at Earth is

F ≡
d2N

dAdt
=

Γ→x

4mr
2M. (1.19)

If we are interested in the spectral ux dF/dE, we need only add a factor dN/dE

representing the nal-state photon spectrum (normalized to the total number of

photons emitted):
dF
dE

=
Γ→x

4mr
2

dN

dE
M. (1.20)

In general, we cannot observe single isolated clumps of DM; rather, we observe

large regions of galactic halos. To account for this, we replace the mass M with

 r

2 dr dΩ, where r is now interpreted as the distance along the line of sight

(LOS) through the DM halo and Ω is the solid angle. If  is the detection efciency

as a function of solid angle, we thus obtain the specic intensity

I ≡
d2F

dE dΩ
=

Γ→x

4m

dN

dE  
particle physics

× 1
∆Ω


 dΩ



LOS
 dr

  
astrophysics

(decay), (1.21)

where ∆Ω ≡

FOV  dΩ is the effective solid angle of the instrument. The specic

intensity neatly factorizes into two groups of terms. The “particle physics” terms
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relate to the specic DMmodel22 under consideration, whereas the “astrophysics”

term depends only on the DM column density within the instrument FOV. In the

case of decaying DM, the latter is usually called the D-factor. The mathematical

formalism for DM annihilation proceeds in a very similar way, with a few minor

changes. First, the relevant particle-physics quantity is the velocity-averaged an-

nihilation cross section ⟨σv⟩. Second the annihilation rate scales as 2. Finally, the

annihilation rate is suppressed by a further factor of 2 if the DM is not its own

antiparticle. Putting everything together, we nd

I =
⟨σv⟩

4am2


dN

dE
× 1

∆Ω



FOV
 dΩ



LOS
2 dr, (annihilation) (1.22)

where a = 2 (a = 4) corresponds to DM which is (not) its own antiparticle. In the

annihilation case, the astrophysics factor is usually referred to as the J -factor.

In all cases, indirect DM experiments must nd a compromise between increas-

ing the expected DM signal and decreasing the expected background. In the case

of photon and neutrino detectors, where the particles point directly back to their

sources (within the angular resolution of the instrument), this requirement means

considering regions where the DM column density is greatest (e.g., the Galactic

center, nearby galaxies, and galaxy clusters). In both the decay and annihilation

cases, the density prole (r) represents one of the largest sources of systematic

uncertainty when converting between observed ux F and DM properties (e.g., Γ,

⟨σv⟩, etc). Additionally, since baryonic matter traces DM to a good approximation,

the regions of densest DM correspond to the regions of densest baryonic matter,

thus leading to higher backgrounds. The strategies for dealing with these back-

grounds depend on the instrument and DM model under consideration. Specic

approaches in the context of keV-scale sterile neutrinos and cosmic antinuclei will

be discussed in Chapters 3 and 5, respectively.

There are two complications23 to the indirect-detection approach described for

22Strictly, the particle physics term also includes a sum over all channels producing the particle of
interest, in this case photons, with each channel having its own Γ and dN/dE.

23Discussion of the detection of charged particles, e.g., e± and (anti)nuclei, is deferred to Chapter 5.
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photons. First, DM may not immediately decay or annihilate into photons, in-

stead proceeding through quark-antiquark, charged-lepton, and gauge-boson pro-

duction. The hadronization of quarks produces jets of particles, many of which

subsequently lead into nal states involving photons (e.g., from the decays of 0

mesons, initial/nal-state radiation, internal bremsstrahlung, etc). Fortunately,

these processes can (in principle) be calculated using Monte Carlo event gener-

ators, allowing the spectra dN/dE to be tabulated for different DMmasses (see,

e.g., Ref. [146]). Furthermore, the photon ux can be enhanced by a variety of sec-

ondary processes (see, e.g., Ref. [147] and references therein). First, in regions of in-

tense magnetic elds, e± (fromDM or otherwise) emit synchrotron radiation, lead-

ing to a signicant ux of radio waves. Second, energetic e± can upscatter infrared

photons from the ambient radiation eld (from starlight, the CMB, etc) to higher

energies (e.g., x-rays) via the inverse-Compton process. Finally, bremsstrahlung

emission from e± scattering on the interstellar medium may produce -rays in the

GeV range for electroweak-scale DM particles.

As onemight expect, the search space for indirect DM detection is vast (too vast

to summarize in this dissertation). For photons, the detectable parameter space

covers more than 20 orders of magnitude in energy, from radio waves to>100-TeV

-rays. The wide array of current and proposed neutrino detectors opens a win-

dow in energy from the MeV scale to >1015 GeV [148, 149]. Cosmic-ray detectors

are sensitive to e± and (anti)nuclei with energies ranging from several hundred

MeV to more than 1012 GeV [150]. Though most indirect-detection constraints are

dependent on the DMmodel through dN/dE, the wide range of indirect-detection

experiments allows for complementarity in strategy. First, if a DM candidate is de-

tected at colliders or direct-detection experiments, it is very likely accessible to

indirect-detection experiments as well. Second, if a DM candidate is observed in

one indirect-detection channel (e.g., -rays) and is sufciently massive for several

nal states to be kinematically accessible, it is quite likely that it will also be de-

tectable in another channel (e.g., lower-energy photons, neutrinos, etc).
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1.4 Gravitational constraints

At present, the only knowledge we have of DM concerns its gravitational effects

on galaxies, galaxy clusters, and large-scale structures. It is also entirely possible

that DM is too feebly-coupled to the SM interactions for it to be detected by the

techniques outlined in the previous section. Thus, it pays to say a few words on

gravitational DM constraints. This section cannot hope to summarize all of the

interesting work24 being done in this area, so this section is intended to give a

sense of some recent directions in the eld. I refer the interested reader to the pro-

ceedings of the recent Snowmass process (e.g., Refs. [151–156] and the references

therein).

1.4.1 Primordial black holes

When they are not feeding on surrounding matter, black holes t all of the require-

ments for DM. The extreme energy densities in the early Universe shortly after the

Big Bang may lead to the production of many exotic species, including primor-

dial black holes (PBHs). These objects may be formed by a variety of mechanisms

(see, e.g., Refs. [157, 158] for recent reviews), with perhaps the simplest being di-

rect gravitational collapse from primordial overdensities. In this scenario, the PBH

mass MPBH depends on the formation time t• following the standard expansion

rate in the radiation-dominated epoch:

MPBH ∼ c3t•
GN

∼ 1015 g


t•
10−23 s


. (1.23)

If PBHs are produced by this mechanism, their mass distribution is expected to

be “monochromatic”—i.e., peaked sharply near a single value of MPBH. A lower

bound of MPBH  1015 g arises from evaporation due to Hawking radiation—any

PBHs with masses less than this would not survive to the present day. In the mass

24For the sake of brevity, this section does not describe constraints arising from galactic rotation
curves or galaxy clusters, since those have already been discussed earlier in this chapter. Of
course, they will remain crucial tools for the study of DM well into the future.
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range 1022 g  MPBH  1035 g, PBHs are constrained by gravitational microlens-

ing, i.e., the brief increase in optical ux occurring when a compact object passes

in front of a background star. For PBHs above 1033 g ∼ 1M⊙, constraints from

gravitational-wave telescopes and the disruption of stellar binary systems aremost

relevant. With the exception of the mass range ∼1017–1022 g, which has been dif-

cult to probe, the fractional contribution of PBHs to the observed DM density

is generally constrained to be below ∼10−2–10−4 (see, e.g., Ref. [159] for a recent

collection of constraints).

1.4.2 Gravitational waves

In 2016, the LIGO and VIRGO collaborations announced the rst detection of grav-

itational waves (GWs) from a binary black-hole merger, GW150914 [160], followed

shortly by the rst multimessenger (gravitational-wave plus electromagnetic) ob-

servation of a binary neutron-star merger, GW170817 [161, 162]. With these and

subsequent observations, astrophysicists gained a powerful new tool to study the

cosmos.

Different DM models may modify the inspirals of compact binary systems in

unique (and potentially detectable) ways. As one example, the extreme densities

and electromagnetic elds inside neutron stars may result in a signicant coupling

to light DM elds (e.g., axions25), generating a potentially signicant force between

binary neutron stars and modifying the GW signal during the inspiral phase [165–

167]. A potential consequence of ultralight bosonic DM near spinning black holes

is the phenomenon of superradiance, i.e., the transfer of large amounts of energy

and angular momentum to an ambient eld (see, e.g., Ref. [168] for an extensive

review). Since superradiance “spins down” black holes over long timescales, the

detection of fast-spinning black holes serves as a constraint on the viability of su-

perradiance, and thus on the properties of possible new boson elds (see, e.g.,

Refs. [169–171]).

25There have also been proposals to search for axions and dark photons via their effect on the lasers
and mirrors inside GW interferometers [163, 164].
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As a nal example of GW probes of DM, consider pulsar timing arrays (PTAs).

Since millisecond pulsars are extremely accurate26 “clocks,” it is possible to use

correlations in the arrival times of their radio signals at Earth to search for dis-

tortions in the light-travel time across the Galaxy (see, e.g., Refs. [173–175] for

reviews). Originally proposed to search for the nHz-to-µHz GW signals from bi-

nary supermassive black holes, PTAs are also sensitive to compact substructures

(e.g., DM subhalos) expected in a variety of DM models. Current facilities (see,

e.g., Refs. [176, 177]) have already delivered novel constraints on ultralight DM

(m  10−20 eV), and it is anticipated that next-generation facilities may be able to

deliver constraints on substructures with masses well below 1M⊙—approaching

the scales expected for subhalos in ΛCDM (see, e.g., Refs.[178–180]).

1.4.3 Gravitational lensing

Gravitational lensing—the distortion of light from a background object (the source)

by a massive foreground object (the lens)—provides a powerful method for study-

ing the distribution of mass along the line of sight. Gravitational microlensing

was previously discussed in the context of PBHs; here, I describe lensing on more

cosmic scales.

The prototypical gravitational lensing system is a strong lens: a background

object (often a quasar) is distorted into an Einstein ring by a foreground galaxy

along the line of sight. The pattern of emission depends on the geometry of the

source-lens-observer system, as well as the distribution of mass within the lens.

Thus, strong gravitational lenses provide a powerful tool for probing the mass

distribution of galaxies. In particular, brightness uctuations in the lensed image

can be used to map the distribution of dark substructures in the lensing galaxy.

Current facilities (e.g., the Hubble Space Telescope, Keck telescopes, and ground-

based radio interferometers) are able to resolve substructures with masses as low

as ∼108 M⊙ (see, e.g., Refs. [181–187]). Pushing below this gure will require im-

26Many millisecond pulsars have spin-down rates Ṗ  10−19 s s−1, rivaling the accuracy of atomic
clocks (see, e.g., Ref. [172]).
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provements in the systematics of lens and source modeling (see, e.g., Refs. [188–

191]), as well as next-generation observational facilities. Fortunately, upcoming

ground-based surveys such as the LSST [192] and space telescopes such as Eu-

clid [193] and Roman [194] should discover tens of thousands of strong-lensing

systems for follow-up at other facilities.

At the largest scales, gravitational lensing of CMB photons by massive struc-

tures can also providemeaningful constraints onDMparameters (see, e.g., Refs. [195,

196]). This avenue of research is still quite young, with the rst detection of CMB

anisotropies associated with gravitational structures only arriving several years

ago (see, e.g., Refs. [197–199]). Upcoming high-resolution experiments such as

CMB-S4 [200] and the Simons Observatory [201], as well as the proposed CMB-

HD [202], are well-positioned to take advantage of the lensing maps generated

by upcoming optical surveys (e.g., LSST, Euclid, and Roman). Furthermore, these

CMB instruments will deliver constraints on other aspects of DM, including its

thermal history and potential interactions with electrons and protons (see, e.g.,

Refs. [203, 204]).

1.5 A few words on modied gravity

There are two possible solutions to the issue of “missing mass” in cosmology: the

existence of additional (dark) matter, and/or modications to the laws of gravity.

Though this dissertation focuses on the former, it is instructive to say a few words

on the latter.

Perhaps the most popular theory of modied gravity is “modied Newtonian

dynamics” (MOND). As proposed by Milgrom [205], MOND amounts to a modi-

cation of Newton’s second law, which would now read

F = I


a
a0


ma. (1.24)

Here, F is the force applied to a mass m causing the observed acceleration a, I is
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a function which will be described shortly, and a0 is a fundamental acceleration

scale below which the simple F = ma begins to break down. This is equivalent

to relating the measured gravitational acceleration g to the Newtonian expectation

gN via27

gN = I


g
a0


g. (1.25)

Milgrom proposed that at small accelerations (i.e., a ≪ a0, the so-called “deep

MOND” limit), I → g/a0, whereas for larger accelerations, I → 1, preserving the

Newtonian behavior. (At this stage, the function I is purely phenomenological—its

exact behavior between the a ≪ a0 and a ≫ a0 limits depends on the underlying

theory.) Assuming that the outskirts of galaxies satised the deep MOND limit,

Milgrom found that the rotation curves tended toward an asymptotic velocity

v = (a0GM)1/4. (1.26)

With a single value a0 ∼ 10−10 m s−2, MOND can account for a wide variety of

galactic dynamics, not just rotation curves (an extensive review can be found in,

e.g., Ref. [37]). A particularly striking example is the baryonic28 Tully-Fisher rela-

tion (BTFR, proposed in Ref. [207])

logMb =  log v f − log . (1.27)

Here, Mb = M⋆ + Mgas is the total baryonic mass of a galaxy, M⋆ is the mass in

stars, Mgas is the mass in gas, and v f is the asymptotic rotation speed at large dis-

tances from the galaxy. With a single parameter a0, MOND predicts both the slope

( = 4) and intercept ( = a0GN) of the BTFR across more than four orders of mag-

nitude in Mb. In contrast, reproducing the observed slope and scatter of the BTFR

in the context of ΛCDM has historically been difcult. As an additional curiosity,

the value of the Hubble parameter H0 ≈ 70 kms−1 Mpc−1 ∼ 2× 10−18 s−1 is quite

27It should be noted that MOND is a manifestly non-relativistic theory. More about this later.
28The original Tully-Fisher paper [206] related log L to log v f , where L is the optical luminosity (a
reasonable proxy for Mb for massive star-rich galaxies).
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close to the inferred value of a0/c, as well as to the cosmological constant c
√
Λ

(see, e.g., Ref. [208]). Whether these are coincidences or indications of a deeper

unifying theory remains to be seen.

Despite its successes at galactic scales, MOND struggles at the scale of galaxy

clusters. Crucially, MOND cannot account for all of the gravitating matter in

galaxy clusters, with the total gravitational mass often several times greater than

the observed baryonic mass, particularly in the central regions of clusters [37].

There are several possibilities: (i) missing baryons, (ii) non-baryonic DM, and/or

(iii) modications to MOND (e.g., additional elds or relativistic effects). Finally, it

must be noted that MOND is clearly a non-relativistic theory, leading to violations

of the strong equivalence principle and a variety of nonlinear effects such as the

external eld effect (see, e.g., Refs.[209, 210]). A variety of relativistic embeddings

of MOND-like theories have been proposed (see, e.g., Ref. [37]), with some recent

efforts succeeding in reproducing the CMB and matter power spectra (see, e.g.,

Ref. [211]).

Perhaps the main question of the MOND-versus-DM debate is, “If the universe

is made of cold dark matter, why does MOND get any predictions right?” [212].

MOND makes a remarkably consistent set of predictions for galactic dynamics

using only a single parameter, the fundamental acceleration scale a0, plus the ob-

served baryonic matter distribution. In the absence of a direct detection of DM,

or a measured deviation in Newton’s second law at low accelerations, choosing

between MOND and ΛCDM is somewhat of a matter of personal taste and fo-

cus. Cosmologists interested in the large-scale Universe will naturally gravitate

to ΛCDM, assuming that the difculties of modeling baryonic effects in galaxies

and clusters will eventually be resolved; conversely, astronomers focusing on the

dynamics of galaxies and clusters might be more interested in the wide range of

galactic phenomena modeled by MOND, while hoping to nd a relativistic parent

theory consistent with cosmological data (see the discussion in Ref. [37]).

For the purposes of this dissertation, I will assume the existence of DM. The

wealth of precision galactic and cosmological data expected in the coming years
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may very well settle the issue on the side of MOND, DM, or—perhaps—both. In

any case, I hope the instrumentation and data-analysis techniques described in the

following chapters may be useful to the broader astroparticle physics community,

whether DM ultimately exists or not.
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2
Sterile Neutrinos

Without the darkness, how would we recognize the light?

—Tuvok, Star Trek: Voyager

In this chapter, I will discuss some of themotivations for sterile neutrinos, a class of

hypothetical particles thatmay account for DM (amongmany other outstanding is-

sues in particle physics). In Sec. 2.1, I briey summarize the current three-neutrino

picture of the SM. In Sec. 2.2, I describe the experimental and theoretical conse-

quences of the observed nonzero SM neutrino masses. In Sec. 2.3, I describe the

neutrino minimal Standard Model (MSM), a theory which extends the SM by in-

troducing three massive sterile neutrinos and which may simultaneously explain

DM, the SM neutrino masses, and the matter-antimatter asymmetry of the Uni-

verse. In particular, the keV-scale MSM sterile neutrino will be the benchmark

model for the x-ray analyses described in Chapter 3.

2.1 Neutrinos in the Standard Model

Before considering extensions of the SM, it will be helpful to review the SM neu-

trino sector as it currently exists. The SM contains three neutrinos whose avor
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eigenstates ℓ form weak isospin doublets Lℓ = (ℓ, ℓ
−)T with the charged leptons

ℓ−, where ℓ ∈ {e, µ, τ}. The SM Lagrangian for neutrino interactions is the sum of

charged-current (CC) and neutral-current (NC) terms [213–215]:

LSM
 = LSM

CC + LSM
NC

=


− gw√

2
∑
ℓ

ℓL
µW+

µ ℓ−L + h.c.


− gw

2 cos W
∑
ℓ

ℓL
µZµℓL. (2.1)

Here, gw is the dimensionless SU(2) coupling, W ≃ cos−1(mW/mZ) is the Wein-

berg angle, µ are the -matrices, ̄ ≡ †0, and the subscript “L” denotes the

left-handed component of the elds. At this stage, it will be helpful to briey re-

view a few aspects of neutrino physics in the SM.

2.1.1 Neutrinos are left-handed

In quantum eld theories, there are two concepts related to the “handedness” of

a particle (see the discussion in, e.g., Refs. [214–216]), here assumed to be a spin-12
fermion for concreteness. If the fermion has three-momentum p and spin S, it is

possible to dene the helicity λ ≡ S · p/|p|. Fermions with λ < 0 are said to be left-

helical, and those with λ > 0 are said to be right-helical. The helicity is a constant

of motion for free fermions regardless of their mass, but is not Lorentz-invariant

for fermions with m > 0. The other handedness concept is chirality, which relates

to the transformation properties of the fermion elds under the Lorentz group.

As such, chirality is a Lorentz-invariant quantity, though it is not conserved for

particles with m > 0. In the m = 0 limit (or equivalently in the E ≫ m limit),

helicity and chirality coincide.

This might have been only an interesting theoretical exercise if it were not for

the weak interaction. In 1956, Lee and Yang observed that no one had checked

whether the weak interaction violated parity—i.e., symmetry under spatial inver-

sions r → −r [217]. The rst group to report results was led by C. S. Wu, who

studied the beta decay of spin-polarized 60Co in a magnetic eld B. They ob-
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served a signicant asymmetry in the directions of the outgoing electrons, with a

clear preference for electrons to be emitted parallel to the direction of nuclear spin

J [218]. Since parity inversion only changed the electron momenta (the pseudovec-

tors B and J were unchanged under parity), this experiment was clear evidence of

parity violation in the weak interaction. In time, other groups would nd evi-

dence of parity violation in the decays of muons, K0 mesons, and other particles,

and that the parity violation was maximal in the left-handed direction (see, e.g.,

Ref. [5] for a historical review). This led to the consensus V − A (vector minus

axial vector) model of the weak interaction, where each vertex had a factor of the

form µ(1− 5) to account for the left-handed preference of weak decays. Finally,

in 1958, Goldhaber et al reported the results of an experiment they conducted to

determine the helicity of the neutrino [219], based on the electron-capture decay of

the metastable isotope 152mEu. By measuring the helicity of the de-excitation -ray

from the daughter nucleus 152Sm∗, the group determined that the helicity of e was

negative—i.e., neutrinos are left-helical (and equivalently, antineutrinos are right-

helical). It should be noted that in all of these experiments, the outgoing neutrinos

were ultrarelativistic, and thus the distinction between helicity and chirality was

blurred. This issue will be addressed in the section on neutrino mass models.

2.1.2 There are three light neutrinos, one per charged lepton

How many kinds of neutrinos are there? Over the course of the twentieth cen-

tury, physicists identied the three charged leptons: the electron e−, the muon

µ−, and the tau τ− (and their antiparticles). Following the discovery of what we

now know as the electron antineutrino ̄e by Cowan and Reines via the reaction

p+ ̄e → n+ e+ [220], physicists began to wonder whether there were µ and τ

neutrinos as well. The non-observation of processes such as µ± → e± +  sug-

gested that there might be conserved lepton numbers Le, Lµ, and Lτ, and that each

charged lepton had an associated neutrino. The rst direct evidence of muon-

type neutrinos was provided by a group at Brookhaven in 1962 [221], who demon-
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strated that the neutrinos produced by charged-pion decays (e.g., − → µ− + ̄µ +

c.c.1) could themselves produce muons in detectors (e.g., p+ ̄µ → n+ µ+ + c.c.).

The direct detection of the tau neutrino by the DONuT collaboration [222] came

nearly three decades after the discovery of the tau lepton, but by then, physicists

had good reason to believe not only that the τ must exist, but that there were only

three light neutrinos.

The strongest constraints on the number of neutrinos N come not from direct

measurements of charged leptons, but from the measured decay width of the Z

boson. Recall that the Z couples to all fundamental fermions in the SM, and decays

to any fermion with mass < 1
2mZ ≈ 45.5GeV (i.e., to all fermions except the ∼175-

GeV top quark). In the 1980s–1990s, a concerted effort was launched to study

Z-boson production in e+e− collisions at the Stanford Linear Collider (SLC) in the

United States and at the Large Electron-Positron Collider (LEP) at CERN (see, e.g.,

Ref. [213] for an extensive review). The number of neutrinos N can be determined

from

N =
Γinv
Γℓ


Γℓ
Γ



SM
, (2.2)

where Γinv = ΓZ − Γhad − ∑ℓ Γℓ is the invisible decay width of the Z boson (i.e.,

the remainder after accounting for the measured hadronic and leptonic widths

Γhad and ∑ℓ Γℓ) and (Γℓ/Γ)SM ≈ 2 is the SM prediction for the ratio of charged-

lepton and neutrino decay widths. A recent re-evaluation of LEP data gives N =

2.9963(74) [223], consistent with there being three light SM neutrinos. If there

are more neutrinos, they are heavier than ∼45 GeV and/or have suppressed Z-

boson couplings. This is also consistent with the Planck CMB limits on the effective

number of relativistic fermions Neff = 2.92+0.36
−0.37 (95% CI, Ref. [15]).

1Charge-conjugate, i.e., + → µ+ + µ.
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2.2 Neutrino masses

It is often said that the observation of neutrino masses constitutes some of the best

evidence for physics beyond the SM. In this section, I describe the theoretical and

experimental consequences of massive neutrinos.

2.2.1 Neutrino mass models

If the SM is assumed to contain only the known gauge/Higgs bosons, quarks,

charged leptons, and left-handed neutrinos, and to be gauge-invariant, renormal-

izable, and baryon- and lepton-number conserving at the Lagrangian2 level, there

is an unambiguous prediction for the neutrino masses: they must be zero. To see

why, we will attempt to construct neutrino mass terms and see where things go

awry.

Dirac mass

We begin by considering the Dirac Lagrangian for a massive fermion eld ,

LDirac = ̄(iµ∂µ −m). (2.3)

We can decompose the four-component Dirac spinor into  = L + R, where

L = 1
2(1− 5) and R = 1

2(1+ 5) are the eigenstates of the chiral projection

operators. Thus, the Dirac Lagrangian reads (see, e.g., Ref. [216])

LDirac = (L + R)(i
µ∂µ −m)(L + R) (2.4)

= Li
µ∂µL + Ri

µ∂µR −mD(LR + RL).

This is the Lagrangian for two free Dirac elds L and R with opposite chirality,

coupled by the Diracmass termmD. Note that in the SM, the bare Dirac Lagrangian

2In the SM, baryon number B and lepton number L are conserved at the classical (Lagrangian) level
but not at the quantum (loop) level, where they are anomalous; however, their difference B− L is
accidentally conserved (see, e.g., Refs. [224, 225]).
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in Eq. 2.3 violates SU(2)L×U(1)Y gauge invariance (see, e.g., Refs. [214, 226]). This

is compensated by the Higgs mechanism: after electroweak symmetry breaking,

the Dirac mass term becomes

LDirac mass → − Fv√
2
(LR + RL)−

F√
2
H(LR + RL). (2.5)

Here v ≈ 246GeV is the Higgs vacuum expectation value (VEV) [16] and F is the

Yukawa coupling of  to the Higgs eld H. Thus, we can relate the Dirac mass to

the Higgs-fermion Yukawa coupling via

mD =
Fv√
2
. (2.6)

Unfortunately, the Lagrangian in Eq. 2.5 cannot describe neutrino masses using

the eld content of the Standard Model, as only left-handed neutrinos are known

to exist. On a more aesthetic level, the fact that the neutrino Yukawa couplings

would need to be extremely small (F ∼ 10−12), more than six orders of magnitude

smaller3 than the electron’s, appears rather unusual (see, e.g., Refs. [227, 228] for

discussions).

Majorana mass

As it turns out, there is a way to construct neutrino mass terms using only the eld

content of the Standard Model. Consider the eld (see, e.g., Refs. [216, 229])

c ≡ i20⋆, (2.7)

which is the CP conjugate of . Ignoring the possibility of CP violation for the

moment, we immediately realize that (L)
c = (c)R is a right-handed eld. Thus,

3A pattern arises in the quark sector, where the masses range from ∼few MeV (F ∼ 10−5) for the
up and down quarks to ∼175GeV (F ∼ 1) for the top quark.
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we can write the four-componentMajorana spinor  as

 = L + (L)
c = L + (c)R , (2.8)

using only a single eld (in this case, L). In the context of neutrinos, since only the

left-handed neutrino elds are known to exist, Eq. 2.8 seems to be exactly what we

need. Majorana mass terms arise frequently in effective eld theories, e.g., from

the dimension-ve Weinberg operator (see, e.g., [230, 231])

L5 ⊃
Cℓℓ′
5
Λ

[LcℓL H⋆][ H†Lℓ′L], (2.9)

where H ≡ iσ2H
⋆ is the Higgs conjugate, σ2 is the second Pauli matrix, C5 is the

Wilson coefcient, LℓL is the left-handed lepton doublet of avor ℓ, and Λ is some

(large) energy scale at which new physics appears. This operator generates a Ma-

jorana mass

Mℓℓ′ =
Cℓℓ′
5 v2

Λ
, (2.10)

where v is the Higgs VEV. In fact, the operator in Eq. 2.9 can only be generated

at tree-level in three ways: (i) by the introduction of three massive singlet (right-

handed) fermions, (ii) by the introduction of a new massive scalar triplet, or (iii)

by the introduction of a massive fermion triplet. These are called the type-I, type-II,

and type-III seesaw mechanisms, respectively (see, e.g., Ref. [232] for a review). In

each of these cases, the SM neutrino masses m scale inversely with the mass M of

the new (heavy) degrees of freedom— pushing M upward pushes m downward.

Despite its theoretical advantages (no need for separate right-handed elds!),

the Majorana mass hypothesis runs into problems with conserved charges. Note

that Eq. 2.7 requires  = c — in other words,  must be its own antiparticle. One

major consequence is that unlike the Dirac case, in which the mass term mD̄

is unaffected by U(1) transformations of the form  → ei, the Majorana mass

term MLLL(L)
c picks up a factor e−2i. In other words, the Majorana mass term

does not conserve U(1) quantum numbers (e.g., electric charge, hypercharge, lep-
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ton number, etc). This explains why all of the other fundamental fermions cannot

have Majorana mass terms—the quarks and charged leptons are, well, electrically-

charged! If neutrinos have a nonzero Majorana mass, it would immediately imply

violation of lepton number— not just the violation of individual lepton avor num-

bers, but violation of total lepton number L.

A smoking gun for neutrinos havingMajorana mass would be the detection4 of

neutrinoless double beta decay (02β). In this process, two neutrons in an atomic

nucleus would simultaneously undergo beta decay, producing two protons, two

electrons, and no neutrinos at all, thus changing B− L by two units (B is baryon

number and L is lepton number). For calorimetric experiments in which both

electrons are fully absorbed, the signature of 02β decay would be a peak in the

dN/dEββ energy spectrum at Qββ, corresponding to the mass difference between

the parent and daughter nuclei. (This is in contrast to the continuous spectrum

from “normal” double-beta decay, in which two neutrinos are also released.) A

substantial experimental effort has been mounted to search for 02β decays in a

variety of isotopes (for a recent review, see Ref. [234]), with lower limits on the

half-life exceeding 1020 yr in many cases. It is hoped that the coming generation of

experiments will be sensitive to 02β decays if the SM neutrinos are in the inverted

mass ordering, provided that calculations of the nuclear matrix elements are suf-

ciently accurate [235]. Since the rate of 02β decay may be unobservably small in

the normal-ordering scenario, onemight ask whether neutrinos being purely Dirac

would have unique and observable consequences. One possibility is neutrinoless

quadruple5 beta decay (04β), which can be thought of as two simultaneous 02β

processes. Recent work suggests that 04β decays may occur even if neutrinos are

purely Dirac [236]. As a possible corollary to the Schechter-Valle theorem, observ-

ing 04β decay but not 02β decaymay indicate that at least one neutrino is purely

Dirac [237].
4This is a consequence of the Schechter-Valle “black box” theorem [233].
5There may also be 0Nβ decays for integer N > 2, but these will likely be unobservably sup-
pressed due to kinematic and phase-space reasons. The same reasoning applies to 44β decay.
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2.2.2 Neutrino masses and oscillations

With the preceding discussion about how neutrinos must be massless in the SM,

it comes as somewhat of a surprise that experimental evidence requires neutrinos

to have mass. This section will briey review some of the important evidence for

neutrino masses—with the full benet of hindsight (the situation at the time was

nowhere near as clear-cut). For historical reviews, see, e.g., Refs. [238, 239].

A brief history

The rst piece of evidence for neutrino masses came from the Sun. The fusion re-

actions in the core of the Sun produce copious amounts of e’s, with energies rang-

ing from ∼few hundred keV to more than 10 MeV. Since neutrinos are weakly-

interacting, they stream freely from the Sun’s core, providing a crucial window

into the conditions within the Sun. Beginning with the Homestake experiment in

the 1960s [240], many solar-neutrino detectors employing different detection tech-

niques consistently recorded ∼50% fewer electron-type neutrinos than expected.

This discrepancy came to be known as the solar neutrino problem (see, e.g., Ref. [241]

for a review).

During the latter half of the twentieth century, physicists were also searching

for neutrinos produced in cosmic-ray air showers (see, e.g., Ref. [242, 243] for re-

views). When cosmic rays (mainly protons) strike nuclei in the upper atmosphere,

they produce a hadronic shower consisting of charged pions and other particles.

The charged pions decay mainly via + → µ+ + µ + c.c., with some of the muons

also decaying on their way to the surface (mainly via µ+ → e+ + e + ̄µ+c.c.).

Thus, the ux of these atmospheric neutrinoswas expected to contain approximately

twice as many muon-type neutrinos as electron-type neutrinos. By the 1990s,

the IMB [244, 245], Kamiokande [246], Soudan-2 [247], and Super-Kamiokande

[248, 249] collaborations were able to measure the rate of muon- and electron-type

neutrinos as a function of zenith angle . They found that the rate of electron-like

events dN/d(cos ) agreed with expectations for all , but there was a substan-
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Figure 2-1: Medium-baseline reactor ̄e oscillations observed by the KamLAND
experiment after subtracting detector backgrounds (“BG”) and geoneutrinos (“Geo
̄e”). On the x-axis, L0 = 180 km is the ux-weighted average distance between the
detector and reactors. The y-axis shows the survival probability P(̄e → ̄e). The
solid blue line and black dashed line indicate the binned and smoothed best-t
three-neutrino oscillation model, respectively. Figure reproduced from Ref. [250]
with permission. © 2013 by the American Physical Society.

tial decit of upward-going (i.e., cos   0) muon-type events. Essentially, muon

neutrinos produced above the detector had the expected rate, but something was

depleting themuon neutrinos produced on the other side of the Earth as they prop-

agated through the planet.

To resolve these issues, it was necessary to construct detectors sensitive to

all three neutrino avor eigenstates, and to study neutrinos produced in other

contexts. The rst such detector was the Sudbury Neutrino Observatory (SNO,

Ref. [251]), consisting of ∼1000 tons of heavy water (D2O) surrounded by photo-
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multiplier tubes. The heavy water allowed SNO to be sensitive to the deuteron

breakup reaction ℓ +D → ′ℓ + p+ n, with a threshold E  2.2MeV regardless

of neutrino avor! Since the detector was also sensitive to the processes e + n →
e− + p and e + e− → e− + e, this allowed SNO to perform a simultaneous mea-

surement of the e and e + µ + τ solar neutrino uxes. The e ux was consistent

with the previous experiments in showing a decit compared to the standard so-

lar model, but the all-avor neutrino ux inferred from deuteron breakup was

completely consistent with the standard solar model. These results conclusively

demonstrated that the e produced in the Sun’s core were oscillating into µ and

τ, the latter two of which were undetectable via the reaction ℓ + n → p + ℓ−

owing to the low energies of solar neutrinos. In the coming years, observations

of energy-dependent disappearance of reactor ̄e at experiments such as Kam-

LAND [250, 252] supported the oscillation interpretation of solar-neutrino data

(see Fig. 2-1). Finally, the early 2000s saw the development of accelerator neutrino

experiments capable of generating intense beams of µ or ̄µ with energies exceed-

ing several hundred MeV. Experiments such as K2K [253] and MINOS [254] found

evidence of muon-neutrino disappearance and electron-neutrino appearance, sup-

porting the oscillation interpretation of atmospheric neutrinos.

The modern picture

All of these observations are neatly accommodated using the quantum-mechanical

formalism for neutral-particle oscillations (see, e.g., Refs. [215, 255, 256]). In the

SM, the three neutrino avor eigenstates |ℓ⟩ are linear combinations of the three

mass eigenstates |i⟩. These two bases are related by the Pontecorvo-Maki-Nagawa-

Sakata (PMNS) matrix U, such that6

|⟩ =∑
i
U⋆

i |i⟩ . (2.11)

6For antineutrino oscillations, replace U⋆ with U.
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In the SM, the PMNS matrix is a 3× 3 unitary matrix containing four independent

parameters: three rotation angles 12, 23, 13 ∈ [0, 90◦] and a CP-violating phase

CP ∈ [0, 360◦). The PMNS matrix is usually written as7

U =




1 0 0

0 c23 s23

0 −s23 c23







c13 0 s13e
−iCP

0 1 0

−s13e
iCP 0 c13







c12 s12 0

−s12 c12 0

0 0 1


 , (2.12)

where cik ≡ cos ik and sik ≡ sin ik. Consider a neutrino originally produced

in avor eigenstate |⟩ with energy much greater than the neutrino mass, and

detected a distance L away. The probability of detecting the neutrino in the avor

eigenstate |⟩ is given by (neglecting matter effects along the neutrino path) [257]

P( → ) = δ − 4∑
i,k

Re[UiU
⋆
iUkU

⋆
k] sin

2


∆m2

ikL
4E


(2.13)

+ 2∑
i,k

Im[UiU
⋆
iUkU

⋆
k] sin


∆m2

ikL
2E



where δ is the Kronecker symbol and ∆m2
ik ≡ m2

i −m2
k is the mass-squared differ-

ence between the two eigenstates. (In the case of antineutrino oscillations, the Im

term picks up a factor of −1.) The best-t values of the PMNS neutrino-oscillation

parameters are shown in Table 2.1.

(In dense matter, the situation is much more complicated, owing to coherent

scattering against electrons and nucleons, generating effective in-media mixing

angles m [257]. In media with varying spatially-varying density (e.g., the Sun),

this is known as the Mikheyev-Smirnov-Wolfenstein (MSW) effect [258, 259].)

7If neutrinos have Majorana mass terms, and particularly if there are heavier states (as in the type-I
seesaw, for example), more care must be taken, particularly with the Majorana phases (see, e.g.,
Ref. [16]).
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Parameter Best-t NO (IO) [±1σ] Mainly constrained by ...

∆m2
21 [10

−5 eV2] 7.42+0.21
−0.20 (7.42

+0.21
−0.20) Reactor LBL

|∆m2
3k| [10−3 eV2] 2.517+0.026

−0.028 (−2.498+0.028
−0.028) Reactor MBL, accel. LBL

12 [
◦] 33.44+0.77

−0.74 (33.45
+0.78
−0.75) Solar

23 [
◦] 49.2+0.9

−1.2 (49.3
+0.9
−1.1) Accel. LBL

13 [
◦] 8.57+0.12

−0.12 (8.60
+0.12
−0.12) Reactor MBL

CP [◦] 197+27
−24 (282

+26
−30) Accel. LBL

Table 2.1: PMNS matrix parameters and global-t results in the normal (NO)
and inverted (IO) mass ordering from NuFIT, including Super Kamiokande at-
mospheric data [260]. The third column indicates the experimental setup which is
most constraining (see Table 14.6 of Ref. [16] for details). MBL is medium baseline
( 1 km) and LBL is long baseline ( 100 km). “Accel.” means “accelerator.”

Remaining questions

Despite the excellent progress in precisely measuring the values of the various

PMNS parameters in a variety of experimental conditions, there are several out-

standing issues in the three-neutrino8 picture.

The rst question concerns the absolute scale of the neutrino masses. Since os-

cillations are only sensitive to ∆m2, other methods are needed to determine the

actual masses {m1,m2,m3}. Most recent experiments use the beta decay of tritium

(T or 3H), owing to its low decay energy (Qβ ≈ 18.6 keV). Since the effective mass

of the neutrino emitted in beta decaym2
β = ∑i |Uei|2m2

i induces a very small correc-

tion to the maximum energy of the outgoing electron, neutrino-mass experiments

require extremely sensitive detectors. The rst approach has been to use a combi-

nation of magnetic spectrometers and electrostatic lters to construct the electron

spectrum very near to Qβ. Recent results from the KATRIN experiment give an

8The possibility of additional neutrino states—of either helicity—is discussed in the next section.
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upper limit m2
β < 0.8 eV2 (90% CL, Ref. [261]). A newer technique involves mea-

suring the electron energy via cyclotron resonance emission spectroscopy, with

experiments such as Project 8 anticipating mβ∼40-meV sensitivity in the near fu-

ture [262, 263].

The second question concerns the ordering of the neutrino mass states. From

the best-t value of ∆m2
21 ≈ 7.4 × 10−5 eV2, it is known that m1 and m2 are ex-

tremely close and that m2 > m1. On the other hand, oscillation measurements

indicate |∆m2
3i| ≈ 2.5× 10−3 eV2—i.e., that m3 is quite separated from m1 and m2,

but the sign is not known. In other words, it is not clear from current data whether

m2 > m1 ≫ m3 (the so-called inverted ordering, IO) or m3 ≫ m2 > m1 (the so-

called normal ordering, NO). The mass ordering has dramatic consequences for

the detectability of 0ββ decay, with the inverted ordering strongly enhancing the

expected decay rates. It is hoped that future long-baseline oscillation experiments

(e.g., JUNO [264] and DUNE [265]) will be able to resolve the neutrino mass order-

ing within the coming decade(s).

The nal question concerns CP violation. The PMNS matrix admits a CP-

violating phase CP, which (so long as sin CP ̸= 0) would manifest as differences

in the oscillation probabilities of  → β and ̄ → ̄β. At present, CP is consistent

with 180◦ at the 1σ level in the normal ordering, and the 3σ level in the inverted

ordering. The magnitude of CP violation in the lepton sector is quantied by the

Jarlskog invariant

JCP ≡ J max
CP sin CP = c12s12c23s23c

2
13s13 sin CP, (2.14)

where current oscillation data indicate J max
CP = 0.0332± 0.008 (68% CI, Ref. [260]).

This is nearly three orders of magnitude greater than J quarks
CP , indicating that CP

violations in the neutrino sector may contribute to the observed matter-antimatter

asymmetry of the Universe (discussed in the next section).
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2.3 The Neutrino Minimal Standard Model

As discussed previously, experimental evidence is consistent with neutrinos hav-

ing Dirac and/or Majorana mass terms. The minimal Lagrangian accomplishing

this is (e.g., Refs. [266–270])

L = LSM + iNI
µ∂µNI − FI LL HNI −

1
2
MIKN

c
I NK + h.c., (2.15)

known as the type-I seesaw. To the three lepton doublets of the SM, we add N
right-handed singlet neutrinos N with Majorana masses M and Yukawa couplings

F. (The conjugate Higgs eld H = iσ2H
⋆.) We can write the mass term more

compactly as (e.g., Refs. [271, 272])

1
2


L cR


M


cL
R


+ h.c. =

1
2


L cR



 0 mD

mT
D M




cL
R


+ h.c., (2.16)

whereM is the (3+N )× (3+N ) seesawmass matrix, mD = vF is the Dirac mass

matrix, and M is the Majorana mass matrix. For the rest of this discussion, we will

assume that the eigenvalues ofM are much greater than those of mD, and also that

N = 3. Dening  ≡ −mDM
−1, we can write the light (3× 3) and heavy (N ×N )

neutrino mass matrices as (e.g., Refs. [271, 272])





mlight = −MT

Mheavy = M+
1
2
(†M+MTT⋆)

(2.17)

To uncover the physical neutrino states and their masses, we need only diagonalize

the mass matrixM. This is accomplished with the matrix (e.g., Refs. [271, 272])

U =


1− 1

2
† 

−† 1− 1
2

†




U

U⋆
N


+O(3), (2.18)
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where U is the PMNS matrix for the SM neutrinos and UN is its analogue for the

new singlets. When all is said and done, the avor eigenstates are (to second-order

in ) 



light ≃ U†



1− 1

2
†

L − U†

N
c

Nheavy ≃ U†
N


1− 1

2
T⋆


N + U†

N
TcL.

(2.19)

Crucially, this means that the light left-handed neutrinos L (which we identify as

the SM neutrinos) have a small admixture of the right-handed sterile states, and

vice-versa. Thus, oscillation-induced mixing opens up a portal between the active

and sterile neutrinos, with wide-ranging consequences for particle physics and

cosmology.

One particularly interesting realization of the type-I seesaw mechanism is the

neutrino minimal Standard Model (MSM, e.g., Refs. [273, 274]). In this model,

the only additions to the SM are three right-handed neutrinos N1, N2, and N3.

The masses of N2 and N3 are generally chosen to be very large (hundreds of MeV

to hundreds of GeV) such that the seesaw mechanism can account for the small-

ness of the SM neutrino masses. With a mass near the keV scale, the lightest

right-handed neutrino N1 (hereafter symbolized ) constitutes an ideal DM candi-

date. Furthermore, the MSM provides a mechanism for generating the observed

matter-antimatter asymmetry in the Universe.

2.3.1 Matter-antimatter asymmetry

As described in Chapter 1, BBN and CMB data indicate the cosmic baryon-to-

photon ratio b ≈ 6× 10−11 (i.e., roughly one part in 1011 more matter than an-

timatter). Generating a net baryon asymmetry (baryogenesis) requires three con-

ditions [275]: (i) C and CP violation, (ii) baryon-number (B) violation, and (iii)

non-equilibrium processes.

It turns out that the SM already contains the ingredients for baryogenesis in

the electroweak sector. Although baryon number B and lepton number L (as well

as B − L) are conserved at all orders in perturbation theory, they are violated by
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nonperturbative effects (see, e.g., Refs. [224, 225, 230] for early work along these

lines). The vacuum structure of the SM electroweak sector is quite complex, con-

taining an innite number of degenerate vacua separated by potential barriers. At

low temperatures9, transitions between adjacent vacua require tunnelling through

the barrier (the so-called instanton conguration [276]), with the rate scaling as

exp(−1/g2w) ∼ exp(−4 × 29) ∼ 10−160 (see, e.g., Ref. [277]). Since the effec-

tive height of the potential barrier is ∼10 TeV, high temperatures (comparable

to the electroweak scale ∼100 GeV) may substantially increase the rate. Cong-

urations with sufcient energy to surmount the potential barrier are known as

sphalerons, and have become the subject of intense interest (see, e.g., Refs. [278–

284]). Unfortunately, this process on its own cannot account for the observed

matter-antimatter asymmetry of the Universe. First, the discovery of the SMHiggs

boson at mH ≈ 125GeV means that the SM electroweak phase transition is (in the

absence of new physics) a continuous transition, rather than rst-order10 (see, e.g.,

Refs.[285–287]). Second, the magnitude of CP violation in the quark sector ap-

pears to be insufcient for reproducing the observed baryon asymmetry (see, e.g.,

Ref. [288]).

Fortunately, CP-violating neutrino oscillations provide a way out of the afore-

mentioned difculties [289]. (For quantitative discussions, see, e.g., Refs. [272, 274,

290–294]. This brief overview is based on Ref. [292, 293].) If the heavy neutrinos

N2 and N3 are nearly degenerate11 in mass (i.e., mN2
≈ mN3

), then resonant CP-

violating oscillations may lead to a signicant imbalance between neutrinos and

antineutrinos at temperatures T  100GeV. This lepton asymmetry is converted

into the observed baryon asymmetry by the aforementioned sphaleron process.

At the end of the electroweak epoch (i.e., when the temperature T  100GeV),

9“Low” will be dened shortly.
10In rst-order EW phase transitions, C and CP asymmetries would be processed into baryon num-
ber excesses via sphaleron transitions at the boundaries between the broken (nonzero Higgs VEV)
and symmetric (zero Higgs VEV) EW vacua. The abrupt transition at the boundary between the
two vacua would prevent the baryon asymmetry from being destroyed by the reverse reactions.

11Other works (e.g., Ref. [295]) suggest that this mass degeneracy is not necessary, and that a similar
effect can be accomplished via proper modeling of neutrino transport in the primordial plasma.
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the sphalerons freeze out. Subsequently, the heavy neutrinos N2 and N3 drop out

of equilibrium (maintained by reactions such as ℓ+ℓ− ↔ N) at T ∼ fewGeV

and begin to decay. The lepton asymmetry may be further increased by the CP-

violating decays of N2 and N3 [290], with direct implications for the production of

sterile-neutrino DM, discussed next.

2.3.2 Sterile-neutrino DM production

Since sterile-neutrino DM can only interact with the SM particles via oscillation-

induced mixing with the lepton neutrinos, it is necessary to consider the effects

of the primordial plasma on the active-sterile mixing sin2(2). Concretely, the ef-

fective in-medium mixing sin2(2m) is given in the two-neutrino picture12 by (see,

e.g., Refs. [272, 297] and references therein)

sin2(2m) =
∆2(p) sin2(2)

∆2(p) sin2(2) + [∆(p) cos(2)−VL −VT]
2 , (2.20)

where ∆(p) ≡ ∆m2/(2p) ≈ m2
/(2p). The potentials VT and VL are given by





VT ≃ −8
√
2

3
GFE




m2
Z
+

ℓ

M2
W


∼ 2GFT

4


1

m2
Z
+

rℓ
M2

W


∼ G2

effT
4

VL ≃ 0.69GFT
3L

(2.21)

where rℓ is a correction factor accounting for the masses of the charged leptons,

ni is the number density of species i,  is the energy density, and L ≡ (n −
n̄)/n is the lepton asymmetry13 of the plasma. Signicantly, the sterile-neutrino

production rate does not increase arbitrarily with temperature due to the thermal

potential VT in the denominator of Eq. 2.20, meaning there is a nite window in

the early Universe in which sterile-neutrino DM can be efciently produced.

12For full details of the three-neutrino picture (and the underlying nite-temperature QFT) see, e.g.,
Refs. [272, 296] and references therein.

13Note that some authors dene the lepton asymmetry in terms of the entropy density s rather than
the photon number density n. These are related by s ≈ 1.8g⋆sn, where g⋆s is a temperature-
dependent factor accounting for the effective relativistic degrees of freedom (see, e.g., Ref. [298]).
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If the lepton asymmetry L is not negligible, the term in square brackets in the

denominator of Eq. 2.20 may vanish, allowing sin2(2m) → 1 for a time. First

proposed by Shi and Fuller [299], this leads to resonant conversion between active

and sterile neutrinos, and hence amplied production of the latter. In terms of the

rescaled neutrino momentum x ≡ p/T, the resonance condition is (e.g., Ref. [297])

xres ≈ 0.074
 m

1 keV


10−3

L


170MeV

T

4

, (2.22)

where L is normalized by n. As the primordial Universe expands and cools, and

active-sterile oscillations deplete the initial lepton asymmetry, both the tempera-

ture and lepton asymmetry decrease; thus, the resonance condition shifts to higher

neutrino momenta. Crucially, this means that the Shi-Fuller mechanism is most ef-

cient at lowmomenta, thereby producing a “cool” or even “cold” sterile-neutrino

velocity distribution. It should be noted, however, that the resonant production

of keV-scale sterile neutrinos peaks at temperatures T∼100–200MeV, in the same

range as the quark-hadron phase transition. Thus, the evolution of L also depends

on the neutrino opacity and other transport properties of the hadronic plasma,

which is the subject of ongoing research (see, e.g., Ref. [296]).

On the other hand, if the lepton asymmetry L is very small, the denominator of

Eq. 2.20 is always much greater than the numerator, meaning that sin2(2m) ≪ 1.

This corresponds to nonresonant production, also known as the Dodelson-Widrow

mechanism [300]. In this case, the sterile neutrinos are produced at higher temper-

atures compared to the resonant-production case, near T ≈ 133MeV(m/1 keV)
1/3

[297].

2.3.3 Terrestrial constraints

In addition to cosmological observations, a variety of terrestrial experiments can

constrain extensions to the neutrino sector, including the MSM. This section re-

views several such possibilities.
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Neutrino experiments

The MSM scenario outlined previously requires the lightest SM neutrino to have

mass m1  10−6 eV. Using the ∆m2 values inferred from oscillation experiments,

this implies that m2 ≈ 0.01 eV and m3 ≈ 0.05 eV in the NO, or m2 ≈ m3 ≈ 0.05 eV

in the IO [272, 291]. Additionally, due to the Majorana mass terms, the MSM also

naturally accommodates 02β decay, with effective masses mββ∼1.3–3.4 meV in

the NO and ∼13–50meV in the IO [301]. Next-generation experiments hope to

probe the entirety of the IO region, assuming that nuclear matrix element calcula-

tions can achieve the requisite level of accuracy [234].

Sterile neutrinos may be produced in nuclear electron-capture or beta decays.

Electron-capture nuclei are particularly attractive, as the two-body nal state (neu-

trino and daughter nucleus) particles are mono-energetic. The recoil kinetic energy

Erec of the daughter nucleus with mass mA is given by simple kinematics

Erec =
Q2

EC −m2


2(QEC +mA)
, (2.23)

where QEC is the mass difference between the initial- and nal-state nuclei. The ef-

fect of a massive sterile neutrinowould be to produce an additional peak in the Erec

spectrum at a slightly lower energy than the SM (m ≈ 0) expectation. The num-

ber of events in the new peak would be proportional to the coupling |Ue4|2. As

an example, the BeEST experiment uses 7Be nuclei implanted in a superconduct-

ing quantum sensor with few-eV energy resolution [302]. WithQEC ≈ 860 keV and

∼90% of decays resulting in ground-state 7Li, BeEST has set some of the most com-

petitive limits on sterile neutrinos in the mass range ∼100 keV–1 MeV, excluding

|Ue4|  10−3–10−4. Searches for lower-mass sterile neutrinos (in the range ∼1–100

keV) are complicated by the difculty of nding nuclides which (i) purely decay

via electron capture, (ii) have low QEC values, and (iii) have sufciently long life-

times to work with. In the keV sterile-neutrino mass range, most proposals have

focused on the beta decay of 3H, owing to its relatively small Qβ ≈ 17 keV [303–

306].
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Colliders

Another constraint on the MSM scenario comes from colliders. Though the keV-

scale DM particle is likely not massive enough to leave a detectable kinematic sig-

nature at colliders, the heavier sterile neutrinos14 might be detectable. Owing to

their mixing with the active neutrinos, HNLs can appear at all the same vertices

as SM neutrinos (though of course subject to kinematic limits and suppressed by

mixing angles).

One avenue for HNL searches at colliders is meson decays. First, consider the

charged-current decay of pseudoscalar (JP = 0−) mesons P± ∈ {±,K±, D±, B±}
of the form P± → ℓ±N. The decay rate is given by (e.g., Ref. [307])

Γ(P± → ℓ±N) =
G2
F f

2
hm

2
h

8
|Vik|2|Uℓ4|2


y2N + y2ℓ − (y2N − y2ℓ)

2

λ
1
2 (1, y2N, y

2
ℓ), (2.24)

where GF is the Fermi constant, fP is the hadronic form factor, mP is the meson

mass, Vik is the relevant CKM matrix element (e.g., Vud for ± or Vus for K±),

yi ≡ mi/mP, and λ
1
2 (a, b, c) ≡


a2 + b2 + c2 − 2(ab+ bc+ ac). In the SM with

three light neutrinos (y ≪ yℓ), the electronmode is helicity-suppressed by a factor

∼104–105 compared to the muon mode, but the presence of an HNL may substan-

tially increase the rate. Since the mixing parameters Uℓ4 are of course unknown

a priori, most experiments usually report their constraints assuming only one of

{Ue4,Uµ4,Uτ4} is nonzero. The PIENU and NA62 experiments have provided

leading constraints using the decays + → ℓ+N and K+ → ℓ+N, respectively,

for masses mN in the range of several MeV to several hundred MeV [308–311].

Depending on the masses and mixing angles, HNLs may also decay to SM par-

ticles within the detector volume. These HNLs may be produced via a number of

processes, including the aforementioned meson decays, W±/Z bosons (either on-

or off-shell), and many others. The available HNL decay channels are of course

set by the mass mN, with particularly distinctive channels including N → ℓ+ ℓ
−
 

(where  and  need not be the same avor). Because the HNL decay rate is sup-

14Above the MeV scale, these particles are often called “heavy neutral leptons” (HNLs).

91



pressed by the (potentially very small) mixing parameter Uℓ4, an HNL may be

expected to travel a distance

cτN ∼ 1.3mm


∑
ℓ

|Uℓ4|2
−1  mN

1GeV

−5
, (2.25)

a signicant distance even before accounting for the HNL’s (likely signicant)

Lorentz boost [307]. Thus, such decays may be reconstructed as displaced ver-

tices in modern detectors with µm-level track resolution. Experiments such as

DELPHI [312], Belle [313, 314], BaBar [315], BESIII [316], MicroBooNE [317], T2K-

ND280 [318], CHARM [319–321], ATLAS [322, 323], CMS [324, 325], and LHCb [326]

have contributed leading constraints15 in the HNL mass range from several hun-

dred MeV to nearly 1 TeV. Future xed-target, collider, and neutrino experiments

will continue to constrain the HNL parameter space (see, e.g., Ref. [270, 327] and

references therein).

2.3.4 Cosmological constraints

A large part of Chapter 3 will be devoted to searches for decaying sterile-neutrino

DM out in the Universe; here, I describe several other cosmological constraints on

sterile-neutrino DM in the context of the MSM.

Early-Universe production

The early-Universe production of sterile-neutrino DM via neutrino mixing must

satisfy two principal conditions: it must produce the correct amount16 of DM, and

it must not alter the thermal history of the early Universe or BBN light-element

abundances in a detectable way.

15Note that the references provided are a non-exhaustive list—each of these experiments may have
several published results, as well as subsequent re-analyses in terms of different models. See,
e.g., Ref. [270] for a recent review.

16In the MSM discussed in this dissertation, the only DM candidate is the sterile neutrino, so
this process must produce all of the observed DM density. In other models, of course, DM may
contain many different types of particles, which would relax these production constraints.
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As discussed in Chapter 1, a wealth of cosmological observations indicate that

ΩDMh2 ≈ 0.12. Since the sterile-neutrino production rate is proportional to the

in-medium mixing angle sin2(2m), it stands to reason that increasing the mix-

ing angle increases the amount of DM produced. In the context of nonresonant

(Dodelson-Widrow) production, Ref. [328] obtained an approximate relation be-

tween the sterile-neutrino mass m and the mixing angle in vacuum sin2(2):

m ≈ 1.8 keV


sin2(2)

10−8

−0.62
ΩDMh2

0.12

0.5

erfc


−1.15


TQCD

170MeV

2.15

. (2.26)

Here, TQCD ≈ 170MeV is the temperature of the quark-hadron phase transition

(see Chapter 4). For a given value of ΩDMh2, this result provides an upper bound

in the mass-mixing angle plane (i.e., values of sin2(2) above this bound produce

too much DM). In the case of resonant (Shi-Fuller) production via an initial lep-

ton asymmetry, the situation is substantially more complicated, and approxima-

tions like Eq. 2.26 are generally not available. Thus, most groups use numeri-

cal solvers (e.g., STERILE-DM [296]) to determine the lepton asymmetry required

to produce the observed ΩDMh2 ≈ 0.12 at each point in the mass-mixing angle

parameter space. Similarly, if the maximum allowed value of the lepton asym-

metry is known, it is possible to set a lower bound on sin2(2), below which

too little DM is produced. In the MSM, where the lepton asymmetry is gener-

ated by CP-violating oscillations of heavy sterile neutrinos, calculations suggest17

L6 ≡ 106(n − n̄)/s  700 (e.g., Refs. [290, 329]). The results of these compu-

tations are shown in Fig. 2-2. In any case, the currently-allowed values of L are

several orders of magnitude greater than the baryon-to-photon ratio b.

A complementary bound on the lepton asymmetry (and thus the mixing angle)

arises from BBN. In brief, the introduction of an asymmetry between neutrinos and

antineutrinos shifts neutron-proton equilibrium maintained by reactions such as

p+ e− ↔ n+ e and n+ e+ ↔ p+ ̄e, thereby modifying the helium-4 abundance

17In the rest of this dissertation, L6 will always be 106(n − n̄)/s—i.e., L6 will never be normalized
to n.
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Figure 2-2: Constraints on sterile-neutrino DM in the MSM from several cosmo-
logical sources. The top gray shaded region indicates mixing angles which pro-
duce too much DM compared to observations in the nonresonant scenario [300].
The red shaded region is disfavored by the observed number of Milky Way satel-
lite galaxies (here taken to be 47, Ref. [333]). The gray dashed line L6 = 700 is the
largest lepton asymmetry achievable in the MSM, and the bottom gray shaded
region corresponds to the BBN limit L6 = 2500 [333].

4He/H ≡ Yp. Thus, measurements of Yp can be compared to the predictions of

standard BBN (i.e., L ∼ b ≪ 1) and used to generate a bound on the lepton

asymmetry. Previous works nd L6  2500 from BBN (see, e.g., Ref. [330]), which

is slightly less constraining than the MSM limit of L6  700. It should be noted

that recent measurements of Yp in extremely metal-poor galaxies deviate from the

expectation of zero lepton asymmetry by nearly 3σ, indicating that L6  103 [331,

332]. It is hoped that future CMB experiments (e.g., the Simons Observatory [201]

and CMB-S4 [200]) will be able to constrain Yp at the few-percent level. In the rest

of this dissertation, I will adopt the bound L6  2500 to be conservative.
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Structure formation

Unlike the canonical cold DM theory, sterile-neutrinoDMmay have non-negligible

momentum at the epoch of cosmic structure formation. Qualitatively, as the sterile-

neutrino momentum increases, it more readily escapes from small DM halos. In

terms of the matter power spectrum Pm(k), this implies a suppression of power at

large wavenumbers k (i.e., smaller length scales). Comparisons between CDM and

alternative DM models are typically made using the transfer function

T(k) ≡


Pm(k)
PCDM(k)

. (2.27)

For a given DM model (specifying the momentum distribution) and set of ini-

tial perturbations (usually taken from the CMB), the matter power spectra Pm

at late times are generally calculated numerically using Boltzmann codes such as

CLASS [334] or CAMB [335], or with N-body simulations.

A particularly stringent test for alternative DM models that suppress small-

scale structure is the number of Milky Way satellite galaxies. At least 50 con-

rmed and candidate satellite galaxies are known to orbit the Milky Way, with

more discovered each year [336]. Conservatively, any DM model which underes-

timates the observed number of MW satellites can be ruled out. (In fact, an early

motivation for sterile-neutrino DM was the “missing satellites problem”—i.e., the

MW appeared to have fewer satellites than predicted by ΛCDM—though the ten-

sion may have alleviated recently [337–339].) One complication of this method

is the connection between DM halos and the eventual satellite galaxies that form

within them—after all, DM halos containing very few stars are extremely hard to

see. Furthermore, depending on the treatment of halo-to-galaxy matching, various

groups have disfavored sterile-neutrino DM masses below ∼10–30 keV (see, e.g.,

Refs. [333, 336, 340]). In this dissertation, I will adopt the results of Ref. [333] to be

conservative.

An additional nearly-model-independent constraint on the properties of fermion
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DM arises from the Pauli exclusion principle. If the DM particle mass is suf-

ciently small, the number density in the cores of galactic halos may approach

the degeneracy limit for a Fermi gas. This Tremaine-Gunn bound [341] provides a

lower limit on the mass of fermionic DM particles. The central regions of ultra-

faint dwarf spheroidal galaxies are particularly attractive probes, owing to their

extremely large DM-to-baryon ratios. Recent analyses disfavor m  2 keV (see,

e.g., Refs. [342, 343] and references therein).

I conclude this section bymentioning two other structure-formation techniques

used to constrain sterile-neutrino DM and other alternatives to ΛCDM. The rst

is the Lyman- (Ly) forest: along the line of sight to distant quasars are many

galactic halos containing hydrogen, producing absorption lines at a wavelength of

1216Å in the rest frame of the absorber, leading to a “forest” of absorption lines

based on the redshift of the quasar and absorbing clouds [344, 345]. As such, the

Ly forest is a powerful probe of the baryonic matter distribution (which is as-

sumed to trace the DM distribution) at large scales. The other technique is based

on strong gravitational lensing of quasars by foreground galaxies. The geometry

of the lensed quasar image is sensitive to the underlying mass distribution in the

lens, including small halos (down to ∼108 M⊙ in some cases) which may not have

visible galaxies within them (see, e.g., Refs. [181, 346–349]). Recent Ly and lensing

constraints on resonantly-produced sterile-neutrino DM are comparable to those

obtained from other structure-formation probes (see, e.g., Ref. [350]), though with

different systematic uncertainties (in particular, lensing does not depend on the

complicated baryonic feedback processes within DM halos).
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3
X-Ray Searches for Sterile Neutrinos

There is a crack, a crack in everything /

That’s how the light gets in.

—Leonard Cohen, “Anthem”

In this chapter, I describe the process by which x-ray telescope observations are

converted into constraints on the decay rate of keV-scale sterile-neutrino DM. In

Sec. 3.1, I quantify the expected sterile-neutrino x-ray intensity from a given region

of the sky. In Sec. 3.2, I outline the basic statistical procedure bywhich x-ray spectra

are searched for x-ray lines from sterile-neutrino DM. In Sec. 3.3 I (very briey)

describe some of the x-ray instruments which have recently contributed to the DM

search. In Sec. 3.4 I detail the design and characteristics of theNuSTAR observatory

which make it a valuable tool for DM hunting. In Sec. 3.5, I describe NuSTAR

constraints on sterile-neutrino DM, with particular emphasis on my contributions

to analyses of data from the M31 galaxy, the Galactic bulge, and the Galactic halo.
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3.1 Expected signal

As described in the previous chapter, massive sterile neutrinos decay as a conse-

quence of their oscillation-induced mixing with the SM neutrinos. If the sterile-

neutrino mass m < 2me, there are two dominant decay modes, shown in Fig. 3-1:

the three-neutrino mode  → ̄ and the radiative mode  → , where , 

may be any lepton avor. Since it emits a photon, the latter decay mode is much

more amenable to indirect-detection searches. When summed over all avors of

the (undetected) neutrino, the radiative decay rate is (e.g., Refs. [351, 352])

Γ→ =
9eG

2
F

10244 sin
2(2)m5

 (3.1)

≃ 1.38× 10−32 s−1


sin2(2)

10−10

 m

1 keV

5

, (3.2)

where e ≈ 1/137 is the electromagnetic ne-structure constant, GF is the Fermi

constant, and  is the avor-inclusive active-sterile mixing angle. Since the radia-

tive decay mode contains a two-body nal state, the outgoing photon is monoen-

ergetic, with E ≃ 1
2m (assuming m ≫ m). For sterile-neutrino masses m at

the keV scale, an x-ray photon is emitted, whose spectrum in the sterile-neutrino

rest frame is given by
dN

dE
≃ δ(E − 1

2m). (3.3)

The spectrum of Eq. 3.3 may be modied by several effects. First, the velocity of

DM particles (of order ∼few hundred km s−1) in galactic halos leads to Doppler

broadening, leading to a linewidth δE/E ∼ v/c ∼ 10−3. Nearly all operating

x-ray telescopes have detector energy resolutions which exceed the Doppler width

by at least an order of magnitude, so the δ-function approximation is more than

adequate. Second, for galaxies at great distances, the detected photon energy E =

1
2m(1+ z)−1, where z is the redshift. Recalling the results of Eq. 1.21, the specic
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Figure 3-1: (Left) Representative Feynman diagram for the  → 3 decay, where
the neutrino avors ,  need not be the same. (Right) Representative Feyn-
man diagram for the  →  decay mode. Both diagrams were typeset using
tikz-feynman [353].

x-ray intensity I ≡ d2F/dEdΩ is given by

I =
Γ→

4m

dN

dE
× 1

∆Ω



FOV
 dΩ



LOS
 dr

  
⟨dD/dΩ⟩

, (3.4)

where the effective solid angle ∆Ω ≡

FOV  dΩ and  is the position-detection

efciency across the detector FOV.

(It should be noted here that nearly all of the x-ray analyses discussed in this

chapter assume that all of DM is composed of sterile neutrinos, since there is no

information to suggest otherwise. If only a fraction f of DM particles are sterile

neutrinos, the x-ray constraints derived in this chapter weaken by that same fac-

tor.)

3.2 X-ray data format and analysis

In an abstract sense, the purpose of an x-ray telescope is to convert the specic

photon intensity I ≡ d2F/dE dΩ of some source1 on the sky into discrete elec-

1Strictly, I is only relevant for extended sources (i.e., those which are signicantly larger than the
angular resolution of the instrument, such that “surface brightness” is a meaningful quantity). For
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trical signals. The data output from most x-ray telescopes consists of a list of x-ray

events, with each event having at minimum a timestamp t, detector position (x, y),

and pulse height I (a proxy for energy). Subsequent data products depend on the

parameter of interest: lightcurves depend only on time, spectra depend only on

energy, and images depend only on position. The vast majority of x-ray analyses

described in this chapter are based on spectra, so it is that formalism I will briey

describe.

Imagine we wish to extract an x-ray spectrum from some extended region of

the detector (i.e., some extended region on the sky). The fundamental equation of

x-ray spectroscopy is [354]

dN(I)
dt

=


RMF(E, I) ARF(E) I dE, (3.5)

which gives the rate of x-ray events in each pulse-height2 bin. The RMF is the redis-

tribution matrix lewhich is, as its name suggests, a matrix whose elements encode

the probability of a photon with energy E being recorded as a pulse height I in

the detector (including the photoabsorption probability and detector energy reso-

lution). On the other hand, the ARF is the auxiliary response le, whose primary role

is to encode the energy-dependent effective area3 A(E) of the detector and/or op-

tics. (Depending on the instrument, the ARF may also include the throughput of

various lters or other optical elements.) For extended sources, the ARF also car-

ries a factor ∆Ω representing the solid angle of the region fromwhich the spectrum

is extracted. When considered together, the RMF andARF dene the response of the

detector to incoming x-rays, and are generally distributed in a calibration database

(CALDB) maintained by the instrument team. (For more details, including the cases

of spatially and/or temporally varying responses, see, e.g., Ref. [354].)

As alluded to previously, the conversion of an x-ray with energy E to a count

point sources, dF/dE is more appropriate.
2To return to the more physically familiar d2N/dEdt, simply divide each bin N(I) in Eq. 3.5 by
its associated width in energy.

3For extended sources, the ARF also incorporates the effect of vignetting, i.e., the reduction in
effective area with increasing distance from the optical axis.

100



in some detector channel I is an inherently lossy process. As one example, the

nite detector energy resolution means it is impossible to uniquely determine the

energy of each incident photon: does a count in channel I = 85 correspond to a 5-

keV photon, a 5.3-keV photon, or the escape peak from a 50-keV photon? Since it is

not generally possible to invert Eq. 3.5 to nd the incident source spectrum, most x-

ray spectral analyses involve the process of forward folding. In this scheme, the data

analyst denes a model M(E; η) for the incident source spectrum, convolves it

with the appropriate4 ARF and/or RMF, and allows themodel parameters η to nd

their best-t values. To compare the observed counts per bin u = (u1, u2 · · · uN) to

the predicted model counts per bin m(η) = (m1,m2, · · ·mN), it is common to use

the Poisson likelihood

L(η; u) =∏
i

mui
i e

−mi

ui!
, (3.6)

where the product runs over each bin i in the spectrum. In general, Lmay depend

on many free parameters ηwhose values we are not principally interested in (e.g.,

the normalization and slope of background components) but which are nonethe-

less necessary to dene the model. For the sterile-neutrino case, in which we seek

to discriminate between models with DM (mixing angle  ̸= 0) and without DM

( = 0), we dene the prole likelihood ratio5

Λ() ≡ L(, ˆ̂η)
L(̂, η̂) , (3.7)

which quanties how the goodness of t of the model changes with . (Single

hats denote the unconstrained best-t values of parameters, whereas ˆ̂η denotes the

best-t values subject to the constraint of xed .) The prole likelihood ratio is an

example of a test statistic (TS), a single number which can be used to quantify the

goodness of t. The probability of obtaining a TS at least as great as the observed

4For example, when modeling spectral components unrelated to the sky (e.g., internal detector
backgrounds), only the RMF may be required.

5The Neyman-Pearson lemma states that the likelihood ratio is the uniformly most powerful test
for distinguishing between two hypotheses at a given condence level [355].

101



value Λobs (assuming the hypothesis Hi is true) is given by the p-value,

p =
 

Λobs

f (Λ|Hi)dΛ (3.8)

where f is the probability density function ofΛ for a given hypothesis. For numer-

ical and practical reasons, it is generally more common to work with the negative

log-likelihood ratio λ() ≡ −2 lnΛ(). Furthermore, the results of Wilks [356] and

Wald [357] state that the probability distribution for λ() reduces to the familiar 2

distribution for a single degree of freedom, provided certain conditions are met.

Searches for sterile-neutrino DM decay with x-ray telescopes generally take the

form of a “line scan.” In this procedure, a δ-function line at xed energy Ei =
1
2mi

is added to the model, with normalization set by the incident photon intensity of

Eq. 3.4. This line is then convolved with the appropriate instrument response les

(ARF and/or RMF). The nuisance parameters η are allowed to oat6 to their opti-

mal values while keeping Ii (and hence the mixing angle i) xed. since This step

is repeated for the next value of I() until the full likelihood curve λ(;m) is con-

structed, after which the line energy is moved to the next value to be tested and the

process begins again. With the collection of prole likelihood curves λ(;m), we

have everything we need to determine the statistical signicance of any detected

x-ray lines, or barring that, set upper limits on the mixing angle . To accomplish

this, we dene test statistics t and q for line-detection and upper limits, respec-

tively [358]:

t(m) =




−2 ln(0), ̂ ≥ 0,

0, ̂ < 0
(3.9)

q(;m) =




−2 ln(), ̂ ≤ ,

0, ̂ > .
(3.10)

6This includes the normalizations of background emission lines. In the vicinity of such lines, the
allowed ux of DM photons greatly increases (and thus the constraints on the decay rate Γ greatly
worsen), since the DMmodel is allowed to assume the full strength of these background lines.
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In terms of the more familiar 2 t statistic applicable in the large-statistics limit,

the test statistics are

t(m) ≃ 2(̂)− 2(0) (3.11)

q(;m) ≃ 2()− 2(̂). (3.12)

The local statistical signicance of any line detection in Gaussian standard devi-

ations is simply


t(m), and the one-sided 95% upper limit 95 occurs for the

largest value7 of  where q = 2.71. (Note that Wilks’ theorem assumes that the true

value of  lies within the parameter space, which becomes problematic if there is

a downward uctuation in the data and we are constraining  ≥ 0. To account

for this, the probability distributions of t and q are mixtures of a 2 distribution

and a spike at δ(0), a so-called 1
2

2 distribution [358–360]. The NuSTAR limits

described in this chapter assume  ≥ 0 and thus set 95% one-sided upper limits

where q = 2.71.)

Before turning our attention to specic x-ray instruments, it will be helpful to

discuss how the expected DM sensitivity scales with various properties of the tele-

scope. As a gure of merit, consider the signal-to-noise ratio S/
√
B where S and B

are the number of (DM) signal versus background photons, respectively. For a DM

particle decaying with rate Γ, the number of DM line photons collected is obtained

by integrating Eq. 3.4 over the effective area A, solid angle ∆Ω, energy E, and

exposure time T,

S  ΓA∆ΩT, (3.13)

assuming that the intrinsic width of the DM line is much less than the instrument

energy resolution ∆E. (As discussed previously, this assumption is nearly always

true for keV-scale sterile-neutrino DM, so long as ∆E/E  10−3.) On the other

hand, the astrophysical background Ibkg is a continuum, so the number of back-

7If there is a preference for line emission at some energy, λ() will be parabolic near the minimum,
and there may be two values of  where q = 2.71. Since we are setting upper limits, we use the
larger value of .
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ground events B is proportional to ∆E:

B  IbkgA∆ΩT∆E. (3.14)

Putting both together, the statistical signicance of a weak line8 atop a featureless

astrophysical background is (e.g., Ref. [361])

S√
B

 Γ


A∆ΩT
Ibkg∆E

(astrophysical background). (3.15)

On the other hand, if the backgroundmainly arises fromwithin the detector rather

than from astrophysical sources, B is no longer proportional to A∆Ω, and instead

depends on Rbkg ≡ d2B/dEdt:

S√
B

 ΓA∆Ω


T

Rbkg∆E
(detector background). (3.16)

Lastly, the combination A∆Ω occurs so frequently in these sorts of studies that it is

given its own name, the grasp (though since most analyses involve integration over

some extended region of the sky, we are generally interested in the FOV-averaged

grasp ⟨A∆Ω⟩FOV, which takes into account vignetting of the effective area).

3.3 X-ray instruments

The eld of x-ray astronomy is vast, and cannot be summarized in one disserta-

tion (for extensive reviews, see, e.g., Refs. [362–364]). In this section, I will briey

summarize the contributions of recent x-ray astronomy missions to the search for

keV-scale sterile neutrinos, divided broadly into non-focusing and focusing instru-

ments. Headings with an asterisk (*) denote missions which are currently being

built, as well as instruments that are currently (as of early 2023) operating but have

8Here, “weak” means that the equivalent width of the spectral line is less than ∆E. Note that reduc-
ing ∆Emay push the DM line from being weak to strong, after which point further improvements
in ∆E do not improve the sensitivity.
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Instrument Energy range A∆Ω [cm2 deg2] E/FWHM Focusing?
INTEGRAL SPI 18 keV–8 MeV ∼104 @ 100 keV 100–500 ✗

Fermi GBM 10 keV–30 MeV ∼105 @ 100 keV(a) ∼10 ✗

NuSTAR 0-bounce 3–160 keV ∼100 10–200 ✗

HaloSat 0.4–7 keV ∼30 @ 1 keV 10–100 ✗

Micro-X DM* 0.5–10 keV ∼103 150–3000 ✗

XMM-Newton EPIC 0.15–15 keV ∼200 @ 2 keV 20–50 ✓
Chandra ACIS-I 0.1–10 keV ∼20 @ 5 keV 10–20 ✓
SRG eROSITA* 0.2–10 keV ∼103 @ 1 keV ∼100 ✓
SRG ART-XC* 4–30 keV ∼40 @ 8 keV 10–20 ✓
XRISM Resolve* 0.4–12 keV ∼0.5 @ 5 keV(a) 20–2000 ✓
XRISM Xtend* 0.4–12 keV ∼50 @ 5 keV(a) ∼few–50 ✓

NuSTAR 2-bounce 3–79 keV ∼20 cm2 @ 10 keV 10–200 ✓
Suzaku XIS 0.12–12 keV ∼10 cm2 @ 5 keV(a) 20–50 ✓

Table 3.1: Properties of x-ray instruments which have (or will soon, indicated by
the asterisk *) contributed to the search for sterile-neutrino DM. The grasp A∆Ω is
generally the FOV-averaged value, with (a) representing on-axis values if the FOV-
averaged value was not given in the literature. For more details, see Sec. 3.3.

not yet reported sterile-neutrino constraints. It should be noted that with very few

exceptions, these instruments were not designed to search for DM, illustrating the

exibility of indirect-detection techniques.

3.3.1 Non-focusing instruments

Unlike lower-wavelength (e.g., optical) photons, x-rays are not easily focused by

mirrors or lenses. Thus, many x-ray instruments have been non-focusing devices,

analogous to the pinhole camera or camera obscura. These devices are generally

simpler to build than their focusing counterparts (discussed next) and are fre-

quently used to study diffuse x-ray emission on large angular scales.

INTEGRAL

Launched in 2002, the International Gamma-Ray Astrophysics Laboratory (INTE-

GRAL) is Europe’s agship hard x-ray and soft -ray observatory. At its core, IN-
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TEGRAL is a coded-aperture telescope: incoming photons must rst pass through

one of the openings drilled into a tungsten mask before striking the detectors. The

shadow pattern obtained from viewing the same source at different angles allows

for localization of sources on the sky. INTEGRAL’s main spectroscopic instrument

is (appropriately) the Spectrometer on INTEGRAL (SPI), consisting of an array of

19 high-purity germanium detectors [365]. These detectors provide sensitivity to

photon energies ∼18 keV–8 MeV, with an energy resolution ∼2 keV FWHM for

1-MeV photons. Though SPI is principally used for spectroscopy, its coded mask

also allows for imaging, with a FOV ∼15–30◦ in diameter9 and angular resolution

∼2.5◦ FWHM. With a FOV-averaged grasp  104 cm2 deg2 across much of its en-

ergy range and total exposure time 1 Ms across much of the sky, SPI is extremely

sensitive to diffuse x-ray and -ray line emission. Along with Fermi-GBM (dis-

cussed next), INTEGRAL-SPI is responsible for closing the MSMparameter space

for sterile-neutrino masses m  40 keV down to the BBN limit [366, 367]. As of

early 2023, the other two instruments—the Imager on-board the INTEGRAL Satel-

lite (IBIS, Ref. [368]) and the Joint European X-ray Monitors (JEM-X, Ref. [369])—

have not reported sterile-neutrino DM constraints.

Fermi

Launched in 2009, the Fermi Gamma-Ray Space Telescope (hereafter “Fermi”) is

NASA’s agship high-energy -ray observatory. It consists of two main instru-

ments, the Large Area Telescope (LAT) and the Gamma-ray Burst Monitor (GBM).

The LAT is a pair-conversion telescope [370], consisting of stacks of high-Z foils to

convert incoming -rays into e+e− pairs, which are subsequently tracked by silicon

strip detectors and absorbed in cesium iodide calorimeters. The LAT energy range

of ∼20 MeV–300 GeV energy range is far too high for MSM sterile-neutrino DM

searches, but has contributed to many searches for GeV-to-TeV-scale DM (see, e.g.,

Refs. [371–374] for a very non-exhaustive list of recent work). Fortunately, the GBM

9Depending on whether one takes the fully-coded FOV or the FOV out to zero response, re-
specively.
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is more well-suited to keV-scale DM searches, consisting of twelve sodium iodide

(NaI) scintillators and two bismuth germanium oxide (BGO) scintillators. The NaI

scintillators are sensitive to photon energies of ∼few keV–few MeV, whereas the

BGO scintillators cover the range ∼150 keV–30 MeV. (Both detectors have energy

resolutions  10%FWHM.) With an on-axis effective area peaking near ∼100 cm2

for both NaI and BGO [375], an instantaneous FOV ∆Ω ∼ 2 × 104 deg2, and a

substantial cumulative exposure time, the sterile-neutrino sensitivity of GBM is

comparable to SPI. Prior to NuSTAR, the all-sky sterile-neutrino constraints from

Fermi-GBM were some of the strongest in the mass range ∼25–40 keV [376].

HaloSat

HaloSat was a CubeSat10 launched in 2018 to (somewhat ironically) search for

the “missing” baryons in the Milky Way halo by means of their soft x-ray emis-

sion [377]. The science payload consisted of three silicon drift detectors (SDDs)

with energy range 0.4–7 keV and energy resolution ∼85–130 eV FWHM. The in-

strument’s 0.3-cm2 effective area above 1 keV was compensated by an effective

FOV ∆Ω ≈ 115 deg2, giving HaloSat a grasp comparable to much larger x-ray

telescopes without the systematic uncertainties associated with focusing optics or

detector pixelization. Despite its short orbital lifetime (2018–2021), HaloSat pro-

vided constraints on m = 7 keV sterile-neutrino DM that were comparable to

instruments with orders of magnitude more exposure time [378].

Micro-X*

Micro-X differs from the other x-ray instruments in this section in that it is not a

satellite—it is a sounding rocket [379–381]. As such, the instrument only has a

few hundred seconds at the apogee of each ight to make its measurement; thus,

sensitivity is crucial. At the core of Micro-X is a ∼1-cm2 array of ∼120 cryogenic

transition edge sensor (TES) bolometers with energy resolution better than 10 eV

10A small satellite optimized for simplicity and cost.
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FWHM. For the upcoming launch dedicated to searching for DM, the Micro-X fo-

cusing optics will be removed to increase the detector FOV from 0.2◦ to nearly 30◦,

greatly increasing the expected DM signal. With only several hundred seconds

of exposure time near the MW Galactic Center, it is anticipated that Micro-X will

achieve constraints in the sterile-neutrino mass range m  10 keV that meet or

exceed those of XMM-Newton and NuSTAR [379]. In 2022, Micro-X completed its

rst successful (focused) observation of the Cassiopeia A supernova remnant, and

the follow-up DM-dedicated ight will hopefully occur by 2023–2024.

3.3.2 Focusing telescopes

In contrast to the previous instruments, some telescopes use x-ray focusing optics

to increase the collecting area and improve angular resolution, though generally at

the cost of requiring a smaller eld of view. (For more details on focusing optics in

the context of NuSTAR, see Sec. 3.4.)

XMM-Newton

Launched in 1999, XMM-Newton is the European Space Agency’s agship x-ray

observatory. The spacecraft is built around three Wolter-I x-ray telescopes, re-

sponsible for focusing x-rays onto the Reection Grating Spectrometers (RGS11,

Ref. [382]) and the European Photon Imaging Cameras (EPIC). The EPIC detec-

tors are silicon pixel devices, consisting of two arrays of front-illuminated metal-

oxide semiconductor (EPIC-MOS, Ref. [383]) and one array of back-illuminated

pn-junction (EPIC-pn, Ref. [384]) detectors. All three EPICmodules share the same

∼30-arcmin-diameter FOV (i.e., ∆Ω ≈ 0.8 deg2), and have similar spectral resolu-

tions (∼70 eV FWHM at 1 keV to ∼150 eV FWHM at 6.4 keV) and bandpasses

(0.15–12 keV). When considered together, the three EPIC detectors have a com-

bined FOV-averaged grasp of ∼100 cm2 deg2 in the energy range 1–5 keV, making

11The RGS are dispersive spectrometers which provide high-resolution (∆E/E  10−2 FWHM)
spectroscopy in the energy range 0.33–2.5 keV. They are not generally used for DM searches since
their grasp is quite low.)
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XMM-Newton a leading player in the search for keV-scale DM for many years (see,

e.g., Refs. [385–390]). Unfortunately, the decline in mirror reectivity and detector

efciency for x-ray energies above∼10 keV limits XMM-Newton’s ability to search

for higher-mass DM.

Chandra

In many ways, the Chandra X-ray Observatory (CXO) is NASA’s counterpart to

XMM-Newton. Also launched in 1999, CXO consists of a single Wolter-I x-ray

telescope feeding several focal plane instruments. The primary instrument12 is

the silicon CCD-based Advanced CCD Imaging Spectrometer (ACIS, Ref. [394]),

which contains arrays for imaging (ACIS-I) and grating spectroscopy (ACIS-S).

The ACIS-I array provides high-resolution imaging (1 arcsec) across a 17 × 17

arcmin2 FOV (∆Ω ≈ 0.08 deg2), with an energy resolution∼100-200 eV FWHM for

photon energies 1–5 keV. The FOV-averaged grasp of ACIS-I is∼10–20 cm2 deg2 in

the x-ray energy range ∼1–5 keV—somewhat lower than XMM-Newton, mainly

owing to CXO’s smaller FOV. Despite this, CXO has still contributed extensively to

the search for sterile-neutrino DM, owing to its large catalogue of observations and

excellent angular resolution for excluding contamination from x-ray point sources

(see, e.g., Refs. [395–397]).

Suzaku

The Suzaku observatory was launched in 2005 as a joint venture between the

Japan Aerospace Exploration Agency (JAXA) and NASA, and operated until 2015.

Suzaku consisted of three instruments, the X-Ray Spectrometer (XRS, Ref. [398]),

the X-ray Imaging Spectrometer (XIS, Ref. [399]), and the Hard X-ray Detector

(HXD, Ref. [400]). The XRS consisted of a cryogenic microcalorimeter array with

∼6-eV FWHM energy resolution in the energy range 0.3–12 keV; unfortunately,

12The other CXO focal-plane instrument is the High Resolution Camera (HRC, Ref. [391]), a micro-
channel plate detector with superior angular resolution (though worse energy resolution) com-
pared to ACIS. Both ACIS and HRC can also be used in conjunction with low- and medium-
energy grating spectrometers similar to XMM-Newton’s RGS [392, 393].
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the liquid helium coolant system failed shortly after launch, rendering the XRS

inoperable. The other focusing x-ray instrument aboard Suzaku was the XIS, con-

sisting of four arrays of silicon CCD arrays observing the same 19× 19 arcmin2

(∆Ω ∼ 0.1 deg2) FOV and sensitive to 0.2–12-keV photons. Despite its somewhat

small peak effective area (∼200 cm2), XIS provided some of the few sterile-neutrino

constraints in the mass range ∼10–20 keV prior to NuSTAR (see, e.g., Refs. [401–

405]). Finally, the HXDwas a non-imaging collimated detector consisting of silicon

p-i-n diodes and gadolinium silicate scintillators surrounded by anticoincidence

detectors. The energy bandpass of HXD was 10–600 keV, with a peak effective

area ∼200 cm2 near 100 keV and a solid angle ∆Ω ∼ 0.3 deg2 below 100 keV to

∼20 deg2 above 100 keV.

Swift

The Neil Gehrels Swift (hereafter Swift) observatory was launched into low-Earth

orbit in 2004 to study -ray bursts [406]. Swift’s science payload contains two x-ray

instruments, the X-Ray Telescope (XRT, Ref. [407]) and the Burst Alert Telescope

(BAT, Ref. [408]). The XRT is a grazing-incidence telescope with energy range 0.2–

10 keV and peak on-axis effective area ∼100 cm2 at 1.5 keV, coupled to a silicon

CCD detector with energy resolution∼0.2 keV. Despite its small solid angle (∆Ω ∼
0.05 deg2), the extensive observation catalog of XRT (> 70 Ms) and small low-

energy background rate allowed the authors of Ref. [397] to obtain sterile-neutrino

constraints that were comparable to CXO’s. As of early 2023, there have been no

DM searches using the non-focusing BAT.

Spektr-RG*

The Spektr-RG mission was launched in 2019 as a joint venture between the (Rus-

sian) Space Research Institute (IKI) and the (German) Max Planck Institute for

Extraterrestrial Physics (MPE). The satellite contains two primary science instru-

ments, the soft x-ray telescope eROSITA [409] managed byMPE and the hard x-ray
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telescope ART-XC [410] managed by IKI. Both telescopes are designed to survey

the entire sky at least eight times.

The eROSITA instrument consists of seven telescope modules (TMs 1–7), each

consisting of an x-raymirror assembly and a detector. The x-ray optics are grazing-

incidence Wolter-I telescopes consisting of gold-plated nickel, each observing the

same ∼1◦-diameter focused FOV. The detectors are silicon CCD arrays with en-

ergy resolution ranging from ∼0.06 keV FWHM at 0.3 keV to ∼0.17 keV FWHM

at 10 keV. The total grasp of the system ranges from ∼103 cm2 deg2 at 1 keV to

∼102 cm2 deg2 at 5 keV, a substantial increase over previous x-ray telescopes. There-

fore, it is anticipated that eROSITAwill be integral13 in searching for keV-scale DM,

including sterile neutrinos in the Galactic halo (see, e.g., Refs. [411, 412] for sensi-

tivity projections). Following the Russian Federation’s invasion of Ukraine in early

2022, MPE placed eROSITA in safe mode. At that time, eROSITA had completed

four of its planned eight all-sky passes. It is unknownwhen (or whether) eROSITA

will be brought back online, or what condition the instrument will be in if it is.

The ART-XC instrument will enable the rst all-sky imaging survey in hard

x-rays, with energy bandpass 4–30 keV slightly overlapping with eROSITA. Like

eROSITA, ART-XC consists of seven TMs, consisting of x-ray optics and detec-

tors. The ART-XC mirrors, however, consist of iridium-plated nickel/cobalt to

provide increased reectivity at higher energies. The seven ART-XC TMs observe

the same 36-arcmin-diameter (∆Ω ∼ 0.3 deg2) FOV, achieving a grasp of nearly

∼40 cm2 deg2 at 8.1 keV [410]. This is comparable to NuSTAR’s 0-bounce sensi-

tivity while also providing arcminute-level angular resolution. The detectors are

solid-state CdTe double-sided strip devices, which provide the necessary photoab-

sorption efciency for hard x-rays. The projected sterile-neutrino constraints of

ART-XC are discussed in Ref. [411], and an analysis of the rst two years of ART-

XC data is described in Ref. [413]. At the time of writing (early 2023), ART-XC

remains online.
13Pardon the pun.
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Hitomi and XRISM*

The Hitomi observatory was a JAXA-led project launched to low-Earth orbit in

2016, containing three x-ray instruments: the Soft X-ray Spectrometer (SXS, Ref. [414]),

the Soft X-ray Imager (SXI, Ref. [415]), and the Hard X-ray Imager (HXI, Ref. [416]),

each fed by focusing telescopes with peak on-axis effective areas of ∼several hun-

dred cm2. The SXI was a silicon CCD pixel detector with energy resolution ∼0.16

keV, energy range 0.4–12 keV, and solid angle 38× 38 arcmin2 (∆Ω ∼ 0.4 deg2). The

HXI consisted of four layers of silicon strip detectors and one layer of CdTe strip

detectors, providing a solid angle 9′ × 9′ and peak effective area ∼103 cm2 for 5–

80-keV photons. The SXS was perhaps the most technically ambitious instrument

on the observatory, consisting of a 36-pixel array of HgTe absorbers and silicon

thermistors cooled to 50 mK. Despite its small solid angle (∆Ω ∼ 0.003 deg2), the

SXS offered an unparalleled energy resolution of  7 eV in the x-ray energy range

0.4–10 keV. It was hoped that the exquisite SXS energy resolution would allow

any sterile-neutrino feature to be distinguished from neighboring atomic spectral

lines. Sadly, the destruction of the Hitomi observatory only onemonth after launch

meant that only a single target (the Perseus galaxy cluster) could be observed for

sterile-neutrino DM during commissioning [417, 418].

Fortunately, this story does not end with the destruction of Hitomi, and the

X-Ray Imaging and Spectroscopy Mission (XRISM, previously called the X-ray

Astronomy Recovery Mission [419, 420]) was quickly approved. Owing to the

hard x-ray performance of NuSTAR, the HXI from Hitomi will not carry over to

XRISM. Rather, the science payload of XRISM will consist of Resolve, a near-clone

of SXS [421]; and Xtend, an analogue of SXI with improved energy resolution [422].

At the time of writing (early 2023), it is hoped that XRISM will launch this year.

3.3.3 The 3.5-keV excess

In 2014–2015, two independent groups reported evidence of a line-like excess of

x-ray photons near 3.5 keV in energy, in the stacked spectra of galaxy clusters [386]

112



and in the Milky Way, M31, and Perseus cluster [387, 423]. In both cases, the ex-

cess was consistent with a decaying ∼7-keV sterile neutrino with mixing angle

sin2(2) ≃ (0.2–2)× 10−10 depending on the choice of DM density prole, though

other models were also considered. This excess was subsequently observed by

CXO [396] and NuSTAR [424, 425], though in the latter case, it was consistent in

strength and position with a known instrument background feature [426]. This

anomaly provided a natural target for x-ray telescopes, and eventually almost all

operating instruments would weigh in.

The following years saw a urry of competing detection and exclusion claims,

far too many to list here (see Refs. [427, 428] for recent reviews). In addition to the

intrinsic faintness of the excess, there were several additional aspects that compli-

cated matters. First, uncertainties in the DM density prole can substantially mod-

ify the inferred mixing-angle constraints. Even within the Milky Way, different

density prole choices can change the DM constraints by at least tens of percent,

to say nothing of the substantially greater uncertainties when more distant galax-

ies and clusters (for which kinematic data may be sparse) are considered. Second,

the faintness of the line means that small variations in the treatment of the instru-

ment background can have large effects on the projected sensitivity. In particu-

lar, Ref. [388] generated substantial discussion owing to their use of novel spline-

based background-modeling techniques in the context of XMM-Newton [429–431],

though follow-up work obtained similar constraints using a more traditional para-

metric background model [390]. In any case, constraints from a variety of tele-

scopes searching for the line in a variety of astrophysical targets are necessary to

fully understand the nature of this feature.

3.4 The NuSTAR observatory

Launched in 2012, the Nuclear Spectroscopic Telescope Array (NuSTAR) observa-

tory is the rst high-energy focusing telescope in orbit [432]. Before discussing

NuSTAR’s contributions to DM searches (and my contributions to those efforts [1–
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Figure 3-2: Artist’s impression of the NuSTAR observatory in orbit, with major
components labeled. © by NASA/JPL-Caltech.

3]), it will be helpful to describe the design of the observatory itself. A diagram of

the observatory is shown in Fig. 3-2.

3.4.1 X-ray optics modules

The NuSTAR optics modules (OMs) contain the mirrors which focus x-rays onto

the focal-plane detectors. The mirrors are conical approximations to the Wolter-I

design, consisting of hyperbolic and parabolic segments. Incoming photons with

energies E = 3–79 keV reect twice within the OMs, once off the hyperbolic seg-

ments, and once off the parabolic segments, earning these focused x-rays the name

“2-bounce” (2b) photons.

Focusing x-ray telescopes rely on the properties of photons at grazing incidence

(since x-ray photons hittingmirrors at normal incidence tend to go straight through).

Dening ϕ to be the angle tangent to the surface, Snell’s law relates the angles of
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incidence and refraction (ϕi and ϕr, respectively) [354]:

cos ϕr
cos ϕi

=
1

1− δ
. (3.17)

For angles ϕ ≪ 1, there is a critical angle ϕcrit ≃
√
2δ above which there is no

refracted wave and total reection occurs. For a material with electron number

density ne, mass density , atomic number Z, and mass number A, the optical

constant δ is a decreasing function of photon energy E [354]:

δ =
rene
2


hc
E

2

≈ 0.0025

Z
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


1 g cm−3


1 keV
E

2

. (3.18)

Since ϕc 


Z/E, large values of Z and/or  are needed to ensure reasonable

reection angles, particularly at high energies. For example, the CXO and XMM-

Newton telescopes use mirrors coated with iridium and gold, respectively. Since

the mirrors are only reective for grazing-incidence x-rays, a single mirror with

physical area A0 presents a very small effective area Aeff ∼ A0ϕ. To increase the

collecting area, x-ray telescopes generally use many nested concentric mirrors.

NuSTAR’s mirrors required technological innovations well beyond those of

previous telescopes. For one, NuSTAR’s maximum energy of 79 keV is nearly

an order of magnitude above that of CXO and XMM. To counteract the steep de-

crease in x-ray reectivity with increasing energy while keeping the optics com-

pact and lightweight, the 133 concentric NuSTAR mirrors are composed of novel

depth-graded multilayers of varying high- and low-density materials—i.e., plat-

inum/silicon carbide (Pt/SiC) and tungsten/silicon (W/Si) deposited onto glass

bases [433]. Each mirror segment contains ∼200 multilayer pairs, and the con-

structive interference they generate greatly enhances the x-ray reectivity at high

energies for angles ϕ > ϕc. The combined on-axis effective area of the twoNuSTAR

OMs is∼103 cm2 at 10 keV, giving a peak FOV-averaged grasp of∼20 cm2 deg2 for

2-bounce photons.

115



3.4.2 Focal plane modules

At the opposite end of the 10-meter carbon-ber mast from the OMs are the focal

plane modules (FPMs). The FPMs consist of three principal components: a beryl-

lium window, a solid-state detector array, and an anticoincidence detector.

Before entering the detectors, x-ray photons must rst pass through ∼100-µm-

thick beryllium (Be) window, one per FPM. These windows serve two purposes.

First, they block lower-energy optical and ultraviolet photons from striking the

detectors while allowing E  3 keV photons to pass through. The transmission

efciency EBe of the windows reaches ∼70% by 3 keV and >95% by 8 keV. (The

opacity of the windows to optical photons means that NuSTAR is capable of ob-

serving the Sun, a capability other observatories (e.g., CXO and XMM-Newton)

lack.) Second, the windows shield the detectors against small micrometeoroid im-

pacts.

At the heart of the NuSTAR FPMs are the solid-state cadmium zinc telluride

(CdZnTe or CZT) hybrid arrays sensitive to photons with energies ∼3–160 keV

with energy resolution ∼0.4–0.9 keV FWHM [434, 435]. Each FPM array contains

four detector chips, with each chip (labeled DET0–DET3) consisting of a single

(20× 20× 2)mm3 CZT crystal. Amonolithic platinum contact denes the cathode,

whereas the platinum anode of each chip is segmented into a 32× 32 grid of pixels

(i.e., each FPM array contains 1024 pixels). Each pixel is equipped with its own

signal-processing electronics (preamplier, shaper, discriminator, etc), and a cus-

tomASIC handles the analog-to-digital conversion14 and digital readout. Alhough

the ASIC is primarily set up to detect positive (electron-generated15) pulses, it is

also sensitive to negative (hole-generated) pulses, allowing the software to deter-

mine the depth of interaction (internal detector backgrounds generally occurring

deeper than astrophysical x-rays). The use of CZT presents several advantages for

NuSTAR compared to previous silicon- or germanium-based detectors. First, CZT

offers a substantially greater quantum efciency for detecting high-energy pho-

14NuSTAR carries 12-bit ADCs, giving 4096 0.04-keV-wide bins in the energy range 1.6–165.4 keV.
15Since electrons have greater mobility than holes in CZT.
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tons compared to silicon and germanium, owing to its high atomic number16 (∼50

for CZT versus 14 for silicon and 32 for germanium). Second, CZT is operable near

room temperature with acceptable energy resolution and leakage current owing to

its large band gap ( 1.5 eV), whereas silicon and germanium x-ray spectrometers

generally must be cooled to approximately 170 K and 77 K, respectively (to say

nothing of cryogenic calorimeters at the  1K level). Finally, CZT is much easier

to segment into pixels than germanium, allowing for high-resolution imaging.

Finally, the CZT detector arrays are surrounded by anticoincidence shields.

These shields consist of cesium iodide (CsI) crystals which uoresce when struck

by ionizing radiation (particularly protons or Compton-scattered -rays). Events

in the CZT which coincide in time with energy depositions in the CsI are rejected,

thereby decreasing the total instrument background. The event rate registered by

the anticoincidence shields is crucial for dening the good time intervals (GTIs),

ensuring that the data are not contaminated by solar ares, geomagnetic storms,

or observatory passages through the South Atlantic Anomaly (SAA, a region of

intense charged-particle ux in low-Earth orbit). Somewhat ironically, the CsI it-

self generates x-ray uorescence and activation lines as a consequence of the space

radiation environment, producing a series of x-ray lines near 30 keV.

(Each FPM is also equippedwith 155Eu calibration sourceswith activity∼10µCi

at launch. The sources are located on retractable arms that can extend into the opti-

cal path, uniformly illuminating the detector arrays with x-ray lines at energies be-

tween 5–90 keV [436, 437]. To avoid the possibility of the source becoming “stuck”

in front of the detectors, the arm has not been deployed since 2015. Energy-scale

calibration of the detectors instead relies on emission lines from the Kepler super-

nova remnant and detector uorescence lines [438].)

16The photoelectric absorption cross section scales with atomic number approximately as Z4.
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Aperture Stops

Focal Plane

Optics Bench

Rays from a
stray light source

Detectors

Rays blocked by
Optics Bench

Figure 3-3: A schematic (not to scale) of the NuSTAR instrument design, illus-
trating the 0-bounce concept. The circular aperture stops above each FPM dene
regions of ∼3.5◦ radius on the sky (some of which is blocked by the optics bench)
from which 0-bounce photons can strike the detectors. Figure reproduced from
Ref. [425] with permission. © 2017 by the American Physical Society.

118
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Figure 3-4: Regions of the sky from which 0-bounce photons may reach NuSTAR’s
FPMA (left) and FPMB (right). The white cross indicates the location of the optical
axis, and the dashed circle indicates the 3.5◦ radius of the aperture stops. The
colorbar is proportional to the efciency 0b with which photons from each patch
of solid angle can be detected. Figure reproduced from Ref. [425] with permission.
© 2017 by the American Physical Society.

3.4.3 0-bounce photons

Unlike previous telescopes like CXO and XMM-Newton, the optical path between

the NuSTAR optics and detectors is largely unshielded and open to the sky (Fig. 3-

3). Thus, off-axis x-raysmay reach the detectors without interactingwith the focus-

ing optics, hence their alternative name of “0-bounce” (0b) photons. The regions of

sky from which 0-bounce photons may strike each FPM array are shown in Fig. 3-

4. The outer radius of ∼3.5◦ is set by the geometry of the aperture stops in front

of the detectors, with the optics bench blocking approximately half of the circle to

form a crescent or “Pac-Man” shape. Since each NuSTAR detector pixel subtends

a slightly different solid angle on the sky, we dene an effective solid angle

∆Ω0b =


FOV
0b dΩ, (3.19)
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where 0b is the position-dependent efciency of detecting a 0-bounce photon in

a given element of solid angle. Each FPM array subtends an effective solid angle

∆Ω0b ≈ 4.5 deg2, nearly two orders of magnitude larger than the (13 arcmin)2 ≈
0.05 deg2 solid angle for 2-bounce photons. If a bright x-ray source landswithin the

0-bounce FOV of a given NUSTAR observation, large regions of the detector plane

may be covered by “stray light” from that source. Even if there are no such bright

sources, every NuSTAR observation contains an irreducible contribution from the

diffuse cosmic x-ray background (CXB) coming through both the 0-bounce and 2-

bounce apertures. As discussed previously, the number of photons received from

diffuse sources scales with the telescope’s grasp A∆Ω averaged over the FOV. The

0-bounce grasp for each FPM array is 12.5 cm2× 4.5 deg2 ≈ 56 cm2 deg2, compared

to themaximum 2-bounce grasp∼10 cm2 deg2. For analyses of x-ray point sources,

this stray light is often a hindrance; however, as we shall see, these unfocused x-

rays provide NuSTAR unparalleled sensitivity to sterile-neutrino DM in certain

regions of the parameter space. Furthermore, since the 0-bounce sensitivity is not

constrained by the reectivity of the optics, these analyses can use the full 3–160-

keV energy range of the detectors, rather than the 3–79-keV range of the optics.

3.5 NuSTAR sterile-neutrino searches

To date, there have been six published NuSTAR analyses searching for sterile-

neutrino DM. I will discuss three previous NuSTAR analyses (Bullet cluster, blank-

sky, and Galactic center) before discussing my contributions to analyses of theM31

galaxy, the Milky Way bulge, and the Milky Way halo. The rst three constraints

are plotted in Fig. 3-5.

3.5.1 Previous NuSTAR analyses

The rst NuSTAR search for DM used observations of the Bullet cluster [440]. This

analysis differs from the rest in that it used only 2-bounce photons, since the angu-

120



Figure 3-5: Constraints on the MSM parameter space as of 2017, illustrating the
unique capabilities of NuSTAR. The dark gray shaded regions at the top indicate
constraints from previous x-ray telescopes (see, e.g., Refs. [366, 376, 395, 404, 439]).
The Milky Way satellite counts and BBN constraints are from Ref. [333], assuming
Nsat = 47 and L6 = (n − n̄)/s < 2500, respectively. For additional information
on the latter two constraints, see Chapter 2. NuSTAR constraints are as follows:
Sørensen+(2015) [440], Neronov+(2016) [441], and Perez+(2017) [425]. The red 3.5-
keV point (m ≈ 7 keV) is from Ref. [387]. Figure generated from code supplied
by K. C. Y. Ng in the style of Ref. [425].
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lar extent of the cluster is comparable to NuSTAR’s focused FOV. The Bullet cluster

is an attractive candidate for x-ray DM searches, owing to its large DM content and

the spatial separation of the x-ray emitting gas from the densest regions of DM.

Unfortunately, the use of Bullet cluster data comes with several disadvantages.

First, the Bullet cluster is bright in thermal x-ray emission, creating a background

component that must be modeled or subtracted; in either case, this astrophysical

background weakens the DM constraints. Second, the redshift z ∼ 0.3 of the Bullet

cluster means that the E = 3 keV lower limit of the NuSTAR detectors corre-

sponds to a sterile-neutrino mass limit m ∼ 7.8 keV. Despite these challenges, the

NuSTAR Bullet cluster constraints are still able to exclude some of the “window”

in the MSM parameter space between m ∼ 10–20 keV.

In 2016, two groups realized that the 0-bounce photons landing on the NuSTAR

detectors could substantially increase its sensitivity to decaying DM. The rst was

based on stacked blank-sky observations of the COSMOS and ECDFS extragalactic

survey elds [442], whereas the second used survey data of the MW Galactic Cen-

ter region [425]. In many respects, these analyses are complementary, and derive

similar constraints on the MSMparameter space. The blank-sky observations had

longer exposure time and lower astrophysical background but lower DM density,

whereas the GC observations had higher DM density but shorter exposure time

and higher astrophysical backgrounds. In particular, the GC analysis was limited

by line and continuum emission from the Galactic ridge (GRXE), believed to re-

sult from accreting white dwarfs (see, e.g., Refs. [443–446]), with the 6.4-keV line

from ionized iron constituting a major irreducible background. Despite these chal-

lenges, both analyses were instrumental in beginning to close the sensitivity gap

between m∼10–30 keV shown in Fig. 3-5.

3.5.2 M31 galaxy

At a distance ∼780 kpc, the M31 galaxy is the nearest large galaxy to the Milky

Way. Previous works used observations from XMM-Newton [385] and CXO [395]
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searched for sterile neutrinos with masses m  20 keV. In our NuSTAR analy-

sis [1], we present the rst hard x-ray constraints from M31, searching for sterile-

neutrino decays in the mass range 10–220 keV (energy range 5–110 keV).

Our NuSTAR analysis is based on eight epochs of M31 observations between

2012–2016, with each FPM recording ∼0.6Ms exposure following SAA and solar-

are ltering. This dataset is a small subset of NuSTAR’s M31 data, owing to

several selection cuts. To avoid the intense x-ray backgrounds near the central

regions of M31, we select observations including at most two bright (0.35–8-keV

ux above 2× 10−13 erg cm−2 s−1) resolved x-ray point sources. This leaves two

regions of M31, one of which was observed for two epochs and the other for six.

We remove all detector pixels within a 60′′ radius around CXO 004429.57+412135.1

and CXO 004527.34+413253.5, and a 100′′ radius around CXO 004545.57+413941.5.

We then extract x-ray spectra and the associated response les (RMFs and 2-bounce

ARFs) from the full detector planes for each observation using NUSTARDAS V1.5.1.

This produces 16 spectra (eight epochs, each of which had data from both FPMA

and FPMB). We use the public NUSKYBGD tool [426] to calculate the corresponding

0-bounce effective areas A0b and solid angles ∆Ω0b for both FPMs, accounting for

dead pixels and masked point sources. As shown in Fig. 3-6, the 0-bounce FOVs

largely avoid x-ray emission from the visible disk of M31.

We separately t each x-ray spectrum to a backgroundmodel based on Ref. [426]

in the energy range 5–110 keV (owing to systematic difculties with the back-

ground model in the 3–5 keV energy range described in Ref. [425]). This model

consists of four main components: a broken powerlaw continuum representing

Compton scattering within the telescope (with xed spectral indices), a forest of

Lorentzian uorescence and activation lines (with xed position and width), a

thermal-plasma APEC model17 representing the Solar background (with xed tem-

perature), and a powerlaw spectrum representing the diffuse cosmic x-ray back-

17We also consider replacing the APEC model with a powerlaw whose spectral index is xed for
each spectrum using Earth-occulted data (i.e., when the telescope is behind the Earth and no
astrophysical x-rays are expected). We nd no signicant difference in the t quality of our E > 5
keV dataset between these two models.
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Figure 3-6: (Left)Mosaic of XMM-Newton observations ofM31 [447, 448], showing
the 2-bounce FOVs of the NuSTAR observations (green squares) and the outline of
theM31 disk (gray ellipse). (Right) Zoomed-out version of the previous, where the
colorbar now shows the average 0-bounce coverage from both FPMs and all eight
observations. Reprinted with permission from Ref. [1]. © 2019 by the American
Physical Society.

ground (CXB, with xed normalization and spectral index). To account for diffuse

x-ray emission within the M31 disk, we also include a powerlaw model with spec-

tral index and normalization both free to t. (Since the 0-bounce FOVs avoid the

M31 disk, we do not include a 0-bounce M31 emission component.) We dene

custom 2-bounce response les for each observation by multiplying the NUSTAR-

DAS-extracted ARFs18 by the corresponding solid angle (∼0.047 deg2 minus the

areas removed around the point sources). Similarly, we derive 0-bounce response

les for each observation bymultiplying the berylliumwindow transmission func-

tion by A0b and ∆Ω0b. We assign these custom respose les to the 0-bounce CXB,

2-bounce CXB, and 2-bounce M31 components, as appropriate. We also include

the attenuation of the CXB, M31, and DM emission in the interstellar medium by

means of the TBABS model in XSPEC, though the equivalent optical depth τ  10−2

is not signicant in the energy range of our analysis [449]. (The CXB, M31, and DM

emission are also attenuated by the platinum contact coating and layer of inactive

CZT on each detector, which we incorporate by means of the NUABS model.) An

18These les already include the beryllium-window transmission efciency.
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example spectral t is shown in Fig. A-1.

Our DM search strategy is based on that described in Sec. 3.2, wherein we grid

the mass range 10–220 keV into 100 evenly-spaced bins per decade in log10 m

and search each for evidence of a DM decay line at each value of E = 1
2m us-

ing the prole likelihood. The DM signal in these NuSTAR observations contains

contributions from bothM31 and theMW, in both the 0-bounce and 2-bounce aper-

tures. Since M31 is far from the MW Galactic center, the choice of MW DM prole

does not contribute signicantly to the error budget, and we adopt the shallow

NFW prole discussed in Ref. [425]. We model the M31 DM distribution with the

NFW prole discussed in Ref. [450], with scale radius rs = 16.5 kpc, virial radius

R200 = 207 kpc, and scale density s = 0.418GeV cm−3. After taking the geometry

of the 0-bounce and 2-bounce FOVs into account and averaging over all observa-

tions, we nd that the 0-bounce MW component contributes∼50% of the expected

signal, the 0-bounce M31 component ∼30%, the 2-bounce MW component ∼5%,

and the 2-bounce M31 component ∼15%. To account for the additional sensitivity

afforded by the 2-bounce aperture, we scale our 0-bounce DM constraints by the

boost factor

fboost(E) = 1+
A2b(E)

A0b

∆Ω2b
∆Ω0b

D2b
D0b

(3.20)

where D is the FOV-averaged DM column density.

Unlike previous NuSTAR DM searches (e.g., Refs. [424, 425] which stack x-ray

spectra from different regions of the sky into a single spectrum, our M31 analy-

sis derives constraints from each individual spectrum, which are then statistically

combined. Specically, we separately t each of the 16 x-ray spectra and search for

evidence of DM, collecting likelihood curves 2
i (;m) where i labels the spectra.

We then construct the quantity

X2(;m) =∑
i
2
i (;m) (3.21)

by summing over all of the individual observations. The corresponding test statis-

tics for detection and upper limits are obtained simply by replacing 2 with X2 in
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Figure 3-7: Constraints on sterile-neutrino DM in the MSM from NuSTAR obser-
vations ofM31 (blue hatched region, Ref. [1]), deep sky elds (green shaded region,
Ref. [442]), and the Galactic Center (red shaded region, ref. [425]). The dark gray
shaded regions indicate previous x-ray constraints from CXO [395], NuSTAR Bul-
let cluster [440], INTEGRAL [366], and Fermi-GBM [376] observations. The BBN
and MW satellite limits are the same as Fig. 2-2. For further details, see Ref. [1],
fromwhich this gure has been reproduced with permission. © 2019 by the Amer-
ican Physical Society.

Eqs. 3.11–3.12, where the best-t signal strength ̂ is now interpreted as the joint

best-t value accounting for all of the spectra. We compare these results to those

derived from a more “traditional” analysis in which we stack the x-ray spectra

from the different elds into a single spectrum, and nd that the two approaches

give very similar constraints. In both cases, we nd no evidence for DM emission

lines.

Compared to previous analysis techniques, our statistical combination method

provides substantial gains in exibility. First, it allows for the possibility that dif-

ferent spectra may have very different x-ray background models. For example,
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it would be extremely difcult to stack spectra from the Milky Way Galactic cen-

ter with spectra from M31 and expect the resulting spectrum to be described by

a single background model. Our statistical combination method handles this case

easily. Another approach would be to t all of the individual spectra simulta-

neously, introducing a DM model with the same signal strength in all of them

and recording the combined 2 = ∑i(yi − mi)/σ
2
i , where i now indexes each in-

dividual data point across all of the spectra. This would allow each spectrum

to have its own background model and would provide equivalent results to the

statistical-combination approach (since a product of likelihoods is equivalent to

the sum of log-likelihoods, and hence the sum of 2), but at the cost of compu-

tational resources required to simultaneously t all of the spectra. Furthermore,

the simultaneous-tting approach is not persistent—if the analyst wished to add

a new observation to the analysis, it would be necessary to ret everything. On

the other hand, our statistical-combination approach produces one le of 2
i ()

for each m, so incorporating constraints from new observations simply requires

calculating 2(;m) for that observation (using the same grid of m values) and

adding it to Eq. 3.21.

As shown in Fig. 3-7, our NuSTAR M31 sterile-neutrino DM constraints rep-

resent a signicant improvement over previous analyses. In particular, the lack

of bright x-ray line emission from the Galactic ridge signicantly strengthens our

DM constraints in the mass range∼10–20 keV. Unfortunately, the x-ray continuum

emission from M31 still weakens our constraints near m ∼ 10 keV.

3.5.3 Milky Way Galactic bulge

For our next analysis, we return to the central region of the Milky Way, where

the expected signal from DM decay is greatest. A full accounting of this analysis

can be found in Ref. [2], and proceeds very similarly to the M31 case described

previously.

To reduce the x-ray backgrounds from bright point sources as well as diffuse
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Figure 3-8: The MW Galactic bulge region in hard x-rays. The dashed red and
solid blue “Pac-Man” contours indicate the 0-bounce FOVs of NuSTAR’s FPMA
and FPMB, respectively. The thin black contours indicate the expected GRXE ux
(proportional to infrared surface brightness from stars), which decreases away
from the Galactic plane [451, 452]. The colorbar indicates the 17–60 keV ux mea-
sured by INTEGRAL, showing many bright x-ray point sources along the Galactic
plane [453]. Reproduced from Ref. [2] with permission. © 2020 by the American
Physical Society.

emission from the Galactic ridge, we requested two dedicated NuSTAR observa-

tions in the Galactic bulge region shown in Fig. 3-8, centered at Galactic coordi-

nates (355.2◦,+10.9◦) and (7.0◦,−10.2◦). These elds were chosen to remain close

to the Galactic center (i.e., where the DM is densest) while their high latitudes place

them outside most of the Galactic ridge emission. In one of the observations, the

RS CVn-type stellar binary HD 152178 lands within the 2-bounce FOV, so we ex-

clude all detector pixels within a 75′′ radius around that source’s Gaia coordinates.

We then extract spectra from the full detector planes using NUSTARDAS and dene

custom 0-bounce and 2-bounce response les as described previously, accounting

for the effective area and solid angle of each aperture.
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Owing to the low level of astrophyical x-ray emission in these elds, it is impor-

tant to dene the background model with care. We parametrize the CXB with the

spectral model of Ref. [454], freezing the spectral index but allowing the normal-

ization to oat by ±10% around its nominal value measured by INTEGRAL [455]

(though we require the 0-bounce and 2-bounce CXB components to have the same

incident ux per solid angle). Since we nd that the APEC solar model provides a

poor t to the 5–10-keV data, we follow the prescription of Refs. [1, 446] and replace

the APEC model with a simple powerlaw with a xed spectral index Γ and free

normalization. (We determine Γ for each observation by tting the Earth-occulted

spectra to a model containing only the internal detector components—i.e., no CXB

andGRXE—allowing Γ to vary. Subsequently, we freeze the value of Γ to its best-t

value in each of the four individual occulted-mode spectra.) We model the GRXE

with an APEC model with xed kT = 8 keV [446]. Since the GRXE appears in both

the 0-bounce and 2-bounce FOVs of each observation, we require both apertures

to have the same metallicity and incident ux per solid angle. In all spectra, the

event rate from the GRXE is approximately one order of magnitude below that of

the CXB and internal detector background. Since the NuSTAR sensitivity in the

energy range 20–95 keV is limited by the forest of instrumental lines (and because

INTEGRAL, Fermi-GBM, and NuSTAR have already strongly constrained those

energy ranges), we only use data in the energy ranges 5–20 keV and 95–110 keV,

the latter being necessary to constrain the normalization of the internal continuum.

To account for the smaller exposure time, each spectrum is binned to 100 bins per

decade in log10 E, providing ∼10% statistical uncertainty per bin. The t quality

is somewhat worse than the M31 analysis, ranging from 2/60 ≈ 1.0 to 1.39 de-

pending on the spectrum, suggesting that the low astrophysical x-ray emission is

revealing systematic issues with the NuSTAR background model.

To search for evidence of DM decay lines, we follow the approach developed

in our M31 analysis: introduce a DM emission line at xed energy Ei = 1
2mi,

convolve the line with the 0-bounce instrument response, and extract likelihood

curves 2(;mi) from each spectrum separately. We consider several DM density
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Figure 3-9: (Left) Constraints on the single-photon decay rate Γ→x versus DM
mass m for several NuSTAR analyses (“Neronov+” from Ref. [442], “Perez+”
from Ref. [425], “Ng+” from Ref. [1]). The thick black line labeled “this work”
corresponds to the Galactic bulge analysis of Ref. [2]. (Right) Same quantity as
the left, comparing the observed limit (black) to the expected 68% (green) and 95%
(yellow) containment bands derived from simulations. Reprinted with permission
from Ref. [2]. © 2020 by the American Physical Society.

proles: a “traditional” NFWprole (Eq. 1.7), a “cored”NFWprole with constant

density within 1.5 kpc, and a shallow NFW prole 1.10 with  = 0.7. In all cases,

we adopt a scale radius rs = 20 kpc and local DM density 0 = 0.4GeV cm−3 at

the solar position. We also consider a Burkert prole (Eq. 1.8) with scale radius

rs = 8 kpc and local DM density 0 = 0.5GeV cm−3. We ultimately adopt the shal-

lowNFWprole as a reasonable “median” choice (the NFW and coreNFW proles

give DM densities ∼20% higher, and the Burkert prole is ∼10% lower).

To assess whether our derived DM limits are consistent with the expected sta-

tistical power of our data, we generate 100 mock realizations of each spectrum us-

ing the fakeit tool in XSPEC. These mock spectra are based on the best-t no-DM

spectral models with Poisson noise corresponding to the exposure time. We then

pass these mock spectra through the spectral-tting and DM-limit-setting machin-

ery described previously, resulting in an ensemble of 100 expected upper limits on

the mixing angle  at each sterile-neutrino mass. From this, we construct the 68%
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and 95% containment bands around our expected limit, and nd that our data-

derived limit is consistent with expectations. We also consider the effect of adding

a at 7.5% systematic uncertainty to each bin, sufcient to bring 2/60  1 for all

spectra. Even though this is an extremely conservative approach, we nd that our

eventual DM limits only weaken by ∼50% in the mass range 10–12 keV, but are

still ∼50% more constraining than the previous limits in this mass range [442].

3.5.4 Milky Way halo

For our nal NuSTAR sterile-neutrino search [3], we present two analyses based on

disjoint datasets, using novel treatments of the NuSTAR instrument background to

achieve improved sensitivity compared to previous work.

Spatial-gradient analysis

The NuSTAR analyses described up to this point have been traditional parametric

analyses: extract all of the x-ray events from some region of the detector (sky) and

t the resulting spectrum to a model consisting of the various instrumental and

astrophysical components. Such analyses use the 0-bounce information in a very

“coarse” way—the distinctive intensity pattern shown in Fig. 3-4 is condensed into

a single number, the effective solid angle ∆Ω0b. Could there be a way of more

effectively utilizing the spatial distribution of x-rays on the detector plane?

The NuSTAR analysis of Ref. [456] presents a method for separating 0-bounce

photons from internal detector backgrounds on the basis of their intensity pat-

tern on the detectors. In brief, x-rays from diffuse sources (e.g., the CXB or de-

caying DM) would have “Pac-Man”-shaped intensity patterns on the detectors,

whereas the internal detector backgrounds (e.g., Compton scattering or activa-

tion/uorescence lines) have an approximately at spatial distribution. The to-

tal number of counts Npix in the ith pixel recorded during exposure time T in the
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vicinity of energy E is given by [3, 456]

Npix,i(E) =


Mint


dN
dt



int
+ RpixAΩEtot


dF
dΩ



0b



i
T. (3.22)

The internal detector background rate (dN/dt)int is expected to be approximately

uniform within each of the eight detector chips, with variations between detec-

tors accounted for in the response Mint (taken from the NuSTAR CALDB). The

0-bounce ux per solid angle (dF/dΩ)0b (here assumed to be constant across the

FOV) is modulated by the physical pixel area Ai = (0.6mm)2, the solid angle Ωi

calculated by NUSKYBGD, the energy-dependent transmission efciency Etot (incor-
porating the beryllium shield and detector surface layers), and the pixel response

Rpix packaged in the NuSTAR CALDB. (We do not include a 2-bounce spatial tem-

plate in Eq. 3.22 since the expected rate of 2-bounce CXB photons is at or below the

level of the internal detector background.)

Since all parameters except (dN/dt)int and (dF/dΩ) are known, we construct

the Poisson likelihood

L =∏
i



Nn
pix exp


−Npix



n!



i

(3.23)

in each energy bin, where ni is the observed number of counts in the ith pixel (here i

runs over all pixels in all of the observations). By minimizing−2 lnL in each of the

100 energy bins between 3–20 keV with respect to (dF/dΩ)0b, we obtain 0-bounce

spectra and response les for FPMA and FPMB. By applying this technique to

data from the NuSTAR extragalactic survey elds (in which the contribution from

astrophysical x-ray sources is negligible), we obtain spectra for FPMA and FPMB

with exposure time∼7 Ms per FPM. These spectra are the same as those presented

in Ref. [456], though ours have a much narrower binning.

Owing to the purity of the 0-bounce spectra, we only include two components
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in the background model. The rst is the CXB parametrization of Ref. [454],

d2F
dEdΩ

= 0.0024 cm−2 s−1 deg−2 keV−1
 E

1 keV

−ΓCXB
exp


−

E

Efold


(3.24)

where we x the values of ΓCXB = 1.29 and Efold = 41.13 to the values shown to

provide good ts to these spectra in Ref. [456]. (We allow the incident CXB ux to

vary as a check on the stability of the model, and obtain consistent results between

the FPMs.) The second component is a powerlaw of the form E−Γsolar
 to account

for residual solar emission making it into the 0-bounce aperture. The normaliza-

tion and spectral index of the solar component is allowed to vary independently

between the FPMs, though Γsolar is constrained to be> 2 to ensure it does not inter-

fere with the CXB. Owing to the low ISM column density in the direction of these

elds, we do not include an x-ray attenuation component. The best-t spectral

models for the two FPMs are shown in Fig. 3-10.

To search for evidence of DM in these two spectra, we follow the same pro-

cedure discussed previously in Refs. [1, 2]. For each of 200 trial masses mi in the

range 6–40 keV, we introduce a Gaussian line with energy Ei =
1
2mi and construct

likelihood curves 2(;mi). With the exception of two bins19 nearm ∼ 40 keV, we

nd no evidence of x-ray lines, and thus set one-sided 95%-condence upper limits

on the model-independent decay rate Γ→x and the active-sterile mixing angle .

(Owing to the ∼90–110◦ separation of these elds from the GC, the choice of DM

density prole only modies our constraints by ±10%.) To ensure that our lim-

its are consistent with the expected statistical uctuations, we generate 103 mock

spectra per FPM using the fakeit tool in XSPEC. Each mock spectrum is based on

the best-t no-DM spectral model with Poisson noise appropriate for the 7-Ms ex-

posure time. We pass these mock spectra through the same data-analysis pipeline

as the real data, obtaining 68% and 95% containment bands around the median

expected upper limit. With the exception of the two highest-mass bins discussed

previously, our results are entirely consistent with the expected statistical uctu-

19A DM interpretation for this excess is disfavored by previous NuSTAR analyses [1, 2, 425, 442].
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Figure 3-10: Blank-sky NuSTAR spectra from FPMA (left) and FPMB (right) ex-
tracted using the spatial-gradient technique described in Sec. 3.5.4. The solid red
lines indicate the best-t no-DMmodel, including contributions from the 0-bounce
CXB (blue dashed) and solar (black dotted) components. The solar component has
been multiplied by a factor of three to aid visibility. The bottom panels show the
residuals (Data – Model) divided by the bin-wise statistical uncertainty σ. Figure
reproduced from Ref. [3] with permission. © 2023 by the American Physical Soci-
ety.

ations, as shown in Fig. 3-11. The nondetection of the 3.5-keV line in this dataset

provides compelling evidence that this feature is indeed part of the NuSTAR inter-

nal detector background, rather than an astrophysical emission line.

Parametric analysis

For the second analysis, we exploit NuSTAR’s large “back catalogue” of observa-

tions scattered throughout the MW halo (more than 2000 observations between

2012–2017). To avoid diffuse and point x-ray sources near the Galactic plane, we

exclude all observations with latitude |b| < 15◦. From this set of ∼600 obser-

vations, we implement a data-driven process to exclude x-ray point sources and

charged particle ares, described fully in Ref. [3]. For each observation, we obtain

eight x-ray spectra (one per NuSTAR detector chip) with the associated 0-bounce

and 2-bounce response les. To alleviate the computational difculty of tting
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Figure 3-11: (Left) Constraints on the two-body DM decay rate to a single photon
Γ→x for the spatial-gradient analysis of Sec. 3.5.4. The black solid line shows
the 95%-condence upper limit, the dashed line shows the median expected limit,
and the green (yellow) bands show the 1σ (2σ) containment. (Right) Same as pre-
vious, for the parametric analysis. The data-derived limit is power-constrained
at the −1σ level. For more details, see Ref. [3], from which this gure has been
reproduced with permission. © 2023 by the American Physical Society.

all ∼8× 600 spectra, we create eight stacked x-ray spectra, one per detector chip.

We obtain custom 0-bounce and 2-bounce response les in a similar manner to

Refs. [1, 2] by constructing the exposure-time-weighted average of the response

from each individual observation.

To match the exquisite statistical power of the NuSTAR data (∼20 Ms per spec-

trum), we update the background model proposed by Ref. [426]. A full accounting

of this updated model is found in Ref. [3]; here, we note several improvements

from the previous version. First, unlike previousNuSTAR analyses which combine

data from each FPM’s four detector chips, we construct individual spectral mod-

els for each detector to account for their different responses. Second, we model

the solar x-rays with a powerlaw plus several Lorentzian lines between 3–7 keV,

rather than an APEC. The powerlaw index for each spectrum is xed to the best-t

value obtained by tting the corresponding Sun-illuminated Earth-occulted data.

We nd that this approach provides improved exibility, since the normalizations
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Figure 3-12: Best-t no-DM model for NuSTAR detector A0 (DETA0) as described
in the parametric analysis of Sec. 3.5.4. A at 2.5% systematic has been added in
quadrature to each bin. The bottom panel shows the ratio of data to model (D/M).
Corresponding gures for the other seven detectors may be found in Appendix A.
Reproduced from Ref. [3] with permission. © 2023 by the American Physical Soci-
ety.

of the lines are now free to vary independently. Third, we introduce several broad

x-ray lines in the energy range 10–20 keV, motivated by the broad “plateau” ob-

served in the spectra of Earth-occulted data that may be a result of x-rays reected

from Earth’s atmosphere. The other model components (CXB, internal continuum,

etc) are the same as Ref. [426]. A representative spectrum from detector 0 of FPMA

(i.e., DETA0) is shown in Fig. 3-12. The t quality is excellent across most of the

3–160-keV energy range, except in some isolated regions near known x-ray lines.

To account for this, we conservatively add a at 2.5% systematic uncertainty to all

bins. Furthermore, we allow the background lines in the 20–95-keV energy range

to nd their best-t values in the no-DM hypothesis, but freeze their normaliza-

tions when constructing the prole likelihood. This ensures that the low-energy

tails of these lines are properly modeled, while reducing the computational com-

plexity of the model at negligible cost to our DM constraints in the 3–20-keV en-

ergy range of interest. (The background line normalizations in the 3–20-keV and

95–160-keV energy ranges are free to vary at all stages of our analysis.)
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To search these spectra for evidence of DM,we follow the same prole-likelihood

procedure as our M31 and Galactic bulge analyses [1, 2], deriving constraints for

each of the eight spectra independently and combining the prole-likelihood curves

to obtain the nal limits. We consider the same DM density proles as the spatial-

gradient analysis discussed above, with different prole choices affecting our nal

constraints by only ∼20%. To assess whether our DM constraints are consistent

with statistical uctuations around the best-t no-DM model, we use the “Asi-

mov” procedure [358]. Rather than generating many random realizations of each

NuSTAR spectrum and scanning each for evidence of DM (which would be com-

putationally expensive, owing to the complexity of the background model), we

instead generate a single Monte Carlo spectrum for each NuSTAR detector based

on the best-t background model (including the 2.5% systematic). We pass these

eight spectra through the same prole-likelihood pipeline as the real data, obtain-

ing the±Nσ bands around themedian expected 95% upper limit where X2 dened

in Eq. 3.21 increases from its minimum by (1.64± N)2 (see, e.g., Ref. [457]). Since

the −2σ band is undened in this procedure, and to ensure our DM constraints

are conservative, we power-constrain our DM limits—i.e., we do not allow our

DM constraints to become stronger than the (median−1σ) expectation from the

Asimov simulations [458]. The joint constraints from all eight spectra are shown

in Fig. 3-13.

3.6 Closing thoughts

The search for x-rays from decaying keV-scale sterile-neutrino DM has been on-

going for several decades, involving nearly every major x-ray telescope. Since

the early 2000s, the the MSM has been a compelling target, owing to its ability

to account for DM, neutrino masses, and the observed cosmic matter-antimatter

asymmetry. With the possible exception of the 3.5-keV anomaly, no putative DM

signal has withstood the test of time. Assuming sterile-neutrino DM is produced

by mixing with active neutrinos, only a few small openings in the mass-mixing
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Figure 3-13: (Left) Coverage of the MSM parameter space as of early 2023. The
blue NuSTAR constraint comes from the MW halo analysis of Sec. 3.5.4. Previous
NuSTAR constraints [1, 3, 425, 442] are shown in the light red shaded region. Dark
gray shaded regions indicate other x-ray constraints [376, 390, 397, 401–404]. The
red point is the 3.5-keV detection claim of Ref. [387]. (Right)Magnied view of the
region near m = 7 keV. The dark (light) red contours show the 1σ (2σ) detections
of the 3.5-keV anomaly as shown in Ref. [297]. For more details, see Ref. [3], from
which this gure has been reproduced with permission. © 2023 by the American
Physical Society.
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angle parameter space remain. Upcoming data from SRG, Micro-X, XRISM, and

Athena will be essential for searching for anomalous x-ray lines, and for fully test-

ing the MSM. Of course, it may be the case that only a fraction of the DM is

composed of sterile neutrinos, in which case the parameter space would open up

once again. Finally, the MSM is not the only model capable of producing keV-

scale sterile-neutrino DM, with other possibilities including the decay of heavy

scalar elds (see, e.g., Ref. [427] for a review of other production mechanisms). In

these alternative scenarios, the thermal history of the DMwould be quite different,

and the BBN and satellite-count constraints may be modied.

Beyond sterile neutrinos, indirect x-ray searches for DM will continue as long

as there are x-ray telescopes. Though they are beyond the scope of this dissertation,

axions and axion-like particles (ALPs) are another well-motivated class of DM can-

didates with a coupling to photons. Recent analyses of data from CXO [459–463],

XMM-Newton [464], and NuSTAR [465–467] have constrained the a coupling in

astrophysical magnetic elds, producing constraints complementary to terrestrial

experiments [468]. Finally, x-ray telescopes are not limited to keV-scale DM, since

the decay or annihilation of heavier (MeV, GeV, or above) particles can produce a

signicant x-ray ux from inverse-Compton scattering, bremsstrahlung, and nal-

state radiation (see, e.g., Refs. [469, 470]). In any case, x-rays will remain a powerful

tool for indirect DM detection well into the future.
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4
Cosmic Rays and Antinuclei

On what can we now place our hopes of solving the many riddles

which still exist as to the origin and composition of cosmic rays?

—Victor F. Hess

In astrophysics, cosmic rays are energetic charged particles1 (protons, electrons,

heavier nuclei, and their antiparticles) continuously bombarding Earth from space.

In Sec. 4.1, I briey review some of the terminology and phenomenology of these

particles. In Sec. 4.2, I motivate the discussion of antinuclei, extremely rare parti-

cles that may serve as ideal messengers for DM, with a view towards both terres-

trial and cosmic production. In Sec. 4.3, I describe some of the recent cosmic-ray

experiments which have contributed to the study of these rare and enigmatic cos-

mic messengers, motivating the discussion of the GAPS experiment which forms

the rest of this dissertation.
1From here on, I will use “cosmic rays” to refer to protons, nuclei, and their antiparticles, unless
otherwise noted (i.e., not including electrons/positrons).
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4.1 Introduction to cosmic rays

The eld of cosmic-ray physics is vast, and I cannot hope to summarize it in this

dissertation. Thus, this section will serve as a high-level overview of the eld,

motivating some of the crucial concepts and terminology to follow.

4.1.1 Cosmic-ray observables

At Earth, the fundamental observable for cosmic rays is their intensity (ux per en-

ergy per solid angle) I ≡ d2F/dEdΩ. As shown in Fig. 4-1, the observed cosmic-

ray spectra range over many orders of magnitude in energy (for a compilation of

data, see, e.g., Ref. [471]). Collectively, these experiments have measured the spec-

tra of cosmic-ray nuclei ranging from protons (Z = 1) to nickel (Z = 28). The

spectra of cosmic-ray nuclei generally follow a powerlaw of the form I  E−2.7 in

the energy range of several GeV to several hundred TeV, naturally accommodated

in the supernova-remnant scenario (discussed next).

At this stage, it is necessary to discuss the units of cosmic-ray energy. The most

obvious choice is to simply use kinetic energy, or—in the case of nuclei—kinetic

energy per nucleon. Another common choice is the rigidity R ≡ pc/Ze, where

p is the magnitude of the three-momentum, c is the speed of light, and Ze is the

charge expressed as a multiple of e. As will be described later in this chapter, the

rigidity is a natural choice for detectors based onmagnetic spectrometers, since the

bending radius r in a uniform magnetic eld B perpendicular to the momentum is

simply r = R/B. Additionally, the acceleration of cosmic rays at their production

site is more naturally expressed in terms of R (see, e.g., Ref. [472]). If the elec-

tric charge Ze can be measured by other means (e.g., by the energy deposited in a

known thickness of detector), a measurement ofR is equivalent to a measurement

of momentum. Furthermore, if the velocity  = v/c can be determined, it is pos-

sible to determine the mass (and hence identity) of the particle using the relation

p = cm, where  = (1− 2)−1/2 is the usual Lorentz factor.

142



Figure 4-1: Spectra of a variety of cosmic-ray nuclei observed near Earth. Only
a small number of experiments are plotted for simplicity, and errorbars are sup-
pressed so as not to clutter the plot. Data taken from Ref. [471]. References are
as follows: AMS-02 [473–476], ATIC-2 [477], BESS [478, 479], HEAO3-C2 [480],
JACEE [481], NUCLEON-KLEM [482, 483], RUNJOB [484], and TRACER [485–
487]. Inspired by Fig. 30.1 of Ref. [16].
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4.1.2 Sources

In the standard picture, hadronic2 cosmic rayswith energies up to the PeV (1015 eV)

scale are produced in diffusive shock waves surrounding Galactic supernova rem-

nants (see, e.g., Refs. [488–490] for reviews). In this scenario, rst proposed by

Fermi [491], cosmic rays gain energy by reecting from magnetic elds entrained

in the blast wave of the supernova as it strikes the surrounding interstellarmedium.

Diffusive-shock acceleration naturally produces a cosmic-ray spectrum propor-

tional to E−2, with the somewhat softer observed E−2.7 spectrum possibly result-

ing from propagation in the Galaxy [489]. Assuming ∼2–3 Galactic supernovae

per century and O(10%) efciency in transferring the supernova energy to cosmic

rays [492, 493], this mechanism can account for the observed energy density of

cosmic rays in the Galaxy. Since the arrival directions of cosmic rays are scram-

bled by interstellar magnetic elds, a host of telescopes across the electromag-

netic spectrum have extensively studied particle acceleration in supernova rem-

nants via synchrotron, inverse-Compton, and 0-decay emission, though further

work is needed to distinguish between leptonic and hadronic acceleration (see,

e.g., Refs. [494, 495]). The next generation of radio, x-ray, and -ray telescopes will

be extremely helpful in this regard.

The change in spectral index at energies of a few PeV (the so-called “knee”) and

again at a few EeV (1018 eV) suggests a different acceleration mechanism is at play

at these ultra-high energies. Furthermore, cosmic rays with energies greater than a

few PeV have magnetic gyroradii in excess of several kiloparsecs—in other words,

these ultrahigh-energy cosmic rays cannot be conned to the Galaxy. These facts

suggest that cosmic rays with energies fewPeV are likely extragalactic in origin.

2Consisting of protons and heavier nuclei, as opposed to leptonic cosmic rays (electrons and
positrons). The latter are outside the scope of this dissertation.
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4.1.3 Propagation

Cosmic rays subsequently diffuse into the Galaxy, propagating along turbulent

magnetic elds in the interstellar medium. The general propagation equation for

species i with momentum p is (e.g., Refs. [488, 496])

∂i
∂t

= qi(r, p, t) (source)

+∇ · (Dxx∇i − V) (spatial convection)

+
∂

∂p
p2Dpp

∂

∂p
i

p2
(diffusive reacceleration)

− ∂

∂p


ṗi − 1

3 p(∇ · V)i)


(momentum convection)

− (Γcoli + Γdeci )i (depletion by collision or decay) (4.1)

Here, i(r, p, t) = 4p2 fi(r, p, t) is the momentum-space distribution, fi is the

phase-space distribution function, qi includes all of the sources of species i (in-

jection, spallation, decay, etc), Dxx is the spatial diffusion coefcient, V is the bulk

convective velocity, Dpp is the momentum diffusion coefcient, ṗ = dp/dt is the

rate of change of momentum, and Γcoli and Γdeci are the rates at which i are de-

pleted due to collisions and decay, respectively. Owing to its complexity, Eq. 4.1 is

generally solved numerically for some assumed distribution of sources in a model

of the Galaxy using codes such as GALPROP [497] or DRAGON [498]. The uxes

and ux ratios of the various cosmic-ray species are then calculated at Earth, and

the parameters of the cosmic-ray propagation model are tuned until the breadth of

experimental results can be consistently reproduced.

Cosmic rays can be divided along many axes, but a particularly useful distinc-

tion is between primary and secondary cosmic rays. Primary cosmic rays are those

which have remained the same species from their production/acceleration until

their detection at Earth. In contrast, secondary cosmic rays are the product of col-

lisions of primary cosmic rays with the interstellar medium along their trajectory.

As one example, it has been known since the 1950s that the observed abundances

145



of lithium, beryllium, and boron cannot be the result of stellar fusion reactions,

as proton bombardment in stellar environments rapidly converts these elements

to helium (see, e.g., Refs. [71, 499]). Rather, these elements result from the frag-

mentation and spallation of heavier cosmic-ray nuclei (e.g., carbon and oxygen)

in hard-scattering interactions. In particular, the cosmic-ray abundances of beryl-

lium and boron are sensitive to the connement time of cosmic rays within the

Galaxy, since 10Be undergoes beta-decay to 10B with a half-life of approximately

1.4× 106 yr (see, e.g., Refs. [488, 490, 500] and references therein). Another major

class of secondary cosmic rays is the antiparticles, some of which will be discussed

later in this chapter.

Upon entering the solar system, cosmic rays encounter the Sun’s magnetic eld

and experience solar modulation (see, e.g., Ref. [501] for a review). Since the Sun

continuously emits a stream of charged particles (the solar wind), the magnetic

eld within the solar system varies with the 11- and 22-year solar activity cycles.

Owing to the complexity of modeling the spatial and temporal variations of the

solar magnetic eld throughout the solar system, it is common to invoke the so-

called force-eld approximation [502], wherein all of the complexity of the problem

is rolled into a single potential ϕ which is allowed to change with solar activity. In

particular, the spectrum IE measured near Earth3 is related to the local interstellar

spectrum ILIS by [502, 503]

IE(TE) ≈
TE + 2m
TLIS + 2m

TE
TLIS

ILIS(TLIS), (4.2)

where T is the kinetic energy, m is the particle mass, and TLIS = TE + Zeϕ. The

effect of the solar modulation is to reduce the ux of low-energy ( 1GeV/n) cos-

mic rays entering the solar system. Since determining ϕ requires knowledge of the

local interstellar spectrum, recent measurements by the Voyager spacecraft outside

the heliosphere (as well as measurements by other observatories over several solar

cycles) have been invaluable inputs (see, e.g., Refs. [504, 505]).

3Though neglecting the Earth’s magnetic eld.
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In the case of the Earth, the magnetic eld is generally more temporally sta-

ble compared to the Sun’s. The effect of the magnetic eld results in a position-

dependent geomagnetic cutoff, since particles heading toward different positions

on Earth encounter different magnitudes and directions of magnetic elds. The

transport of charged particles in the Earth’s magnetic eld is a complicated prob-

lem well outside the scope of this dissertation (see, e.g., Ref. [506] for reviews),

so it is typical to describe the geomagnetic shielding effect in terms of the vertical

cutoff rigidity (i.e., the rigidity below which downgoing cosmic rays are not de-

tected). The vertical cutoff rigidity is lowest near the Earth’s magnetic poles, since

incoming charged particles are traveling nearly parallel to the magnetic eld lines

(and thus experience minimal Lorentz forces). The issue of geomagnetic cutoff will

be particularly important for the low-energy cosmic antinuclei searches discussed

later in this chapter.

4.2 Antinuclei

In particle physics, an antinucleus is a bound state of antiprotons (p̄, consisting of

ūūd̄ valence quarks) and antineutrons (n̄, consisting of ūd̄d̄). Like all antiparticles,

antinuclei have the same masses, magnetic moments, and other properties as their

“normal” matter counterparts, with only their charges reversed. As such, antinu-

clei are exotic and rare particles—on Earth, they are found only in the subatomic

debris of high-energy particle collisions. Their extreme rarity in cosmic rays is itself

an indication that the Universe is predominantly composed of matter, rather than

containing large amounts of relic antimatter. Before discussing the possible DM

signatures in cosmic antinuclei, it will be helpful to briey review how antinuclei

are produced in high-energy nuclear collisions on Earth.
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4.2.1 Experimental history of antinuclei

The rst antinucleus to be discovered was the antiproton, produced at the Beva-

tron4 accelerator in 1955 [507] The minimal reaction for antiproton production is

p+ p → p+ p+ p+ p̄. (4.3)

In the xed-target conguration (i.e., where one of the initial-state protons is at

rest), Eq. 4.3 has a kinetic-energy threshold5 of 6mp ≈ 5.6GeV. The antiprotons

were produced with forward momentum 1GeV/c, so a series of magnetic spec-

trometers was used to select particles by the desired charge (negative) and mo-

mentum (1.19 GeV/c). Since antiprotons with this momentum would be traveling

much slower than the dominant − background ( ∼ 0.75 versus ∼0.99, respec-

tively) a series of plastic scintillators and glass Čerenkov counters were used to

measure the velocity of outgoing particles. The discovery of the antineutron came

the following year, also at the Bevatron, by the charge-exchange reaction [508]

p+ p̄ → n+ n̄. (4.4)

Unlike antiprotons, however, antineutrons are electrically neutral, so they cannot

be selected using magnetic spectrometers. To account for this, the Bevatron group

used the othermajor property of antiparticles—their annihilation. The annihilation

of an n̄with a nucleus would produce a shower of ± and nuclear fragments, with

no incoming ionization track.

The following decades would see further studies of antiproton and antineutron

production, as well as attempts to produce ever-heavier antinuclei. The next log-

ical candidate was the antideuteron (D or 2H), the bound state of one p̄ and one

n̄. In 1965, two groups reported the rst evidence of antideuterons produced in

the collisions of protons with beryllium targets, using 30-GeV protons from the

4The BeV (for “billion eV”) was an older term for the GeV.
5In the original Bevatron experiment, the energy threshold was somewhat lowered by the Fermi
momentum of nucleons in the copper target.
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Brookhaven Alternating Gradient Synchrotron [509] and 19-GeV protons from the

CERN Proton Synchrotron [510]. The following years would see the discovery of

antitritons (T or 3H, Ref. [511]), antihelium-3 (3He, Ref. [512]), and antihelium-4

(4He, Ref. [513]) nuclei. Around the same time, particle physicists put antipro-

tons to work in their accelerators, eventually culminating in high-energy proton-

antiproton colliders such as the CERN Super Proton-Antiproton Synchroton and

the Fermilab Tevatron.

4.2.2 Production models

With the wealth of (anti)nuclear production data in proton-proton (pp), electron-

positron (e+e−), proton-nucleus (pA), and nucleus-nucleus (AA) collisions, it has

become possible to precisely interrogate the formation mechanisms of these ex-

otic particles. There are two general models for the formation of light antinuclei

in high-energy collisions: the coalescence model and the statistical hadronization

model.

Coalescence model

The central assumption of the coalescence model is that (anti)nucleons produced

sufciently close in momentum space will coalesce (see, e.g., Refs. [514–516]). In

this model, the production rate of an antideuteron, say, with momentum kD at a

center-of-mass energy
√
s is given by (e.g., Ref. [517])

dND(
√
s, kD)

dk3D
=


d3k p̄ d
3kn̄

d2Np̄n̄(
√
s, ki)

dk3p̄ dk
3
n̄

C(
√
s, k p̄, kn̄)δ

3(kD − k p̄ − kn̄). (4.5)

The function C(
√
s, k p̄, kn̄) is known as the coalescence function, and encodes the

probability of p̄ and n̄ with relative momentum ∆k = k p̄ − kn̄ coalescing into

D. To simplify the problem, many analyses assume that C does not depend on
√
s, and that C(∆k) = Θ(∆k2 − p20)—i.e., any nucleons with relative momentum

greater than the coalescence momentum p0 will coalesce with 100% probability (Θ
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is the unit step function). With the further approximation that the p̄ and n̄ are pro-

duced uncorrelated, the yield of any (anti)nucleus with mass A—composed of Z

(anti)protons and N (anti)neutrons—can be expressed as (e.g., Ref. [518])

EA


dNA

dk3A


≈ BA


Ep̄

dNp̄

dk3p̄

Z 
En̄

dNn̄

dk3n̄

N

. (4.6)

The coalescence factor BA ≡ A[4p30/(3mp)]
A−1 depends on the coalescence mo-

mentum p0, the only free parameter of this simplied model. The inferred values

of p0 for antideuteron production in a variety of experiments depend on
√
s, the

type of colliding particles, and on the choice of Monte Carlo event generators6

needed to model the hadronic physics. Perhaps unsurprisingly for such a simple

model, this naïve coalescence model is likely parametrizing several other effects,

including the nite volume of the collision region and correlations in the nal-state

particles (see, e.g., Refs. [519, 520] for additional discussion). Recent work includ-

ing nite-size and momentum-correlation corrections [518, 521] and multiphase

transport modeling [522] has helped to make the models more realistic, but more

data is clearly needed (see Sec. 4.2.3).

Statistical hadronization model

The statistical hadronizationmodel (SHM)was developed in response to thewealth

of high-energy nucleus-nucleus collision data that became available after the 1980s

(for extensive theoretical and experimental reviews, see, e.g., Refs. [523–525]). In

these collisions, with nucleon-nucleon center-of-mass collision energies
√
sNN rang-

ing from several GeV to several TeV, the high energy density (>1GeV fm−3) causes

the quarks and gluons (collectively referred to as partons) to deconne from the

hadrons. These partons rapidly enter a state of approximate thermal and chem-

6These are also required to simulate the yields of stable SM particles (e.g., antinuclei) from the
initial DM decay or annihilation (e.g.,  → bb̄ → hadrons + · · · ). Since these generators are
tuned using different datasets and employ different algorithms (especially in their treatment of
nonperturbative hadronic processes), the choice of generator represents a signicant source of
systematic uncertainty.
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ical equilibrium, as the internal pressure of the plasma causes it to expand and

cool. Below the chemical freezeout temperature Tcf, the system is once again de-

scribed in terms of a weakly interacting gas of hadrons. The number density ni of

a hadronic species with mass mi, degrees of freedom gi, and chemical potential µi

is simply the integral over pi = |pi| (e.g., Ref. [526])

ni =
gi
22

 

0

p2i dpi
e(Ei−µi)/T ± 1

, (4.7)

where Ei =


p2i +m2
i and the +1 (−1) refers to fermions (bosons). As shown in

Fig. 4-2, the SHM provides an excellent t to more than 20 particle species pro-

duced in high-energy nuclear collisions with only three free parameters (chemical

freezeout temperature Tcf, baryon chemical potential µb, and volume V). Owing

to the extremely high collision energies and small baryonic chemical potentials

achievable at heavy-ion colliders such as RHIC and the LHC, matter and antimat-

ter are produced in approximately equal amounts, making these heavy-ion experi-

ments ideal for the study of composite antinuclei (i.e., antideuterons and heavier).

It should be noted that although the SHM has been a boon to the heavy-ion

community, its utility for predicting cosmic antinuclei uxes (either from DM or

from standard astrophysical sources) is likely limited (see, e.g., the discussion in

Ref. [527]). First, as will be discussed next, most antinuclei produced by cosmic-ray

collisions (i.e., secondary antinuclei) are produced at low energies near threshold,

where the interacting system is not likely to reach thermal and chemical equilib-

rium. Second, unlike the coalescence model, the SHM does not predict the mo-

mentum distribution of the nal-state antinuclei. Thus, most cosmic antinucleus

work uses the coalescence model, and this dissertation will do the same.

4.2.3 Secondary antinucleus production in cosmic rays

Secondary production of antinuclei in cosmic rays proceeds through the same gen-

eral steps as terrestrial accelerators: a high-energy particle strikes a target nucleus
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Figure 4-2: Measured yields of hadrons per unit rapidity y in central lead-lead
collisions at ALICE. The data (red) correspond tomid-rapidity particles at a center-
of-mass collision energy

√
sNN = 2.76 TeV per nucleon pair. The blue lines indicate

the statistical hadronization model predictions for Tcf = 156.5 ± 1.5MeV, µb =

0.7± 3.8MeV, and V = 5280± 410 fm3 [528]. Figure reproduced from Ref. [529]
with permission. © 2018 by Springer Nature.
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at rest. Consider a cosmic-ray nucleus i ∈ {p, He, p̄, · · · } colliding with a station-

ary nucleus k ∈ {p, He}. The production rate qsecD of secondary antideuterons, for

example, with energy E is given by (e.g., Ref. [530])

qsecD (r, E) = 4∑
i,k

nk(r)
 

Emin
ik

dσ(ik → DX; E)
dEi

Φi(r, Ei)dEi. (4.8)

Here, n is the number density in the ISM, dσ(ik → DX; E)/dEi is the differential

cross section producing antideuterons with energy E, and Φi is the ux of incident

cosmic-ray particles. The threshold Emin
ik is set by kinematics—for example, the

minimal reaction p + p → p + p + p + p̄ + n + n̄ has a threshold kinetic energy

of 17mp, assuming one of the incident protons is at rest. Since the cosmic-ray ux

Φi is a sharply decreasing function of energy, the production rate of secondary

antideuterons is further suppressed.

One of the dominant sources of systematic uncertainty for secondary antinu-

cleus production is the production cross section dσ/dEi. Since the ux of cosmic

rays decreases rapidly with increasing energy, lower-energy cosmic rays have a

signicant impact on the secondary production of antinuclei. Unfortunately, there

is comparatively little data for pp → p̄X production for incident proton kinetic

energies 10GeV  Ep  100GeV (center-of-mass collision energies 5GeV  √
s 

25GeV), and the data for low-energy D production is even more sparse (see, e.g.,

Ref. [517]). Fortunately, there are several experimental efforts to remedy this issue.

The xed-target NA61/SHINE detector [531, 532] is a xed-target magnetic spec-

trometer designed to study hot QCD matter in a variety of colliding nuclei with

beam energies ranging from tens of GeV/n to a few hundred GeV/n. Recent re-

sults on antiproton production in these mid-energy nuclear collisions has been a

welcome input to cosmic-ray physics (see, e.g., Refs. [533, 534]). Another CERN

experiment contributing to this effort is LHCb—since the collision region can be

lled with a small amount of gas, it is possible to study antiproton production

in xed-target pA collisions, including the rst measurements of antiproton pro-

duction in pHe collisions [535]. Finally, the upcoming PANDA experiment at the
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Facility for Antiproton and Ion Research (FAIR) will study the collisions of 1.5–15-

GeV/c antiprotons with nuclei [536], which will improve modeling of antiproton

propagation in the Galaxy as well as tertiary production (e.g., p̄A → DX).

4.2.4 Antideuterons as a DM probe

Consider a hypothetical DM particle with mass m  10GeV which decays or

annihilates with another DM particle via some BSM process. Depending on the

mass of the particle, there may be many nal states available: ̄, ℓ+ℓ−, gg, qq̄,

W+W−, ZZ, HH, and so on (see, e.g., Ref. [146]). With the exception of e+e− and

̄, all of these nal states are unstable, and all of them can lead to high-energy

quarks and/or gluons which form the basis of this discussion. As has been con-

clusively demonstrated in terrestrial experiments, quarks and gluons cannot exist

on their own—rather, they must be conned into hadrons (see, e.g., Ref. [5]). The

process by which an initial quark or gluon is converted into a jet of color-neutral

hadrons is known as hadronization, and proceeds by gluon radiation and qq̄ pair

production until the available energy is too low to continue generating new parti-

cles. At this point, the system consists of a jet of (mostly unstable) hadrons, which

subsequently decay into (anti)protons, (anti)neutrons, and electrons/positrons on

timescales of 1µs. Some of these antiprotons and antineutrons will coalesce into

antideuterons, as described in the previous section, and subsequently make their

way to Earth. (At this stage, it should also be emphasized that unlike photons,

which can be localized to a particular area of sky, the arrival directions of cosmic

rays are scrambled by magnetic elds. Though this means a loss of directional in-

formation, it also means that large volumes of the Galactic halo can contribute to

the observed signal.)

The reader may wonder why so much effort has been spent considering the

production and coalescence of antideuterons, when suchDMmodels would clearly

produce antiprotons much more abundantly. The answer comes down to expected

backgrounds. As described previously, antiprotons are constantly being produced
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Figure 4-3: Expected antideuteron ux from a variety of DM models (blue, gray,
and green shaded bands indicating Galactic propagation uncertainties) compared
to the expectation from secondary astrophysical production (black dashed-dotted
line). The red shaded region indicates the projected GAPS upper limit (3σ) after
three 35-day Antarctic ights. The black lines show the BESS (95%, Ref. [537])
and projected AMS-02 (3σ, Refs. [519, 538]) upper limits. For more details, see
Ref. [539], from which this gure has been reproduced with permission.
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via the collisions of cosmic rays with the interstellar medium; thus, determining

the DM contribution to the antiproton spectrum would require knowing the as-

trophysical processes to extremely (and perhaps prohibitively) high condence

(see, e.g., Ref. [540] for an early discussion). The expected rate of secondary an-

tideuteron production, however, is greatly suppressed by the heightened kinetic

energy threshold compared to p̄ production (17mp versus 7mp, respectively, for

pp collisions), meaning that relatively few7 primary cosmic rays have sufcient

energy to produce antideuterons. As shown in Fig. 4-3, low-energy ( 1GeV/n)

antideuterons represent a nearly background-free channel for DM searches in a

variety of models, including supersymmetry (SUSY), weakly-interacting massive

particles (WIMPs), primordial black holes, and models with extra dimensions (see,

e.g., Refs. [519, 540–545]) . Detection of even a handful of low-energy antideuterons

would be a “smoking gun” for new physics, either in the context of DM or modi-

cations to the standard picture of cosmic-ray propagation.

4.3 Cosmic antinuclei measurements

Following the rst detection of cosmic antiprotons in 1979 [546], a variety of exper-

iments have searched for antiprotons and heavier antinuclei. Since the atmosphere

very efciently shields the Earth’s surface from incoming cosmic rays, these exper-

iments must be balloon- or space-based (altitudes of30 km and100 km, respec-

tively). In this section I will discuss the two experiments with leading sensitivity

to cosmic antideuterons, BESS and AMS-02.

4.3.1 BESS

The Balloon-borne Experimentwith a Superconducting Spectrometer (BESS) was—

as its name suggests—a balloon experiment with ten successful ights between

7Note that the reaction p+ p̄ → p+ p̄+ n+ n̄ has a threshold kinetic energy comparable to that of
p+ p → p+ p+ p+ p̄—thus, antiproton collisionsmay be a signicant contributor to antideuteron
production despite the small p̄/p ux ratio.
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Figure 4-4: Schematic of the BESS-Polar II instrument in its nal conguration. The
detector subsystems are described in Sec. 4.3.1. Reproduced from Ref. [548] with
permission. © 2012 by the American Physical Society.

1993–2008, optimized for the detection of low-energy cosmic antinuclei. BESS ew

in several congurations over its life, so this section will describe the nal (and

most sensitive) conguration, BESS-Polar II [547].

As shown in Fig. 4-4, the central component of BESS-Polar II was the solenoidal

spectrometer with acceptance ∼0.2m2 sr. A 0.8-T solenoidal eld provided the

bending power for incoming charged particles, whose trajectories were tracked in

gas-lled jet-type (JET) and inner drift chambers (DC). The ∼140-µm (per point)

spatial resolution provided a rigidity resolution R/R ∼ 0.4% at 1 GV. The time-

of-ight (TOF) counters consisted of plastic scintillator paddles placed above and

below the solenoid, providing dE/dx and timing information and serving as the

initial event trigger. The ∼100-ps timing resolution of the TOF translated to a

∼2.5% measurement of the velocity  = v/c. Using these quantities, the mass

of the incoming particle could be determined from simple kinematics:

m2 = (Ze)2R2(2 − 1). (4.9)

To veto the orders-of-magnitude more abundant protons and muons, BESS also

included a silica aerogel Čerenkov counter with refractive index n = 1.03 below

the solenoid (since antiprotons would only emit Čerenkov light at R  3.8GV).

Finally, the instrument included an additional TOF scintillator paddle within the
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magnet bore to ensure that the lowest-energy antiprotons (those most prone to

stopping or multiple scattering) would still be detected. Since it ew from the

South Pole during the solar minimum, BESS-Polar II was able to measure antipro-

tons with kinetic energies as low as ∼200MeV. During its one-month ight in

2007–2008, BESS produced the rst precision measurements of cosmic antiprotons

below ∼1 GeV in kinetic energy, as well as leading limits on antihelium in the

rigidity range 1.6–14 GV. Analysis of the antideuteron sensitivity is still ongoing,

but it is anticipated that BESS-II Polar will substantially improve upon the ux

limit of 1.9× 10−4 m−2 s−1 sr−1 (GeV/n)−1 (95% CL) set by previous BESS ights

in the energy range 0.17–1.5 GeV/n [537].

4.3.2 AMS-02

The second8 Alpha Magnetic Spectrometer (AMS-02) experiment is a cosmic-ray

detector that was mounted to the International Space Station (ISS) in 2011, and

has been operating9 ever since. AMS-02 is a general-purpose cosmic-ray detector,

capable of recording particles with rigidity from 1 GV to several TV and charges

up to |Z| = 28. Owing to its 51.6◦ orbital inclinationwith respect to the equator, the

ISS orbit ranges between ±51.6◦ latitude, where the vertical cutoff rigidity often

exceeds several GV.

As shown in Fig. 4-5, the AMS-02 detector consists of a variety of subsystems

to measure different properties of cosmic rays. Like BESS, AMS-02 is a magnetic

spectrometer, where a 0.15-T dipole eld is responsible for bending the trajecto-

ries of incoming charged particles. The rigidity is measured by nine planes of

double-sided silicon strip detectors (seven planes within the magnet bore, one

plane above, and one plane below), providing position resolution better than 10µm

in the bending direction. Four planes of plastic-scintillator TOF panels (two above

themagnet and two below)measure the velocity with resolution∼4% for |Z| = 1

8The rst AMS experiment (AMS-01) ew in the payload bay of the Space Shuttle Discovery for
ten days in 1998. Its magnet would later form the core of AMS-02.

9Assuming no unforeseen instrument failures, the end-of-life for AMS-02 will likely be the same as
the ISS, currently scheduled to de-orbit in ∼2030.
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Figure 4-5: Schematic of the AMS-02 experiment on the International Space Station,
showing a charged particle (red) entering from the top of the instrument. The
detector subsystems are described in Sec. 4.3.2. Reproduced from Ref. [549] with
permission. © 2015 by Elsevier B.V.

particles, a gure which improves with increasing |Z| [550]. Since the mass reso-

lution scales as (m/m)2 = (R/R)2 + 4(/)2, AMS-02 also includes ring-

imaging Čerenkov detectors to provide / ∼ 10−3 for high-velocity ( ≈ 1) par-

ticles [551]. At the base of the detector is an electromagnetic calorimeter (ECAL)

consisting of 17 radiation lengths of lead sheets and scintillating bers. The ECAL

measures the energies of incoming electrons and positrons to better than ∼3%

above 100 GeV, and allows the detector to distinguish between energetic elec-

trons/positrons and hadrons [552].

The large sample of cosmic-ray events recorded by AMS-02 since 2011 has been

a boon to cosmic-ray studies. The experiment’s contributions are too numerous to

list here (see, e.g., Ref. [475] for a recent review of results), so I will focus primar-

ily on those results related to cosmic antinuclei. In 2016, the collaboration pub-

lished precision measurements of the proton and antiproton uxes in the rigidity
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range 1–450 GV (kinetic energy range 0.5–445 GeV), extending the measurements

by BESS and PAMELA. One interesting result was the discovery of an unexpected

excess of antiprotons near 10 GV rigidity, which several groups assessed to be

consistent with DM annihilation for masses m ∼ 50–100GeV and cross sections

⟨σv⟩ ∼ 10−26 cm3 s−1—both compatible with new electroweak-scale physics (e.g.,

WIMPs) and with the Galactic center -ray excess (see, e.g., Ref. [553] and refer-

ences therein). The status of the antiproton excess remains unresolved, owing to

possible systematic effects and bin-to-bin correlations which are known to be sig-

nicant at these low rigidities [554].

Perhapsmore surprising, however, was the announcement in 2015 that AMS-02

had observed several candidate events with charge Z = −2 and masses near ∼3–

4 GeV—i.e., antihelium (He, Refs. [555, 556]). Owing to the extremely low event

rate (the inferred He/He ratio is less than 10−8), an understanding of possible sys-

tematic effects is crucial. If these events turn out to be genuine antihelium nuclei,

the possible implications10 for cosmic-ray and DM physics are enormous. Ow-

ing to the wide range of predicted antideuteron and antihelium uxes from DM

or standard astrophysical processes, a complementary experiment with different

systematics is very much needed. One such experiment, the General Antiparticle

Spectrometer (GAPS), comprises the rest of this dissertation.

10Some groups even proposed that these events might result from residual clouds of primordial
antimatter, or even entire antistars (see, e.g., Ref. [557]).
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5
The GAPS Experiment

Particles of raw inspiration sleet through the universe all the time.

Every once in a while one of them hits a receptive mind [...]

—Terry Pratchett

The General Antiparticle Spectrometer (GAPS) balloon experiment will be the rst

detector optimized for low-energy cosmic antinuclei. GAPS is an international

collaboration, with principal funding support from the NASA Astrophysics Re-

search and Analysis (APRA) program, the Institute for Space and Aeronautical

Science (ISAS) at the Japan Aerospace Exploration Agency (JAXA), the Agenzia

Spaziale Italiana1 (ASI), and the Istituto Nazionale di Fisica Nucleare2 (INFN). In

Sec. 5.1, I briey review the science goals of the GAPS experiment vis-à-vis cosmic

antinuclei. In Sec. 5.2, I describe the novel exotic atom detection technique at the

core of the GAPS concept. In Sec. 5.3, I outline the various GAPS payload subsys-

tems. I conclude in Sec. 5.4 with a brief description of recent and ongoing GAPS

integration and testing work to prepare for launch.

1Italian Space Agency
2(Italian) National Institute of Nuclear Physics
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5.1 GAPS science goals

The GAPS experiment has two principal science goals: construct the cosmic an-

tiproton spectrum in an unprecedentedly low energy range, and set leading limits

on low-energy antideuterons and heavier antinuclei.

In each ∼30-day ight, GAPS will detect several hundred low-energy antipro-

ton events. These antiproton events will demonstrate the sensitivity of the exotic-

atom technique, while also serving as controls for various systematics common to

the antideuteron and antihelium searches (see Ref. [558] for further discussion). In

particular, the low-energy antiproton spectrum at the top of the atmosphere (TOA)

is not the same as that recorded at the top of the instrument (TOI), owing to the

small amount of residual atmosphere above the ∼37-km oat altitude. First, this

residual atmosphere slows incoming charged particles, with greater losses coming

at larger angles  from the zenith (since particles coming from larger angles must

traverse more atmosphere). For antiprotons in the range 0.75 < cos  < 1, a parti-

cle with  ≈ 0.4 ( ≈ 0.68) at TOA corresponds3 to  ≈ 0.25 ( ≈ 0.65) at TOI. Sec-

ond, low-energy charged particles can be completely absorbed by the atmosphere:

only ∼40% of cosmic antiprotons with  = 0.4 are expected survive from TOA to

TOI, compared to∼70% of antiprotons with  = 0.7. Third, the collisions of cosmic

rays with nuclei in the upper atmosphere can produce low-energy antiprotons via

the same reactions that produce antiprotons in the interstellar medium. These at-

mospheric antiprotons constitute an irreducible background to the total antiproton

spectrum, exceeding the ux of cosmic antiprotons for cos   0.5 (  60◦). Thus,

it is anticipated that antiproton events with cos  < 0.5 will be used to study atmo-

spheric effects common to all GAPS antinuclei searches, reserving cos  > 0.5 for

the cosmic antinucleus analysis. These measurements will also serve to validate

the treatment of the geomagnetic and heliospheric magnetic elds.

GAPS will also deliver leading limits on low-energy cosmic antideuterons and

antihelium. With a target sensitivity of 2× 10−6m−2 s−1 sr−1 (GeV/n)−1 (99% CL)

3For context, the GAPS antiproton energy range is ∼0.07–0.21 GeV/n at TOA, corresponding to
∼0.03–0.19 GeV/n at TOI.
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for antideuterons and (0.06–6) × 10−6m−2 s−1 sr−1 (GeV/n)−1 (95% CL) for 3He

after ∼100 days of total ight time[519, 558, 559], GAPS will complement previous

searches by AMS-02 and BESS (discussed in Chapter 4). At these levels, GAPS is

expected to be sensitive to a variety of DM scenarios shown in Fig. 4-3, e.g., tens-

of-GeV neutralinos and gravitinos from supersymmetric models or the lightest Z3

particle (LZP) from warped extra-dimensional models (see, e.g., Refs. [519, 542–

544, 560] and references therein). In these cases, the predicted antideuteron or an-

tihelium ux is several orders of magnitude greater than the expected background

from cosmic-ray collisions in the interstellar medium, meaning that the identica-

tion of only a few antideuterons or antihelium-3 nuclei would be groundbreaking

evidence of DM and/or new cosmic-ray physics.

5.2 The GAPS exotic-atom technique

The GAPS experiment will employ a novel detection technique based on the for-

mation and destruction of exotic atoms, wherein one of the electrons is replaced

with a heavier particle. The stopping of antinuclei to form exotic atoms within

the detector, as well as the subsequent de-excitation and annihilation of the ex-

otic atoms, produces a variety of distinctive signatures which enable GAPS to

achieve the required sensitivity and background rejection for low-energy antin-

ucleus studies. The process occurs in three principal stages—stopping, cascade,

and annihilation—discussed next.

5.2.1 Stopping

Consider a low-energy antinucleus entering the GAPS detector from above, as

shown in Fig. 5-1 for an antiproton. The incoming particle rst passes through

two layers of plastic-scintillator time-of-ight (TOF) panels, in which its velocity is

precisely measured. For a heavy particle with charge Z and velocity  = v/c, the

rate of energy loss per unit length dE/dx is given by the Bethe-Bloch formula (see,
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Figure 5-1: A simulated low-energy antiproton event in the GAPS experiment. The
antiproton (green dotted) enters from the upper right, passing through two lay-
ers of TOF panels and two tracker layers before stopping and annihilating into
a shower of secondary pions. These secondary pions are tracked through the
tracker and TOF system. For more details, see Secs. 5.2 and 5.3. Reproduced from
Ref. [558] with permission. © 2023 by Elsevier B.V.
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e.g., Chapter 34 of Ref. [16])

1


dE
dx

≈ −0.3MeV cm−2 g−1

ZA
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
Z2

2


ln


222mec

2

I


− 2


, (5.1)

where ZA is the atomic number of the target material, A is the mass number,  is

the mass density,  = (1− 2)−1/2 is the usual Lorentz factor and I is the electronic

excitation energy of the target material. For particles with the same charge (e.g.,

antiprotons and antideuterons), the value of dE/dx (and hence the distance trav-

eled in the detector before stopping) depends only on . Since particles with the

same kinetic energy per nucleon but different masses have the same , the particle

with the greater mass (e.g., an antideuteron) will travel further in the tracker, since

it has greater total kinetic energy to lose. Thus, low-energy antiprotons and an-

tideuterons can be separated by their stopping distance in the detector, provided

their  can be determined. Since stopping power is proportional to Z2, higher-

charged particles (e.g., antihelium or heavier cosmic-ray nuclei) are easily distin-

guished by their large energy depositions and short ranges [560].

5.2.2 Cascade

Eventually, the antinucleus (hereafter called “cascader” for reasons which will

soon become clear) comes to rest in the tracker and replaces an atomic electron.

For concreteness, assume that the nucleus has atomic number ZA and mass mA.

The principal quantum number n into which the cascader is originally captured

scales as µ1/2, where µ ≡ mAm/(mA +m) is the reduced mass of the cascader and

nucleus. This exotic atom is inherently unstable, since the cascader does not ex-

perience Pauli blocking from atomic electrons; thus, it rapidly4 cascades to lower-

energy orbitals as shown in Fig. 5-2, rst by emitting Auger electrons and subse-

quently x-rays. Ignoring the shielding effects of the electrons and the nite size of

4In this discussion, the cascader is assumed to be a stable particle (e.g., an antiproton or an-
tideuteron) or at least long-lived with respect to the timescales of atomic transitions.
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the nucleus, the energies of the exotic-atom orbitals are (see, e.g., Ref. [561])

En,j ≈
(ZAZ)

2

2n2
µc2 − (ZAZ)

4

2n4


n

j+ 1
2

− 3
4


µc2 + · · · (5.2)

Here,  ≈ 1/137 is the electromagnetic ne-structure constant, µ ≡ mAm/(mA +

m) is the reduced mass dened previously, n is the principal quantum number,

and j is the total angular momentum (spin plus orbital) of the cascader. For a

heavy particle with charge −1 in a state (n, j), the energies of the exotic orbitals

are greater than the corresponding electron orbitals by a factor proportional to

m/me. Thus, the photons emitted as the exotic atom lowers its energy are in the

O(1–100 keV) energy range—i.e., x-rays—even for relatively low n. Using a cas-

cade model to calculate the occupancies and transition probabilities, it is possible

to predict the x-ray energies and yields of these exotic atoms (see, e.g., Refs. [562–

566] and references therein). These transitions have been extensively studied in el-

ements across the entire periodic table for exotic atoms containing µ−, −, and K−

(see, e.g., Refs. [561, 567–574] for reviews). Recent work studying the x-rays emit-

ted from exotic atoms of hydrogen, helium, nitrogen, carbon, uorine, aluminum,

sulfur, chlorine, and bromine have demonstrated the applicability of the tech-

nique for antiprotons (see, e.g., Refs. [566, 574]). Since antideuterons are approx-

imately twice as massive as antiprotons, the x-rays released from antideuteronic

exotic atoms will be more energetic than the corresponding antiprotonic x-rays, as

shown in Fig. 5-3. Furthermore, since x-rays can only be emitted in the decays of

exotic atoms formed from negatively-charged particles, requiring x-ray detection

serves to veto the orders-of-magnitude more-abundant positively-charged cosmic-

ray protons and nuclei. Distinguishing x-rays from antiproton and antideuteron

captures requires detectors with energy resolutions better than 4 keV FWHM, the

implications of which will be discussed in Chapter 6.
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Figure 5-2: Schematic of an exotic-atom cascade beginning in a state with high
principal quantum number n and orbital quantum number l. The atom subse-
quently de-excites by Auger (electron-emitting, red) and radiative (x-ray-emitting,
blue) transitions, eventually being captured by the nucleus in an n = 5 state. Re-
produced from Ref. [566] with permission. © 2013 by Elsevier B.V.
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Figure 5-3: X-ray spectra from a GEANT4 simulation of antiproton (black) and an-
tideuteron (red) capture in silicon. The dashed lines show the initial energy dis-
tributions, and the solid lines show the effect of 3-keV FWHM detector energy
resolution. Reproduced from Ref. [519] with permission. © 2016 by Elsevier B.V.
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5.2.3 Annihilation

Replacing an atomic electron with a heavy particle has another consequence—the

Bohr radii of the atomic orbitals scale approximately as m−1. The low-n orbitals

thus bring the particle extremely close to the nucleus, until it eventually inter-

acts with the nucleons. Antiprotons and heavier antinuclei will annihilate with

the nucleus, producing an “annihilation star” of mesons, protons, and other nu-

clear fragments as shown in Fig. 5-1. The Crystal Barrel experiment at CERN, for

example, studied low-energy proton-antiproton annihilation in liquid hydrogen

to many nal states involving mesons [575]. Many of these nal states include

extremely unstable hadronic resonances (e.g., , , , and ϕ mesons), which sub-

sequently decay to ± and K± mesons5 that live long enough to travel through

the detector without decaying. The aforementioned Crystal Barrel data indicate

that the average charged-pion multiplicity in pp̄ annihilation, for example, is ∼3.

Since antideuteron annihilations are too rare to study at colliders, models such

as the intranuclear cascade model (see, e.g., Refs. [576–578]) are used to predict

the interactions of antideuterons with nuclei. Roughly speaking, each additional

antinucleon contributes ∼3 more charged pions to the annihilation, so the number

of charged pions provides a measurement of the mass of the incoming antinucleus.

Additionally, the fragmentation of the nucleus emits protons with kinetic energy

spectrum [579]
dNp

dEp
= 2⟨Np⟩

 Ep

T3

1/2

exp

−
Ep

T


, (5.3)

where ⟨Np⟩ is the average proton multiplicity (0.86 ± 0.05 for silicon) and T ∼
40MeV is the “nuclear temperature.” Compared to ±, these protons have much

lower energies, and can thus be identied by their much larger energy deposits as

they traverse the Si(Li) detectors (see, e.g., Ref. [519]). The pions and protons are a

distinctive and unique signature of antinucleus annihilation at rest, providing both

a measurement of the antinucleus mass and background rejection against the am-

5These annihilations also produce 0 mesons, which decay almost instantly to two photons. Since
these photons are extremely energetic ( 70MeV) and thus difcult to detect in a balloon payload,
they are not included in the rest of this discussion.
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Figure 5-4: Multiplicity distributions of charged pions following (from left to right)
antiproton, antideuteron, and antihelium-3 annihilation on silicon, simulated us-
ing GEANT4. Reproduced from Ref. [560] with permission. © 2021 by Elsevier B.V.

bient cosmic rays (assuming the outgoing charged particles can be traced back to

a common vertex). Simulated charged-pion multiplicity distributions for antipro-

ton, antideuteron, and antihelium-3 annihilation in silicon are shown in Fig. 5-4.

5.3 GAPS subsystems

With a total mass of nearly 2500 kg, GAPS will be one of the most complex Antarc-

tic balloon missions ever to y. Thus, it seems tting to briey outline each of the

GAPS subsystems, illustrated in Fig. 5-5.

5.3.1 Silicon tracker

The silicon tracker (hereafter simply “tracker”) is the heart of the GAPS detector,

both conceptually and literally. Mainly developed by MIT, Columbia University
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Figure 5-5: Model of the GAPS balloon experiment in its ight conguration,
showing the positions of the various subsystems. For more details, see Sec. 5.3.
Reproduced from Ref. [558] with permission. © 2023 by Elsevier B.V.

(CU), and the University of Hawai’i at Mānoa (UHM), the tracker lls several

roles simultaneously. First, it serves as a large-area (∼10m2) stopping target for

incoming antinuclei. Second, it must be able to measure the positions and energy

deposits from the incoming antinucleus and from the charged particles in the an-

nihilation shower, as well as tracking these particles to a common vertex. Third,

the tracker must be able to distinguish x-rays from antiproton and antideuteron

exotic atoms, requiring energy resolutions better than 4 keV FWHM. Finally, the

tracker must be operable at relatively warm temperatures near –40 ◦C to eliminate

the need for heavy cryogenic systems.

To meet these challenging requirements, the GAPS tracker will consist of more

than 1100 lithium-drifted silicon [Si(Li)] detectorsmanufactured by Shimadzu Cor-

poration. Each circular Si(Li) detector has a diameter of 10 cm and a thickness of

2.5 mm, and is segmented into eight approximately-rectangular strips. A full ac-

count of the GAPS Si(Li) detector design and performance will be given in Chapter
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Figure 5-6: Photograph of the GAPS Si(Li) detector module with top cover re-
moved, showing the four detectors (gold), the front-end board (green) and the
SLIDER32 ASIC (black chip in the center). For ight, the traces between the wire-
bond pads (adjacent to each detector) and the ASIC will be covered with copper
shields to reduce electromagnetic interference. Photo courtesy of Mengjiao Xiao.

6. Here, it sufces to note that the lithium-drifting process allows the economical

production of large-area silicon detectors capable of maintaining good energy res-

olution at the relatively warm temperatures expected in ight.

The basic functional unit of the tracker is the Detector Module (hereafter sim-

ply “module”), consisting of four Si(Li) detectors mounted to a 9.5′′× 9.5′′× 0.125′′

aluminum frame as shown in Fig. 5-6. Each module carries a front-end board

(FEB) to which each of the 32 Si(Li) strips are wirebonded and which facilitates

power and communication between the modules and the rest of the instrument.

Each module is enclosed by two aluminized polypropylene windows to provide

a barrier against electromagnetic interference and atmospheric contaminants (e.g.,

water vapor). Each module is also connected via low-outgassing uorosilicone

tubing to a common manifold through which dry N2 gas can be pumped during

integration and testing on the ground, as an additional layer of protection against

atmospheric contamination.
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At the center of the FEB is the custom SLIDER32ASIC chip developed by INFN,

which facilitates communication between the Si(Li) detectors and the ight com-

puter (see, e.g., Refs. [580–582]). Each of the 32 analog inputs of the SLIDER32

carries a charge-sensitive preamplier, shaper, and sample-and-hold coupled to an

11-bit ADC. To maintain acceptable energy resolution over the full dynamic range

of the tracker (tens of keV for exotic-atom x-rays to tens of MeV for annihilation

products), the SLIDER32 includes both low- and high-gain modes and dynamic

signal compression [583]. To avoid placing too much stress on the cooling and

power systems, each chip consumes <10 mW per channel. The noise performance

of the SLIDER32 will be discussed further in Chapter 6.

Within the tracker, six modules are chained together to form each row, and six

rows are placed side-by-side to form each layer. The modules rest on polyethy-

lene foam, providing both mechanical support and thermal insulation while min-

imizing the mass of passive material presented to incoming cosmic rays. The full

tracker consists of ten layers (i.e., spaces for 1440 detectors), but only the upper

seven layers will consist of functional Si(Li) detectors for the rst ight. (The bot-

tom three layers will contain a mix of non-functional silicon detectors and alu-

minum disks, both serving as stopping targets for highly-penetrating antinuclei.)

The modules on alternating layers are rotated by 90 degrees to provide ∼1-cm

track resolution for throughgoing particles.

5.3.2 Time-of-ight

The time-of-ight (TOF) system is the other particle detector on GAPS (see, e.g.,

Refs. [584, 585] for recent discussions). Principally contributed by UCLA, the TOF

fullls two primary roles: measuring the velocity  = v/c of incoming and outgo-

ing charged particles, and serving as a trigger for the rest of the detector to begin

recording data. As shown in Fig. 5-5, the TOF consists of three functional units,

each composed of a single layer of plastic scintillator paddles. Immediately out-

side the silicon tracker volume is the “cube,” surrounding the tracker on all six
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Figure 5-7: A 180-cm-long TOF paddle for the GAPS experiment, wrapped in black
vinyl. The SiPMs and preamplier boards are enclosed in the rectangular struc-
tures at each end. Photo courtesy of Takeru Hayashi.

sides. At a distance of ∼30 cm from the cube is the “cortina,” surrounding the

tracker on ve sides (i.e., all but the bottom). Finally, at a distance of ∼90 cm

above the tracker is the single-panel “umbrella.” Combined, these panels ensure

that particles from the upper half of the solid angle must pass through at least two

TOF paddles, thereby allowing a measurement of their velocity.

The TOF system is composed of more than 180 plastic scintillator paddles man-

ufactured by Eljen Technology. The paddles are composed of polyvinyl toluene, an

organic polymer with high scintillation light yield and fast (few ns) pulse response.

Each paddle is wrapped with a layer of aluminum foil to facilitate total internal

reection of the scintillation photons, as well as a layer of black vinyl to elimi-

nate ambient light leaks. The ends of each paddle are coupled to six 6× 6mm2

S13360-6050VE silicon photomultiplier (SiPM) detector arrays manufactured by

Hamamatsu Photonics. These SiPMs have a peak photon detection efciency of

∼40% at 450 nm, well-matched to the EJ-200 scintillator. The SiPMs are them-

selves mounted to a preamplier board which sums the signals from the six SiPMs

and outputs shaped high-gain (HG) and low-gain (LG) pulses. A nished paddle

is shown in Fig. 5-7.

The TOF readout scheme is optimized to reduce the rate of cosmic-ray triggers

from several hundred kHz to a more manageable ∼few hundred Hz, and consists

of three layers: readout-and-trigger boxes (RATs), the master trigger board, and

the TOF computer. Each RAT carries one power board, two readout boards, and
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one local trigger board (LTB), and manages the power and signals from 16 pream-

plier boards (i.e., eight paddles). The LG signals are sent to the LTB, which makes

the initial decision whether that group of paddles has registered an “interesting”

event in  200 ns. The LTBs are connected to the master trigger board by gigabit

Ethernet links, and it is the master trigger board which synthesizes the data from

all of the LTBs and sends the trigger signal (as well as the clock synchronization

signal) to the full TOF and Si(Li) tracker. The readout boards take the HG signals as

inputs and use the DRS4 ASIC to sample the waveforms at>2 GS per second [586].

(Each readout board also contains a 14-bit ADC and electronics for onboard timing

and amplitude calibration.) Communication between the readout boards, master

trigger board, and the ight computer is handled by a dedicated TOF computer,

again using dedicated gigabit Ethernet links. Tests of the TOF system using atmo-

spheric muons demonstrate a timing resolution near 300 ps between the two ends

of the paddles, providing a spatial resolution of several cm along the length of the

paddle. Overall, it is anticipated that the full TOF will provide velocity resolutions

better than ∼0.5–1% in the range 0.25    0.7 (see, e.g., Refs. [584, 585]).

5.3.3 Thermal

The mass and electrical power constraints of a balloon mission place substantial

limits on the GAPS thermal control system. As discussed previously, the Si(Li)

detectors comprising the GAPS tracker must be maintained at temperatures near

–40 ◦C to be operable and to provide good energy resolution. Additionally, the

cooling system must not generate electromagnetic interference (EMI) which might

degrade the detectors’ performance, nor may it present a large material thickness

which might degrade the reconstruction of low-energy charged particles.

To meet these requirements, GAPS will use a novel oscillating heat pipe (OHP)

cooling system [587] developed by collaborators at JAXA. The OHP consists of 32

loops of stainless-steel capillary tube (inner diameter 1 mm, outer diameter 3 mm)

running between the tracker and a large radiator mounted to the Sun-opposing
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side of the experiment. The tubes contain a liquid refrigerant held close to its

boiling point, with each OHP loop thermally coupled to one detector module in

each tracker layer by means of anodized6 aluminum collars mounted to the cor-

ner of each module. Heat generated by the detector modules is conducted to the

OHP tubes, cooling the detectors and causing a small amount of the refrigerant

to vaporize. Since the vapor has a lower density than the liquid refrigerant, the

former rises up through the capillary tubes, eventually reaching the radiator. The

warm vapor deposits its heat into the radiator, returning to the liquid phase and

beginning the cycle again. The OHP system is completely passive, requiring no

mechanical pumps (though small heaters are mounted at the base of each loop

and on the reservoir to control the temperature of the whole system).

5.3.4 Electronics systems

Electronics bay

Below the Tracker and TOF Cube sits the electronics bay, which houses the equip-

ment needed to control the various instrument subsystems. At the center of the

electronics bay is the ight computer, responsible for issuing commands to (and

receiving data from) the various subsystems. The ight computer merges the data

packets from the Si(Li) Tracker (via the backend electronics) and the TOF computer

into events (e.g., an incoming antinucleus and its outgoing x-rays and charged par-

ticles would be associated to a single event) and performs the initial reconstruction

to determine velocity, arrival direction, etc. The ight computer is also responsible

for determining how much data to save for each event. Since the projected TOF

trigger rate is∼300 Hz, most events will be stored in a “reduced” form, containing

only the Si(Li) and TOF energy deposits and the TOF timing information. For the

small subset of “interesting” events (e.g., antinucleus candidates), the lower rate

will allow some initial reconstruction to be performed and a more extensive set of

6To ensure that the metal OHP loops (which are essentially giant antennae) do not conduct electro-
magnetic noise into the Si(Li) modules.
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information to be saved. As of early 2023, the GAPS data pipeline is still being

nalized, but it is anticipated that these “interesting” events will also contain the

full TOF waveforms and some subset of reconstructed physics quantities (veloc-

ity, arrival direction, number of secondaries, etc). Owing to telemetry limitations

(discussed next), most of the data from GAPS will be saved to solid-state drives

(SSDs) recovered after each ight. The electronics bay also contains the low- and

high-voltage power supplies for the Si(Li) Tracker and the TOF, and their associ-

ated backend electronics. All of these systems will be powered by solar panels

(capable of providing up to 1.6 kW peak power) feeding a set of ve lithium iron

phosphate batteries.

CSBF equipment

The Columbia Scientic Balloon Facility (CSBF) manages ight operations for the

NASA long-duration balloon (LDB) program. For GAPS, there are several key

pieces of CSBF equipment. The rst is the communication system, which facil-

itates uplink (commands) and downlink (data) between the instrument and the

ground stations. For most of the Antarctic balloon ight, GAPS will be out-of-

range from any radio stations on the ground; thus, all communication with the

payload must go through the Tracking and Data Relay Satellite System (TDRSS) or

Iridium networks. The bandwidth of these systems is ∼few tens of Kbps, limiting

the amount of data that can be downlinked during ight and thus necessitating on-

board storage (the aforementioned SSDs). CSBF also provides a rotator fromwhich

the entire payload is hung to provide azimuthal pointing (e.g., for solar-power or

thermal control) and a GPS system to provide near-real-time position and altitude

information. Finally, CSBF provides the equipment to detach the payload from the

balloon at the end of the ight7 and the parachutes to ensure a (hopefully) soft

landing on the Antarctic ice.

7Or if the balloon begins to drift off-course, e.g., toward the ocean.
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5.4 GAPS status

From the rst proposal8 in 2002 [588] and antiproton beam tests in 2004–2005 [589],

GAPS has been a nearly two-decade effort. In this section, I give a (very brief)

timeline of some relevant milestones.

The rst test of the GAPS architecture [TOF plus Si(Li) detectors] occurred in

June 2012 with the ight of the prototype GAPS (pGAPS) balloon experiment. The

pGAPS payload contained six Si(Li) detectors in two columns, as well as three

planes of plastic-scintillator TOF panels and a prototype OHP cooling system.

During its approximately seven-hour ight near Japan (three hours at∼30 km alti-

tude), pGAPS recorded more than 106 cosmic-ray events and demonstrated stable

performance of all relevant subsystems [590]. Following the ight of pGAPS, fur-

ther development work in the USA, Japan, and Italy demonstrated the viability of

the GAPS concept. The project was approved for funding byNASA in 2016, and by

international partner agencies shortly thereafter. During the next ve years, GAPS

collaborators developed prototype (and eventually ight-ready) Si(Li) detectors,

TOF counters, electronics, and other hardware/software.

Integration of the GAPS experiment began at the MIT Bates Research and En-

gineering Center in late 2021 with the construction of the GAPS Functional Proto-

type (GFP). As shown in Fig. 5-8, the GFP was a sub-scale version of the full GAPS

payload, consisting of 36 Si(Li) detector modules, two layers of TOF paddles, a

prototype OHP cooling system, and the associated front-end and back-end elec-

tronics for each of these subsystems. The Si(Li) detector modules were arranged

in three layers, with each layer consisting of two rows of six modules per row.

The two layers of TOF panels were placed 0.4 m and 1.4 m above the top layer

of Si(Li) detectors, providing a sufcient distance for the reconstruction of atmo-

spheric muons up to  = 1. The GFP served as the rst end-to-end test of the

GAPS detector systems by tracking atmospheric muons through the TOF panels

8GAPS was originally proposed to include a gas ionization counter as the exotic-atom target. When
the design shifted to silicon detectors, the name was changed to the General Antiparticle Spec-
trometer, but the acronym was kept (thus making GAPS somewhat of a “backronym”).
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Figure 5-8: (Left) Photograph of the GFP at MIT Bates showing the two panels of
TOF counters (black) above the Si(Li) detector modules (inside the pink/blue foam
at bottom). Photo courtesy of Mengjiao Xiao. (Right) Display of an atmospheric
muon event in the GFP. The horizontal blue lines near z = 0 and z = 100 cm in-
dicate the TOF panels, and each blue cross shows one Si(Li) detector. The black
squares and triangles show energy deposits, and the red line shows the recon-
structed track. Courtesy of Achim Stoessl.

178



and then the Si(Li) detectors.

In early 2022, the integration and testing of the full GAPS experiment began

at MIT Bates with the delivery of the goldola (shown in Fig. 5-9), the assembly of

the OHP system, and the integration and testing of the bottom six layers9 of Si(Li)

detectors. In October 2022, the payload was shipped to the UC Berkeley Space

Sciences Lab (SSL), where the nal layers of Si(Li) detectors were mounted. In

November 2022, integration of the TOF panels commenced. In parallel, an exten-

sive campaign of testing the various subsystems in their ight conguration has

been underway. In mid-2023, the full GAPS payload will undergo thermal vac-

uum testing at National Technical Systems in Los Angeles to verify functionality

in the atmospheric conditions expected at oat altitude. It is anticipated that fur-

ther testing of the full payload will occur at the CU Nevis Laboratories in New

York throughout the remainder of 2023 followed by balloon compatibility testing

at the Columbia Scientic Balloon Facility in Palestine, Texas, in mid-2024. The

GAPS Collaboration is working toward our rst Antarctic balloon ight, currently

planned for late 2024.

9Again, the bottom three layers of the tracker will consist of non-functional silicon detectors and
aluminum disks for the rst ight. It is hoped that future ights will include all ten layers of
functional Si(Li) detectors.
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Figure 5-9: The GAPS gondola (large white basket-shaped structure) at MIT Bates
prior to integration. The vertical blue foam structure in the back is the cold plate
(coupled to methanol chillers) used to cool the radiator during ground testing.
Photo courtesy of Brandon Roach.

Figure 5-10: A layer of 36 GAPS Si(Li) detector modules in the tracker. The black
cylinders at the corner of each module are the aluminum cooling collars through
which the OHP tubes run vertically. Photo courtesy of Brandon Roach.
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6
GAPS Si(Li) Detector Testing

Whether we are based on carbon or on silicon makes

no fundamental difference; we should each be

treated with appropriate respect.

—Arthur C. Clarke, 2010: Odyssey Two

In this chapter, I describe inmore detail the lithium-drifted silicon [Si(Li)] detectors

that are at the core of the GAPS experiment. In Sec. 6.1, I give a brief introduction

to the physics and operational principles of semiconductor (specically silicon)

detectors. In Sec. 6.2, I describe the design and fabrication of the GAPS Si(Li) de-

tectors themselves. In Sec. 6.3, I detail the procedures and results from x-ray tests

of the GAPS Si(Li) detectors at ight temperatures, with particular emphasis on

the factors affecting x-ray energy resolution. I conclude in Sec. 6.5.

6.1 Introduction to silicon detectors

In particle physics, silicon detectors are a type of ionization counter, in which the

energy deposited by subatomic particles is converted into an electronic signal by

means of electron-ion pairs generated in the detector medium. In this section, I
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briey review some elements of semiconductor device physics before moving on

to the specics of the GAPS detector design.

6.1.1 Silicon semiconductors

More than perhaps any other element, silicon has shaped the trajectory of the mod-

ern world. It is the second most-abundant element by mass in the Earth’s crust

after oxygen, with which it combines to form a great variety of silicate minerals.

In its pure form, silicon is a bluish-gray semiconductor, having electrical resistivity

intermediate between conductors and insulators. The behavior of semiconductors

can be understood in terms of their band structure: in the crystal, the uncountably

many electron energy levels form continuous bands. In the valence band, elec-

trons are tied to their atoms, but in the conduction band, electrons can propagate

through the crystal, thereby conducting current. Most silicon semiconductors used

in devices ranging from computer microprocessors to particle detectors are gener-

ally dopedwith impurities to alter their electrical characteristics. Silicon dopants are

generally divided into two types: p-type atoms with three valence electrons (e.g.,

boron or aluminum) or n-type atoms with ve valence electrons (e.g., phosphorus

or arsenic). Since silicon has four valence electrons, n-type atoms can “donate”

their valence electron to the crystal. Similarly, p-type atoms can be thought of as

having a hole in their valence shell which can be lled by an electron. (Note that

the dopants are still neutral atoms, and thus the overall crystal is neutral as well.)

6.1.2 p-n junctions

When a p-type and n-type semiconductor are joined together, a p-n junction is

formed. Electrons from the n-type material diffuse into the p-type material, leav-

ing the n side with a slight positive charge and the p side with a slight negative

charge. A depletion region with no free charge carriers forms between the p- and

n-type materials, and an electric eld E pointing from n to p across the depletion

region eventually resists the further ow of charge, and an equilibrium is estab-
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lished. Any charge carriers generated in the depletion region (e.g., by ionizing

radiation) are swept out of the region by the E-eld, making the p-n junction a

promising radiation detector. The depth of the depletion region is (e.g., Ref. [591])

x = xn + xp =


2ϵV0
q

(na + nd)
nand

, (6.1)

where ϵ is the permittivity of the material, V0 ≈ 1V is the bias generated by ther-

mal diffusion near room temperature in silicon, q is the elementary charge, and

na and nd are the number densities of acceptor (p-type) and donor (n-type) atoms,

respectively. If the n-side of the junction is more heavily doped than the p-side

(i.e., nd ≫ na), then the depletion region is almost entirely on the p-side, having a

width1 (e.g., Ref. [591])

x ≈ 0.32µm


p

1Ω cm


V0
1V


, (6.2)

where p is the resistivity of the p-type semiconductor. If p ∼ 103 Ω cm (already a

reasonably high resistivity), the depletion region is only∼10µmwide, which leads

to diodes with poor detection efciency.

To remedy this issue, most p-n junction detectors are operated in reverse-bias

mode. In this conguration, the positive terminal of a voltage supply is connected

to the n-type material, with the other terminal connected to the p-type. The electric

eld induced by the voltage supply serves to “pull” the depletion region wider—

simply replaceV0 ≈ 1V in Eq. 6.1 with the appropriate bias voltage. Unfortunately,

a variety of physical and practical limitations prevent V0 (and hence the depletion

depth) from becoming arbitrarily large. First, increasing the bias voltage runs the

risk of dielectric breakdown in the bulk material—i.e., the ow of (large, damag-

ing) currents even in the absence of ionizing radiation. This effect can be somewhat

mitigated with high-resistivity (  103 Ω cm) silicon crystals, though generally at

1For a heavily p-doped semiconductor (i.e., na ≫ nd), replace p with n and 0.32 with 0.52 in
Eq. 6.1.
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a signicant monetary cost. Furthermore, the environment of balloon payloads is

generally not favorable to the high voltages ( 1 kV) needed to operate such de-

tectors. On the one hand, generating these high voltages on a balloon payload is

difcult from an electrical-engineering perspective. On the other hand, the small

amount of residual atmosphere at oat altitude means that electrical arcs can de-

velop between sensitive components if the voltage is too high (see, e.g., Ref. [592]).

Taken together, all of these factors favor GAPS detectors which can be fully de-

pleted with a bias of only ∼250V.

6.1.3 Compensation and lithium drifting

Producing high-resistivity intrinsic (i.e., non-doped) semiconductor material is ex-

tremely challenging. Trace amounts of impurities (e.g., oxygen or carbon at or

below the parts-per-billion level) can dramatically affect the conductivity of the

material. Despite these challenges, it is possible to produce high-resistivity semi-

conductors via the process of compensation—i.e., doping an already-doped semi-

conductor with the opposite kind of atom (e.g., doping a p-type material with n-

type atoms). Junctions produced in such a way are called p-i-n junctions, where

the i refers to the compensated2 material.

A particularly attractive dopant for semiconductor compensation is lithium.

Owing to its∼0.03-eV effective ionization energy in silicon [593], lithium serves as

a donor (n-type) atom. The idea of diffusing lithium atoms into semiconductors—a

process known as drifting—has been studied since the 1960s (see, e.g., Refs. [594–

597] for early work, and Refs. [598, 599] for reviews). Since lithium has a high

mobility in silicon and germanium3, it can be drifted through p-type semiconduc-

tors to form large compensated regions, up to several mm thick. These lithium-

drifted silicon—Si(Li)—detectors have since found widespread use in many nu-

2Somewhat confusingly, i does not mean “intrinsic”!
3Lithium-drifted germanium—Ge(Li)—is outside the scope of this dissertation. It is worth noting,
however, that lithium atoms are so mobile in germanium that allowing a Ge(Li) detector to warm
above liquid-nitrogen temperatures is very likely to ruin the lithium-drifted region. Modern high-
purity germanium (HPGe) detectors made of intrinsic Ge do not have this issue.
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clear physics, particle physics, and astrophysics experiments (see, e.g., Refs. [600–

613] for some examples). Early Si(Li) detectors were small (a few cm2), but im-

provements in production methods eventually allowed large-area detectors to be

deployed whilst maintaining good energy resolution. It should be noted, however,

that many of these large-area Si(Li) detectors had to be cooled—some to liquid-

nitrogen temperatures—to reduce leakage current (a dominant contribution to de-

tector noise, and hence energy resolution).

6.2 GAPS Si(Li) detectors

Si(Li) detectors are ideal for the GAPS tracker described in Chapter 5, owing to

their large sensitive areas, thick depletion regions, and reasonable bias-voltage re-

quirements. However, the constraints of a balloon experiment require these thick,

large-area detectors to provide <4-keV FWHM energy resolutions at relatively

warm temperatures near –40 ◦C, more than 100 K above cryogenic detectors. To

produce the more than 1100 Si(Li) detectors needed for the rst ight, the GAPS

Collaboration contracted with Shimadzu Corporation of Japan, with whom we

developed a cost-effective mass-production protocol. Detailed descriptions of the

process are given in Refs. [559, 614–616]; this section gives a brief review of impor-

tant aspects.

6.2.1 Si(Li) detector design

The design of the GAPS Si(Li) detector is shown in Fig. 6-1. Each circular detector

has a 10-cm diameter and a 2.5-mm thickness, with eight ∼8 cm2 strips dened

by grooves cut into the top surface. Near the outer edge of the detector is a circu-

lar guard ring, which prevents leakage current from owing into the active strips,

thereby reducing noise (see, e.g., Refs. [599, 618]). The depletion region (i.e., sensi-

tive volume) of the detectors is nearly 2.3 mm thick, whilst requiring only 250V to

fully bias.
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Figure 6-1: (Top) Cutaway view of a GAPS Si(Li) detector (not to scale). Different
features are as follows: (1) top-hat brim, (2) n+ layer, (3) lithium-drifted region,
(4) undrifted lithium layer, (5) nickel layer, (6) gold layer, (7) guard ring, and (8)
active strips. (Bottom) Photograph of a GAPS Si(Li) detector prior to passivation.
The gold-colored surfaces are the gold electrical contacts, and the grayish surfaces
in the grooves and top-hat brim are exposed silicon. This gure was reproduced
from Ref. [617] with permission. © 2019 by IOP Publishing.
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The GAPS Si(Li) detector design is a compromise between several factors. First,

the volume of the depletion region requires special attention to be paid to control-

ling leakage current, particularly at the relatively warm GAPS operating tempera-

tures. Second, it is advantageous for the area of each strip to be as small as possi-

ble, since the strip capacitance (which contributes to noise) is proportional to area.

(Fortunately, the strip capacitance decreases as the depletion depth increases.) Fur-

thermore, small strips provide improved position resolution for ionizing radiation

events, and thus improved track-reconstruction efciency. On the other hand, the

complexity of detector fabrication and readout increases as the strip size decreases,

with the latter being a particularly signicant constraint for balloon payloads such

as GAPS. The nal eight-strip design is a compromise between these factors, with

strip capacitance generally between 37–39 pF and strip width∼1 cm. Additionally,

the GAPS detectors are operable at temperatures exceeding –40 ◦C either at atmo-

spheric pressure or in vacuum, eliminating the need for large and heavy cooling

systems and pressure vessels.

6.2.2 Si(Li) detector fabrication

A full accounting of GAPS Si(Li) detector production is given in Refs. [559, 615],

from which this section is summarized. GAPS detector production begins with

high-resistivity ( ∼ 103 Ω cm) p-type silicon supplied by SUMCO Corporation,

grown in the ⟨111⟩ crystal orientation using the oat-zone process to keep atomic

impurity concentrations (e.g., carbon and oxygen) below (1–2) × 1016 cm−3 (i.e.,

below ∼0.1 ppm). The resulting 10-cm-diameter ingots are diced into 2.5-mm-

thickwafers, fromwhich the Si(Li) detectors aremade. Thewafers are then cleaned

with a solution of methanol, xylene, and acetone to remove any organic contam-

inants, followed by an immersion in an etchant consisting of hydrouoric acid,

nitric acid, and acetic acid to remove oxides.
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The n+ contact and top-hat brim

The top (strip side) n+ electrode begins by placing the wafer into a thermal vac-

uum chamber (pressure< 10−4 Pa, temperature∼280 ◦C) and passing electric cur-

rent through a small sample of lithium. The evaporated lithium is deposited onto

the top surface of the wafer. After ∼1 minute the lithium evaporation is termi-

nated, but the chamber temperature and pressure are maintained for another ∼1

minute to allow further lithium drift. The detector is then returned to room tem-

perature over ∼150 minutes to allow the lithium to diffuse into a ∼100-µm-thick

layer, forming the top n+ layer. The surface is then cleaned to remove any oxides.

To produce a conductive contact atop the n+ layer, the vacuum chamber is again

pumped down to < 10−4 Pa and an 18-nm-thick layer of nickel is evaporated onto

the top n+ layer, followed by a 120-nm-thick layer of gold. Gold was chosen for its

electrical conductivity and corrosion resistance, with the nickel chosen for its high

adhesion to silicon. An ultrasonic impact grinder is used to machine away the

outer circumference of the wafer, leaving a 1-mm-thick “top-hat brim” of p-type

silicon. Finally, the n+ and p contacts are coated in Apiezon® wax dissolved in

xylene to protect them from the etchant used to clean the top-hat.

Lithium drifting

Achieving a uniform lithium drift within each detector is crucial for low-leakage-

current (and thus low-noise) operation. In collaboration with Shimadzu Corpo-

ration, the GAPS Collaboration developed a custom lithium-drifting apparatus,

consisting of a heater, voltage supply4, and current monitor. Over the course of∼3

hours, the detector bias voltage is increased from zero to 600V in 100-V steps. The

width x of the drifted region scales as

x =


2µLiVt, (6.3)

4During lithium drifting, the positive voltage is applied to the n+ side, rather than a negative
voltage being applied to the opposite side.
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where µLi is the lithium mobility (itself a function of temperature), V is the bias

voltage, and t is time. During the drift, the heater keeps the detector at 100 ◦C,

though its output decreases over time as resistive losses in the ever-deepening

drifted layer increase. The drifting procedure is terminated after ∼6200 minutes

or once the leakage current begins to increase beyond ∼25 mA, whichever occurs

rst. This keeps a thin (∼100-µm) layer of undrifted silicon between the drifted

region and the p-type contact, which further reduces leakage current. Detector

conditions during the drifting process (temperature, leakage current, time, etc) are

recorded for each detector for later analysis.

Groove machining and the p contact

Following lithium drifting, an ultrasonic impact grinder is used to machine addi-

tional grooves into the n+ side of the detector. The rst is a ∼0.3-mm-deep and

1-mm-wide groove dening the guard ring, as shown in Fig. 6-1. When the de-

tector is reverse-biased, the high resistivity of the guard ring isolates the entire

n+ layer from the edge of the detector (particularly the top-hat, whose exposed

surfaces are a signicant source of leakage current), signicantly reducing noise.

Additional grooves are cut through the n+ contact to form eight approximately

equal-area strips, ensuring that each strip is separated from its neighbors by high-

resistivity lithium-drifted silicon. The detector surface is cleaned to remove any

debris and coated with etch-resistant wax, after which the top-hat and p-side are

etched. A nickel-gold contact is then evaporated onto the p-side using the same

technique as for the n+ contact. This monolithic p-side contact is used to supply

the detector bias voltage.

Final etching

After covering the n+ and p electrodes with wax (i.e., leaving the grooves and top-

hat bare), the detector is cleanedwith amethanol-based solvent to removewax and

to set the exposed silicon to be lightly n-type. The detector then undergoes a nal
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series of etchings to clean and smooth the exposed grooves, which also causes the

leakage current to decrease by 2–3 orders of magnitude at cold temperatures. A to-

tal etching time of 15 minutes (one 10-minute etching plus an additional 5-minute

etching) was determined to be sufcient to reduce the leakage current while not

removing too much material from the grooves.

Initial electrical measurements

Once a Si(Li) detector is produced, it undergoes several electrical measurements at

JAXA. Of particular importance are the strip capacitance Cstrip and leakage current

Ileak, since they are major contributors to the noise budget (see, e.g., the discussion

in Sec. 6.4). Additionally, since Cstrip = ϵA/x, where ϵ ∼ 1.1× 10−4 pFµm−1 is

the permittivity of silicon, A is the strip area, and x is the depletion depth, the

uniformity of Cstrip at the operating bias of –250V is a check on the uniformity of

x. As described in Ref. [616], more than 95% of the GAPS Si(Li) strips have Cstrip

in the range 38–40 pF at room temperature5, with the most probable value being

39 pF. Room-temperature leakage currents for each strip and guard ring were also

measured for reverse-bias voltages from zero to –500V, with the most-probable

value at –250V being ∼2µA. Full details of these and other measurements may

be found in Ref. [616]. Following this initial testing at JAXA, each Si(Li) detector

is enclosed in a plastic case, placed into an antistatic bag with silica desiccant (to

suppress humidity), and vacuum-sealed for shipment to CU.

Passivation

At this stage, the GAPS Si(Li) detectors are usable as ionizing radiation detectors,

delivering the required x-ray energy resolution, but are extremely vulnerable to

environmental effects. For one, microscopic metal akes from the electrodes can

land in the grooves between adjacent strips, or between strips and the guard ring,

drastically increasing the leakage current. For another, water vapor and organic

5Cstrip is expected to decrease by ∼1–2 pF at the GAPS operating temperature near –40 ◦C.
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compounds can deposit onto the bare silicon surfaces of the grooves and top-hat

brim. Since the GAPS detectors must remain inside the payload for many months

during integration, testing, and ight, it is not feasible to continuously clean the

detector surfaces.

The passivation process led by CU provides a barrier against degradation of the

GAPS detectors, ensuring that the Si(Li) detectors are well-protected from the envi-

ronment following production. Unlike previous works using thermal deposition6

of silicon oxides or nitrides, the GAPS detectors are passivated with polyimides,

a type of organic polymer. (For full details, see Refs. [559, 619].) Each detector

was rst cleaned with acetone, methanol, and deionized water, and the bare sili-

con was etched with a mixture of hydrouoric acid, nitric acid, and glacial acetic

acid. To promote adhesion of the polyimide passivation layer, a 0.1% solution of

-Aminopropyltriethoxysilane (APS) in deionized water was applied to the detec-

tors and heated at 110 ◦C for 30 minutes. The silicon surfaces were then coated

in the polyimide precursor7, and the detectors were placed into an oven which

was brought to 210 ◦C at a rate of 5 ◦Cmin−1. The detectors were removed from

the oven after 60 minutes at 210 ◦C. We note that the room-temperature leakage

current of each strip and guard ring was measured before and after passivation, to

verify that the performance had not degraded. Room-temperature leakage-current

measurements for each strip and guard ring were performed before and after pas-

sivation using a Keithley 487 picoammeter/voltage source in 10-V increments from

0V to –400V. When measuring the leakage current of a given strip, the other seven

strips plus guard ring were grounded together, and the detector was placed inside

a dark box to avoid photovoltaic effects. (These measurements also veried that

the passivation process did not signicantly increase the leakage current.) Finally,

accelerated room-temperature environmental testing equivalent to 14 days at 50%

relative humidity, or 6 months of exposure to outgassing from organic materials
6Since the drifted lithium is vulnerable to decompensation at temperatures  250 ◦C, these pro-
cesses are not suitable for GAPS detectors.

7We used VTEC PI-1388, a mixture of diamines and dianhydrides in N-Methyl-2-pyrrolidone
(NMP) solvent. Specically, the nal protocol combines VTEC PI-1388 and additional NMP in
a 1:1 ratio, which also enables (much easier) application to the detectors by pipette.
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(including the uorosilicone, G10, and printed-circuit-boardmaterials in the GAPS

detector modules) showed no signicant degradation in x-ray energy resolution.

The long-term storage of the GAPS detectors is discussed later in this chapter.

6.3 GAPS Si(Li) testing campaign

From late 2019 to early 2022, groups atMIT8 andUHM tested each of themore than

1100 Si(Li) detectors that were produced by Shimadzu. This testing served two

purposes: to ensure that the detectors were operable in the full GAPS instrument,

and to characterize their x-ray energy resolution.

6.3.1 Si(Li) quality and pre-selection modeling

To categorize the performance of the Si(Li) strips and detectors, we create three

broad classes—x-ray, tracking, and non-usable—as shown in Tables 6.1 and 6.2.

At the operating temperature of –37 ◦C, there are two factors governing the per-

formance of the Si(Li). The rst is a constraint on the leakage current: functional

strips must have Ileak < 50 nA (above which the ASIC readout saturates), and

functional detectors must have Itot < 1µA (above which the ight power system

can no longer fully bias the detectors). A non-functional strip with high leakage

current will simply not be read out in ight, but non-functional detectors cannot

be biased (and are thus never connected to the ight power supply). The second

constraint on detector quality arises from x-ray energy resolution. As described in

Chapter 5, an energy resolution of 4 keV FWHM is needed to distinguish between

x-rays from antiprotonic and antideuteronic exotic atoms. Thus, we dene x-ray-

quality strips to have anticipated x-ray energy resolutions < 4 keV FWHM using

the ight ASIC readout. Strips with energy resolutions > 4 keV FWHM are still

usable for charged-particle tracking, so they are called tracking-quality. We also cat-

8I was actively involved in the testing and analysis at MIT, supervised by our postdoctoral re-
searcher Mengjiao Xiao. I am also grateful to Ian Bouche (postbaccalaureate researcher), Anika
Katt (undergraduate researcher), and Kelsey Yee (graduate researcher) for their time and dedica-
tion to this effort. It was a genuine pleasure working with all of you.
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Strip quality Pre-selection [room-temp.] Cold [–37 ◦C] Yield
X-ray Ileak < 2µA ASIC FWHM < 4 keV 7090

and Ileak < 50 nA

Tracking 2µA < Ileak < 12.5µA ASIC FWHM < 4 keV 944
and Ileak > 50 nA

Non-usable Ileak > 12.5µA Unstable waveform 854
or Ileak > 50 nA

Total — — 8888

Table 6.1: Denitions of Si(Li) strip quality used in the lab testing described in
Sec. 6.3. Strip leakage currents Ileak are referenced at –250 V. This table will appear
in the published version of Ref. [4].

egorize the usable detectors into x-ray and tracking quality grades, based on how

many functional and x-ray-quality strips they have.

To group detectors which will likely have similar performance into modules

(thereby minimizing “reshufing” of detectors between modules after initial x-ray

testing), we devise a series of pre-selection criteria based on room-temperature

strip (Table 6.1) and detector (Table 6.2) leakage currents measured at room tem-

perature following passivation. Note that all detectors were tested at –37 ◦C, re-

gardless of their pre-selection quality. The effects of different temperatures on per-

formance will be discussed in Sec. 6.4.3.

6.3.2 Detector storage and shipping

Before describing the x-ray testing setup, it is important to briey discuss protocols

for detector storage and shipping. For long-term storage at CU, the Si(Li) detectors

are placed in freezers maintained at –20 ◦C to slow the rate of lithium drift. Before

being placed in the freezer, each detector is placed in a vacuum-sealed antistatic

bag along with a silica desiccant pack to maintain relative humidity RH < 5%. For

short-term storage (e.g., for testing at MIT or UHM), detectors are kept in room-

temperature dryboxes maintained at RH  10–15% and covered with blackout
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Detector quality Pre-selection [room-temp.] Cold [–37 ◦C] Yield
X-ray ≥7 x-ray strips ≥7 x-ray strips 776

and Itot < 300µA and Itot < 1µA

Tracking Itot < 300µA ASIC FWHM < 4 keV 235
and Itot < 1µA

Non-usable Itot > 300µA Unstable waveform 100
or Itot > 1µA

Total — — 1111

Table 6.2: Same as Table 6.1 but for Si(Li) detector quality. Note that detectors
agged as non-usable during pre-selection were still tested at –37 ◦C. Itot refers
to the total current drawn by the detector at –250 V. This table will appear in the
published version of Ref. [4].

cloths to prevent photodegradation.

The protocol for Si(Li) module shipment9 between the various testing sites is

optimized to provide mechanical and environmental protection for the modules.

Each module is placed into an antistatic bag with silica desiccant packs and lightly

vacuum-sealed, before being sealed in another antistatic bag. The bagged module

is then placed into a custom antistatic foam insert for shipping.

We have also studied the stability of performance (i.e., x-ray energy resolution)

for several dozen GAPS Si(Li) detectors during the course of 2019–2022. Ref. [559]

reported no signicant change in x-ray energy resolution for detectors kept in cold

storage between September 2019 and September 2020. A more comprehensive sta-

bility analysis for all > 1100 detectors is ongoing and will likely be published

later, but preliminary results suggest no signicant changes in performance for

timescales as long as two to three years, either in cold storage or in low-humidity

room-temperature dryboxes.

9We thank FedEx for their support in this effort.
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Figure 6-2: (Left) Photograph of a GAPS Si(Li) module mounted to the SUN cham-
ber door, showing the cable feedthroughs, Faraday cages, discrete preamplier
holder boards (green), and FR4 top board (yellow). (Right) Photograph of the
Si(Li) module testing system at MIT. For more details, see Sec. 6.3.3. This gure
will appear in the published version of Ref. [4].

6.3.3 Testing setup

The setup used to test GAPS Si(Li) detector modules at cold temperatures is shown

in Figs. 6-2 and 6-3, and shares many similarities with the single-detector testing

setup described in Ref. [617]. Two module testing systems—one at MIT and one at

UHM—were built using the same commercially-available components. (Much of

this material can also be found in Ref. [4], of which I was a main author.)

Charge-sensitive discrete preampliers

Since the SLIDER32 ASIC was still under development during the Si(Li) testing

campaign, we use custom charge-sensitive discrete10 preampliers (hereafter sim-

ply preampliers) to process the signals from the Si(Li) strips. A simplied pream-

plier design is shown in Fig. 6-4, and consists of three main components: an

inverting operational amplier (op-amp), a feedback capacitor CF, and a feed-

back resistor RF. Consider a voltage Vin (e.g., from the accumulation of charge

on the strip capacitance Cstrip) presented to the input of an ideal op-amp with gain

dVout/dVin = −A. Assuming no other parallel capacitance in the readout chain,

10Here, “discrete” refers to the use of discrete electronic components (e.g., resistors, capacitors, and
transistors), as opposed to integrated circuits.
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Figure 6-3: Schematic of the electrical connections for the GAPS Si(Li) testing cam-
paign described in Sec. 6.3.3. This gure will appear in the published version of
Ref. [4].

the ratio of the charge QF on CF to the initial charge Qstrip on the Si(Li) strip is [620]

QF
Qstrip

=


1+

Cstrip

CF(A+ 1)

−1

. (6.4)

Thus, assuming A ≫ Cstrip/CF, essentially all of the charge Qstrip will land on CF.

This produces a voltage VF = (A+ 1)Vin across CF, which is discharged through

the parallel feedback resistor RF. This generates a voltage tail pulse at the output,

proportional to e−t/τF , where the time constant τF = RFCF.

The discrete preampliers used for GAPS detector testing are based on the

architecture of Ref. [621]. Each Si(Li) strip is read out by its own preamplier,

incorporating a 100-MΩ feedback resistor and a 0.5-pF feedback capacitor (i.e.

τF = 50µs). A low-noise n-channel junction eld effect transistor (JFET) is in-

cluded at the input of each amplier. To read out an entire Si(Li) detector, eight

preampliers can be placed into a single holder board, providing signal input,

low-voltage power (±5V and ground), and output connections. Spring-loaded
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CF
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Figure 6-4: Sketch of a simple charge-sensitive preamplier based on an inverting
op-amp with gain A, feedback capacitance CF, and feedback resistance RF. For
simplicity, the op-amp bias voltages are not shown.

conductive pins are used to couple each Si(Li) strip to its associated readout chan-

nel. A custom low-noise gain stage is also attached to the output of the preampli-

ers, increasing the output voltage (and hence the dynamic range) by a factor of

ve.

Si(Li) detector module

The Si(Li) detector modules used in laboratory testing are very similar in design

to the ight modules described in Chapter 5, with several modications to accom-

modate the discrete preamplier (as opposed to ASIC) readout. Most signicantly,

the top aluminized plastic window is replaced with a custom FR4 board shown in

Fig 6-2. This board includes a terminal for the –250-V detector bias, with a 1-MΩ

resistor mounted on the bias line for overcurrent protection. A 10-nF capacitor

between the bias line and ground serves to lter noise on the input side. The un-

derside of the FR4 board includes spring-loaded conductive pins which couple

the Si(Li) strips to conductive pads on the top surface of the board. Finally, the

board includes mounts for the preamplier holder boards described previously,
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whose conductive pins couple to the pads on the FR4 board. To shield the Si(Li)

detectors and preampliers from electromagnetic interference, we place a custom

∼10 × 10 × 10 cm3 Faraday cage (composed of 0.6-mm-thick aluminum sheets)

atop each detector as shown in Fig. 6-2, grounding each cage to the aluminum

module frame (and thus to the common ground).

Environmental chamber

To simulate the approximately –40 ◦C temperature expected in ight, we test the

Si(Li) detector modules in a SUN Electronics EC13 environmental chamber (here-

after “SUN chamber”). The chamber includes inlets for liquid nitrogen to facilitate

cooling. To ensure a low-humidity environment throughout testing, we also con-

tinuously ush a small amount of dry nitrogen gas through the chamber. The tem-

perature within the chamber is controlled by the onboard microcontroller, with a

built-in fan ensuring a uniform atmosphere within the chamber. The SUN chamber

doors include an attached tray, to which the detector module is mounted (though

ensuring the module is electrically isolated from the door). As will be discussed

in Sec. 6.3.4, the fan, cooling, and heating systems are turned off while performing

the x-ray spectral measurements to reduce electromagnetic noise.

Cable feedthroughs

To provide low-voltage and high-voltage inputs, as well as signal outputs from

the 32 Si(Li) strips, we modify the SUN chamber doors to include custom cable

feedthroughs. These feedthroughs are based on custom-machined black Teon

anges, with holes drilled through to accommodate the RG316 coaxial cables (32

cables for Si(Li) strip readout, eight cables for preamplier low-voltage input (one

+5V and one –5V cable per holder board), one cable for high-voltage detector

bias, and several spare cables for redundancy). The coaxial cables were potted to

the ange using Torr Seal®, a low-outgassing and vacuum-safe epoxy suitable for

low-temperature work.
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Cadmium-109 radioactive source

To generate the x-rays11 used to test the energy resolution of the Si(Li) detectors,

we use a 109Cd source with initial activity 1 mCi. This isotope has several distinct

advantages. First, 109Cd undergoes electron-capture decay with a half-life of ∼463

days to the rst excited nuclear state of 109Ag, the de-excitation of which produces

an 88-keV photon [622]. As described in Chapter 5, this is in the expected 20–

100-keV energy range for exotic-atom x-rays in silicon. Additionally, since 109Cd

only decays via electron capture (and 109Ag is stable), there are no other charged

particles12 that might cause unwanted backgrounds in the detectors during testing.

Finally, 109Cd also emits lower-energy x-rays between ∼22–25 keV, allowing us

to test the low-energy detector response (though this is outside the scope of this

dissertation).

External electronics

The external electronics consist of several layers. The rst is the Tripp-Lite® 1-kW

power isolation transformer, which provides low-noise AC power to the rest of the

electronics. The signals from all 32 Si(Li) strips are connected to a CXAR-64/MF

patch panel, allowing us to select up to eight strips (i.e., one full detector) to send

to the CAEN N6725 digitizer. The digitizer is placed in a NIM crate alongside the

CAEN 1471A high-voltage power supply (HVPS), the latter of which supplies the

–250-V detector bias voltage and can monitor supply currents as high as 300µA

with a resolution of 5 nA. We note that the onboard cooling fan in the NIM crate

was disabled and replacedwith a separate fan in front of the crate to reduce electro-

magnetic noise pickup. The digitizer and patch panel are controlled by a desktop

computer using custom software developed by collaborators at UHM [623].

11By “x-rays” I mean “photon with energy less than ∼100 keV.” In nuclear physics, these 88-keV
photons are classied as -rays, since they come from nuclear (rather than atomic) processes.

12Strictly speaking, 109Cd can also undergo internal conversion, transferring some of its decay en-
ergy to orbital electrons. However, the low energies of these electrons (up to a few tens of keV)
mean that they are very easily stopped by passive materials above the detectors (aluminum Fara-
day cages, FR4 board, etc).
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6.3.4 Testing procedure

After mounting the Si(Li) detector module to the SUN chamber door and connect-

ing it to the electrical systems, we cool the chamber to a conservative –37 ◦C over

the course of ∼45 minutes (though some detectors were also tested at –43 ◦C to

study the temperature dependence of the leakage current and Af , as described in

the next section). Once the chamber has stabilized at the desired temperature, we

apply the high-voltage detector bias, ramping from zero to –250 V at a rate of ∼3

V s−1. Once the current (as monitored by the CAENHVPS module) has stabilized,

we record x-ray events for each detector for three minutes, with the chamber heat-

ing, cooling, and fan disabled to reduce electromagnetic noise pickup. The rest of

this section describes how we convert the voltage pulses from the preampliers

into x-ray energy spectra.

Pulse shaping

Aswill be described extensively in the next section, the energy resolution of a semi-

conductor detector depends on how the signals are shaped. All ampliers shape

pulses to some extent (e.g., the tail pulses produced from the aforementioned

charge-sensitive preampliers), but further shaping is often pursued to achieve

additional goals. These include maximizing the signal-to-noise ratio, decreasing

pileup13, and so on. As described in Sec. 6.4, the noise characteristics of a semi-

conductor detector depend on the manner and timescale over which the pulse is

shaped. A common measurement is the peaking time τp, the time required for a

pulse to rise from its baseline value to its maximum.

Experimental measurements of the noise characteristics of an x-ray detector

generally proceed in the following way. First, a given value of τp is chosen
14, and

an x-ray energy spectrum is collected. The energy spectrum is then t to extract

the energy resolution (e.g., the FWHM of a Gaussian peak for a mono-energetic

13Signals with long tails are prone to overlapping at high rates, distoring amplitude measurements.
14In the case of the CAEN N6725 digitizer, this is typically accomplished using the included

MC2ANALYZER software, though we use an alternative approach discussed next.

200



Figure 6-5: The data-analysis workow for strip A of GAPS Si(Li) detector 1054
tested at –37 ◦C. (Top)A single baseline-subtracted waveform and the correspond-
ing τp = 4µs Gaussian-shaped pulse. (Middle) The corresponding 109Cd x-ray en-
ergy spectrum, binned to 0.2 keV/bin for presentation. (Bottom) The best-t x-ray
noise model from Eq. 6.23 as a function of τp. FWHMuncertainties are comparable
to the size of the data points. This gure will appear in the published version of
Ref. [4].
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source) at that τp, and the process begins again for the next τp. To fully character-

ize the noise performance of each GAPS Si(Li) strip, we require at least 10 values

of τp between 0.5–30µs. Since each setting of τp requires ∼3 minutes to accumu-

late sufcient x-ray counts, and the CAEN N6725 digitizer can process eight Si(Li)

strips (i.e., one full detector) at once, it would require at minimum two hours to

test each detector module. After including the time required to re-cool the module

before and after each test, the time required nearly doubles.

To increase the throughput of our testing system, we use custom software to ex-

tract voltage waveforms directly from the CAENN6725 digitizer and store them as

ROOT les, applying the shaper in software rather than hardware. Each waveform

covers a time interval of 160µs with 4 ns between samples, including 4µs before

the peak to dene the baseline voltage. As before, we can record several thousand

x-ray events per strip in ∼3 minutes. Crucially, however, our software-shaping

approach requires only a single set of waveforms for each strip, so acquiring a full

dataset for each Si(Li) detector requires only ∼3 minutes. This nearly halves the

testing time for each detector module, requiring only ∼2 hours from start (remov-

ing the module from storage) to nish (returning the module to storage). We use a

fourth-order Gaussian shaper [624] for our default analysis. (Here we note another

advantage of our ofine waveform approach: we can reprocess the raw data with

another shaper at a later date, should the need arise.)

In a sense, this ofine-processing approach trades the time required for data-

acquisition for storage space and processing time. Fortunately, disk storage is rel-

atively inexpensive, and the full set of GAPS Si(Li) waveforms for one detector

(several thousand per strip) requires  1.5GB when stored as a ROOT le. Ad-

ditionally, the waveform-shaping can be easily multithreaded. For context, the

GAPS server at MIT carries 48GB of RAM and an Intel X5650 CPU (clock speed

2.67 GHz and 48 threads), and requires ∼10 minutes to fully process the data from

each detector using the entire thread pool.
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X-ray spectra

To generate x-ray spectra for each strip, we convolve the waveforms with the

fourth-order Gaussian lter implemented in software. An example waveform be-

fore and after shaping is shown in Fig. 6-5. The maximum value of the shaped

pulse is proportional to the energy deposited in the Si(Li) detector strip, modulo

the effects of electronic noise discussed in the next section. We process each strip’s

set of waveforms using 29 different values of τp from 0.5–30µs, generating one

spectrum for each peaking time. To convert the somewhat arbitrary units of the

shaped pulse height to the more-familiar energy, we rst t the x-ray spectrum to

a model consisting of the sum of two Gaussian peaks, representing the x-ray full-

absorption peak and the Compton shoulder. We allow the normalization, width,

and centroid of both peaks to nd their best-t values, and use the centroid of the

full-absorption peak (88 keV for 109Cd) to convert15 the x-ray spectrum to energy.

An example is shown in Fig. 6-5. We also record the other t parameters, partic-

ularly the FWHM of the full-absorption peak, since it is this value that quanties

the x-ray energy resolution at each peaking time.

6.4 Noise sources in Si(Li) detectors

In an ideal world, the only source of variance in energy measurements from semi-

conductor detectors would be statistical uctuations in the number of electron-ion

pairs generated. Unfortunately, as philosophers and theologians remind us, we

do not live in an ideal world, so we must deal with various sources of electronic

noise that degrade the signals from our detectors. This section serves as a brief

introduction to the modeling of noise sources in semiconductor detectors systems.

15Previous work using 109Cd and 241Am sources has shown that the GAPS Si(Li) detector response
is linear in the energy range of interest for this study (see, e.g., Ref. [617]).
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6.4.1 Noise fundamentals

In detector systems, there are two types of noise we are interested in: voltage noise

vn and current noise in. Specically, we are interested in their power spectral dis-

tributions16 dv2n/d f and di2n/d f . If the amplier has a gain A( f ), the output noise

voltages and currents are (see, e.g., Ref. [620])





v2n,out =
 

0

dv2n
d f

[A( f )]2 d f

i2n,out =
 

0

di2n
d f

[A( f )]2 d f

(6.5)

This section describes the sources of noise in GAPS Si(Li) detectors.

Thermal noise

One common source of noise17 in circuit elements is thermal (Johnson-Nyquist)

noise [625, 626]. Recall that the power spectrum radiated by a blackbody at tem-

perature T is given by Planck’s formula,

dP
d f

=
h f

exp[h f/kT]− 1
. (6.6)

In the limit h f ≪ kT, this reduces to

dP
d f

≈ kT. (6.7)

Imagine an ideal voltage source vn and resistor R connected in series to a load re-

sistor RL. If R has a thermal voltage noise vL and current noise in, this corresponds

to a power

PL =
v2L
RL

=
v2nRL

(R+ RL)
= i2nRL (6.8)

16Ref. [620], from which much of this section is summarized, denes e(2)n ≡ dv(2)n /d f and i(2)n ≡
di(2)n /d f . The latter especially is extremely confusing (is is a current or the power spectral density
associated with that current?), so I will explicitly write dv(2)n /d f and di(2)n /d f .

17The derivation in this section is reproduced from Ref. [620].
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dissipated in the load resistor. Maximum power dissipation occurs when R = RL,

giving
dP
d f

= 4kT (thermal). (6.9)

Thermal noise is a type of white noise, since the power spectrum in Eq. 6.9 is in-

dependent of frequency (i.e., it contains all frequencies equally, much like white

light). The corresponding voltage and current spectral distributions of thermal

noise in a resistor R at temperature T are

dv2n
d f

= 4kTR and
di2n
d f

=
4kT
R

. (6.10)

A related form of noise is the so-called kTC noise, where C is the total capacitance

in parallel with the detector. If there is also a resistance Rp in parallel with (and

including) the detector, the noise voltage spectral distribution is given by [620]

dv2n
d f

=
4kTRp

1+ (2 f RpC)
2 , (6.11)

which integrated over all frequencies gives

v2n =
kT
C

. (6.12)

Shot noise

In semiconductors, shot noise refers to the random processes of charge carriers be-

ing generated in the crystal lattice by thermal uctuations. In the time domain,

shot noise arises from δ-function pulses of the form δ(t− tk), where tk is the time

at which each charge quantum is generated. In the frequency domain, the shot-

noise current has a spectral distribution18

din
d f

= 2q, (6.13)

18The derivation in this section is reproduced from Ref. [620].
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where q is the magnitude of the electron charge. This means that the rms value

of the current is in = q
√
2. Imagine a material generating electrons at a rate r,

corresponding to a leakage current Ileak = rq. Consider a current i = ip + iq, where

ip and iq have the same magnitude but are separated by a phase offset ϕ. The

mean-square current ⟨i2⟩ is given by

⟨i2⟩ = i2p + i2q + 2ipiq cos ϕ. (6.14)

Extending the analogy to an arbitrary sum of currents with random phases, the

ϕ-dependent terms average to zero, giving

⟨i2⟩ = 2rq2. (6.15)

Thus, the shot-noise current spectral density is given by

di2n
d f

= 2qIleak. (6.16)

Like thermal noise, shot noise is white, since its power spectrum is independent of

frequency.

1/ f noise

A ubiquitous source of noise in detectors is the so-called 1/ f noise or icker noise.

This phenomenon has been observed inmany condensed-matter systems (see, e.g.,

Refs. [627–632] and references therein for reviews), taking power spectral densities

of the form19 1/ f  ( ∼ 0.5–2). The power spectral density of 1/ f noise is

dP
d f

=
Sf

f
, (6.17)

191/ f  noise also comes in an array of “colors” depending on the value of . Noise with  = 2 is
red (since it increases at the low-frequency end),  = 0 is white as discussed previously, and  = 1
is pink since it is intermediate between red and white. The rest of this section will assume  = 1,
since this is the relevant noise source for GAPS Si(Li) detectors.
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where Sf describes the amplitude of the uctuations. In terms of noise voltage,

dv2n
d f

=
Af

f
. (6.18)

To illustrate one possible source of 1/ f noise20, consider a material carrying a cur-

rent I in which charge carriers are trapped after a characteristic lifetime τ. In fre-

quency space, this corresponds to the power spectral density

dP
d f


τ

1+ (2τ f )2
, (6.19)

which is approximately at for small f and scales as 1/ f 2 for large f . However, by

combining the noise distributions in Eq. 6.19 with values of τ separated by several

orders of magnitude, it is possible to obtain 1/ f distributions over several decades

in frequency—see, e.g., Refs. [633–636] for early work along these lines. (A similar

effect arises in astrophysics, where the superposition of the synchrotron spectra

emitted by a collection of electrons with a powerlaw energy distribution is itself a

powerlaw—see, e.g., Refs. [472, 637].)

6.4.2 Noise modeling

In this section, I will present the noise model used for the GAPS Si(Li) detector

testing setup described previously. In the context of charge-sensitive ampliers

like those used for GAPS Si(Li) detector testing, a useful gure-of-merit for quan-

tifying the electronic noise in the system is the equivalent noise charge (ENC). By

denition, a signal with collected charge equal to the ENC would have a signal-to-

noise ratio of one.

To construct the noise model (ENC versus peaking time τp) for the detector

readout system shown in Fig. 6-6, we use the results of Sec. 6.4.1. Current noise

sources in parallel to the preamplier input (i.e., shot noise in the detector and

20This derivation is reproduced from Ref. [620].
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Cdet

Rs

i2n=2qIleak

.
v2n=4kTRs

RF

i2n=
4kT
RF

.
v2n=

Af
f + 4kT Γ

gm

Figure 6-6: Schematic of the readout system for a single GAPS Si(Li) strip, show-
ing the various noise sources. The open circles at the right-hand side of the g-
ure represent the terminals for the discrete preamplier. Figure adapted from
Refs. [619, 638].

thermal noise in the preamplier feedback resistor) are called parallel noise, and

have an ENC contribution (see, e.g., Ref. [639])

ENC2
par 

 

−
[w(t)]2 dt  Fiτp (6.20)

where w(t) is the weighting function of the shaper (see, e.g., Refs. [638, 639]). The

quantity Fi is known as the form factor or noise integral which depends21 on the

choice of shaper, and τp is the peaking time. Similar results may be obtained for

the series noise (voltage sources in series with the preamplier input) and 1/ f noise:

ENC2
ser 

 

−
[w′(t)]2 dt 

F
τp

(6.21)

ENC2
1/ f  Af F f (6.22)

Note that 1/ f noise also appears in series with the preamplier input, but carries

a different form factor and time dependence owing to its noise power spectrum.

Putting all of these pieces together in quadrature, the full noise model for the

21The values of the form factors also change depending on how one chooses to parametrize time—
peaking time τp, shaping time τs, etc.
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GAPS Si(Li) detectors is [617]

ENC2 =


2qIleak +

4kT
RF


Fiτp + 4kTC2

tot


Rs +

Γ
gm


F
τp

+ 2AfC
2
totF f . (6.23)

Here, q is the elementary charge, Ileak is the strip leakage current, k is the Boltz-

mann constant, RF is the 100-MΩ feedback resistance in the preamplier, Ctot is

the total capacitance in parallel with the input (dened shortly), Rs is the series

resistance between the Si(Li) strip and the preamplier, Γ ≈ 1 is a constant re-

lated to the JFET channel in the preamplier, gm = 18mS is the room-temperature

transconductance of the JFET, and Af is the coefcient of 1/ f noise. The total par-

allel capacitance Ctot = Cstrip + Cint + CFET + Cstray, where Cstrip ≈ 37–39 pF is the

Si(Li) strip capacitance, Cint is the inter-strip capacitance, CFET ≈ 10 pF is the ca-

pacitance of the input FET, and Cstray is any stray capacitance. Previous testing of

single Si(Li) detectors found Cint + Cstray ≈ 20 pF, so we freeze Ctot = 70 pF when

analyzing data from the strips. (Note also from Eq. 6.23 that Ctot is degenerate with

Af and Rs, so it is necessary to freeze Ctot to constrain the latter two parameters.)

The form factors Fi, F, and F f depend on the pulse shaper. For the fourth-order

Gaussian shaper used in our ducial analysis, Fi = 0.45, F = 1.02, and F f = 0.52.

To extract the best-t values of Ileak, Af , and Rs, we t the x-ray FWHM versus τp

data for each strip to Eq. 6.23 using the Minuit algorithm in ROOT. The conversion

between ENC and FWHM energy resolution in silicon is given by

FWHM ≃ 2.355 Si
ENC
q

, (6.24)

where Si ≈ 3.6 eV is the average electron-hole pair generation energy in silicon

at the GAPS operating temperature (see, e.g., Refs. [640, 641] for recent measure-

ments) and q is the elementary charge.

An example noise model for strip A of detector 1054 is shown in Fig. 6-5. When

tested with the discrete preampliers, GAPS Si(Li) strips exhibit a characteristic

“U” shape, with the best energy resolution typically being achieved near τp ∼ 4µs.
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As described in Eq. 6.23, the low-τp end is dominated by resistances, either in

series with the preamplier or within the preamplier itself (note that Γ/gm ∼
5.5Ω). For intermediate τp, the energy resolution is determined mainly by Af , and

for large τp, by the leakage current (for Ileak = 1 nA, the 2qIleak is a factor ∼2.5

greater than the 4kT/RF term). For a strip with negligible Ileak, Af , and Rs, the

minimum achievable x-ray energy resolution using these discrete preampliers is

∼2 keV FWHM, as set by RF, Ctot, and Γ/gm. It is worth noting that for low values

of Ileak, Af , and/or Rs, the noise model in Eq. 6.23 may encounter difculties in

tting these parameters for several reasons. First, low values of these parameters

mean that the x-ray energy resolution is approaching the preamplier noise oor,

and thus the contributions from the different terms in Eq. 6.23 become difcult to

distinguish. Second, freezing Ctot (necessary to break the degeneracy with Af and

Rs) may cause difculties if Ctot differs from the assumed 70 pF.

As described previously, the ight readout for the GAPS instrument will use

a custom ASIC and front-end electronics, rather than the discrete charge-sensitive

preampliers used in our laboratory testing. The ASIC noise model is (see, e.g.,

Ref. [580])

ENC2 = 2q(Ileak + Ik)Fiτp + 4kTReqC
2
eq
F
τp

+ 2AfC
2
eqF f , (6.25)

where Ik ≈ 2.5 nA is the effective current in the analog channel, Req ≈ 40Ω is the

equivalent input resistance, and Ceq = Cstrip + Camp is the equivalent capacitance

including contributions from both the Si(Li) strip (Cstrip ≈ 37 pF) and preamplier

input (Camp ≈ 5 pF). The form factors for the ASIC unipolar (RC)–(CR)2 shaper

are Fi = 0.64, F = 0.85, F f = 0.54. Since the available ASIC peaking times

τp range from 0.25–1.8µs, the noise contributions from reasonable values of Ileak

are generally lower than the Af contribution, and the (generally small) series re-

sistance Rs does not play a signicant role. By using the values of Ileak and Af

extracted from x-ray data taken using the discrete preampliers, it is possible to

use Eq. 6.25 to predict the x-ray energy resolution that a strip may achieve with
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the ight ASIC readout. It is these ASIC-projected values that we use to dene

the quality grade of each strip and detector at –37 ◦C, as shown in Tables 6.1 and

6.2. Further testing is ongoing to validate the ASIC noise model in Eq. 6.25 in

the full payload, and will be published at a later date. To be conservative, we set

Af = max(0.87× 10−13 V2, Af ,t), where the former value is derived from simula-

tions of the ASIC [580] and the latter is the best-t value from Eq. 6.23.

6.4.3 Results

As shown in Tables 6.1 and 6.2, the GAPS testing campaign at MIT and UHM

examined the performance of 1111 detectors (i.e., 8888 strips). Of these, nearly

70% of detectors (and 80% of strips) were deemed suitable for x-ray spectroscopy,

and nearly 90% (of both detectors and strips) were deemed suitable for charged-

particle tracking. This substantially exceeds the requirements (and expectations)

set prior to production. In this section, I describe several results of this testing,

based on analyses I performed with the MIT, UHM, and CU groups [4].

Detector yield rate over time

The production of GAPS detectors by Shimadzuwas separated into sixteen batches,

with each batch lasting approximately one month. Thus, it is instructive to exam-

ine the yield rate of each detector quality grade over time. The results are shown

in Fig. 6-7. For most batches, the yield rate of x-ray-quality detectors exceeded

60–70%, though there are several deviations that are worth further consideration.

In particular, batches 1 and 2 have noticeably lower yield rates of x-ray-quality

detectors than the following batches. We attribute this to a change in the lithium-

drifting procedure. For batches 1 and 2, lithium-drifting was only stopped when

the current exceeded ∼25 mA (or began increasing exponentially), or when the

heater output dropped to zero. This led to some detectors being drifted for more

than 6500 minutes [616]. From batch 3 onward, an additional limit on the drift time

of 6200 minutes was imposed, and the yield rate remained high through the rest
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Figure 6-7: Stacked bar chart of the Si(Li) detector quality per production batch, as
described in Sec. 6.4.3. This gure will appear in the published version of Ref. [4].

of production.

Detector noise parameters

Since the ASIC noise model in Eq. 6.25 is sensitive primarily to the noise parame-

ters Ileak and Af , it is these values we are most interested in extracting22 from the

discrete-preamplier testing. The distributions of these parameters for strips on

x-ray-quality and tracking-quality detectors are shown in Fig. 6-8. As expected,

the Ileak and Af distributions for x-ray-quality detectors peak at lower values than

their tracking-quality counterparts, with the latter having longer tails. However,

the x-ray-quality distributions also have tails extending beyond Ileak ≈ 10 nA and

Af ≈ 1.5 × 10−13 V2, above which strips tend to be tracking-quality. This fur-

ther reinforces our observation that otherwise x-ray-quality detectors can still have

22It was not possible to measure Ileak directly for all >1100 GAPS detectors at cold temperatures
due to time constraints. However, direct measurements of Ileak on ∼100 strips near –40 ◦C are
consistent with the results described here and with Eq. 6.26. Unfortunately, is not possible to
directly measure Af—it can only be extracted from the noise model.
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Figure 6-8: (Left) Histogram of best-t leakage currents Ileak for the GAPS Si(Li)
strips extracted using the noise model in Eq. 6.23. Strips on X-ray-quality detectors
are denoted with a blue solid line, and those on tracking-quality detectors with a
red dashed line. (Right) Same as left, for the best-t values of Af . This gure will
appear in the published version of Ref. [4].

Figure 6-9: (Left) Scatter plot showing the best-t leakage currents for the 37 detec-
tors (296 strips) tested at both –37 ◦C and –43 ◦C. For clarity, errorbars on individ-
ual points are not shown, but are generally at the ±(10–20)% level for most strips.
The predicted temperature scaling from Eq. 6.26 is shown with the red solid line.
(Right) Same as left, for the best-t values of Af . The red dashed line indicates the
expectation if Af does not change with temperature. This gure will appear in the
published version of Ref. [4].
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tracking-quality (or even non-usable) strips, without negatively affecting the per-

formance of their neighbors.

We also examine the temperature dependence of the x-ray energy resolution.

Since the temperature of the Si(Li) detectors in ight will depend on time and

position within the instrument, proper interpretation of the results (particularly

for any x-ray event candidates) relies on knowledge of the energy resolution at that

time. To study this temperature dependence, we tested a sample of 37 detectors

at –43 ◦C in addition to the usual –37◦C, and extracted their noise parameters in

the same way as before using Eq. 6.23 (though with the appropriate change to

T). Plots of Ileak and Af at these two temperatures are shown in Fig. 6-9. We

did not expect Af to change appreciably with temperature (and indeed the best-t

values of Af are weakly correlated with temperature), but we did expect Ileak to

decrease. Quantitatively, the leakage current generated by a bulk23 semiconductor

is observed to scale with absolute temperature T as (see, e.g., Ref. [642])

Ileak  T2 exp

−
Egap

2kT


, (6.26)

where Egap ≈ 1.14 eV is the silicon band gap [643] and k is the Boltzmann con-

stant. From Eq. 6.26, a useful rule-of-thumb is that reducing the temperature by

6 ◦C near the GAPS operating temperature of –40 ◦C causes Ileak to decrease by a

factor ∼2. This also means that decreasing the temperature from 25 ◦C (near room

temperature) to –37 ◦C reduces the leakage current by a factor 500, further mo-

tivating the room-temperature criteria in Tables 6.1 and 6.2.) The t Ileak data at

–37 ◦C and –43 ◦C generally agree with Eq. 6.26, though the scaling at lower val-

ues of Ileak is somewhat weaker. As described in Ref. [4], this may be the result of

surface currents (which do not scale as Eq. 6.26) dominating over bulk currents, or

difculties encountered in tting Eq. 6.23 to small values of Ileak. To quantify the

temperature effect on the GAPS x-ray energy resolution, we use the ASIC noise

model in Eq. 6.25 to predict the x-ray energy resolution of these strips at –37◦C

23As opposed to, e.g., surface effects.
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and –43◦C using the best-t values of Ileak and Af . We then scale each Ileak to the

other temperature24 using Eq. 6.26 while keeping Af constant, and use Eq. 6.25 to

predict the x-ray energy resolution at both temperatures. We nd that the FWHMs

using the best-t and extrapolated values of Ileak are consistent at the ∼0.1-keV

level, so a measurement of the module temperature (facilitated by a sensor inte-

grated into each module’s front-end board) is sufcient to predict any temperature

dependence in detector performance. (This is helped by the fact that short ASIC

peaking times do not allow Ileak to have much effect on the noise level.)

6.5 Closing thoughts

In this chapter, I described my contributions to the GAPS Si(Li) detector testing ef-

fort, which ran from 2019–2022 and involved collaborators from around the world.

These results conrm that large-area Si(Li) detectors for x-ray spectroscopy and

charged-particle tracking can be economically mass-produced and deployed at rel-

atively warm temperatures. The noise modeling I performed directly inuenced

the placement of detectors within the GAPS instrument to optimize sensitivity

(better-performing detectors being placed near the top, where antinuclei are more

likely to stop).

The GAPS program began nearly two decades before my arrival at MIT in 2017,

and will hopefully continue for many years into the future. The rst Antarctic

ight of GAPS is currently scheduled for late 2024, annd the Collaboration is ac-

tively working to test the performance of all of the instrument systems. In particu-

lar, tests of the tracker energy response to cosmic-ray muons and laboratory x-ray

sources will increase our condence in the performance of the integrated ight

instrument.

24That is, if Ileak was extracted at –37◦C, we use Eq. 6.26 to predict its value at –43◦C, and vice-versa.
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7
Coda

The pursuit of knowledge is without end,

for knowledge is never a thing complete.

—Sir Gideon Ofnir, Elden Ring

Evidence that most of the matter in the Universe is composed of dark (i.e., in-

visible and nonbaryonic) degrees of freedom dates back nearly a century. Though

cosmological observations have routinely conrmed this discrepancy between vis-

ible and gravitating mass, the nature of this dark matter (DM) remains unresolved.

The eld of indirect detection offers a plethora of techniques to search for DM via

its decay and/or annihilation to stable particles (photons, cosmic rays, neutrinos,

etc), using data from astrophysical observatories.

In this dissertation, I described my contributions to the eld of indirect DM

detection over the last six years. Using x-ray data from the NuSTAR space tele-

scope, I developed analysis techniques to fully leverage its sensitivity to decay-

ing keV-scale DM (e.g., sterile neutrinos) in the Galactic halo and the M31 galaxy.

Though these analyses did not nd any evidence of sterile neutrinos, we were

able to set world-leading constraints on the allowed sterile-neutrino mixing an-

gle in the context of the MSM. This work also spawned a “side project” which
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recently presented the rst NuSTAR constraints on the disintegration of heavier

(MeV-to-GeV-scale) DM candidates using x-rays emitted as nal-state radiation or

inverse-Compton scattering. The second part of my dissertation focused on the

laboratory testing and analysis of the more than 1100 Si(Li) detectors that will y

in the GAPS Antarctic balloon instrument, designed to search for low-energy cos-

mic antiprotons, antideuterons, and other antinuclei. This work demonstrates that

large-area Si(Li) detectors can be economically mass-produced, while still offer-

ing good x-ray spectral resolutions at non-cryogenic temperatures. These results

directly informed the placement of detectors, and will be critical in assessing the

sensitivity of the ight instrument.

The coming years will bring a wealth of new cosmological and astroparticle

data to scrutinize for signs of DM. The GAPS payload is currently scheduled for

launch in late 2024, and many new and ongoing space-based experiments will de-

liver data in the coming years (e.g., SRG, Micro-X, AMS, XRISM, and ATHENA, to

name but a few). In parallel, the search for DMwill continue at collider and direct-

detection experiments. Perhaps most tantalizing are the upcoming cosmological

surveys (e.g., LSST, DES, Euclid, and Roman), which will study the gravitational

effects of dark matter in millions of galaxies across cosmic time. This data will al-

low precision tests of many DM models using only their gravitational signatures

on large-scale structure, and to signicantly reduce key systematic uncertainties

for direct- and indirect-detection experiments.
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A
Appendix A: Supplementary Figures

Figure A-1: Fit to the 5–110-keV NuSTAR data from M31 eld 50026002003 de-
scribed in Sec. 3.5.2, showing the 0-bounce CXB (green), 2-bounce (blue) CXB, in-
strumental+solar background (red), and the 2-bounce M31 component (purple).
Reproduced from Ref. [1] with permission. © 2019 by the American Physical Soci-
ety.
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Figure A-2: Fit to the 5–20-keV and 95–110-keV NuSTAR data from Galactic bulge
eld 40410001002 described in Sec. 3.5.3. The blue dashed curve shows the total
(0-bounce + 2-bounce) CXB contribution, the purple dash-dotted line the total (0-
bounce + 2-bounce) GRXE, and the red dotted line the instrumental background.
Reproduced from Ref. [2] with permission. © 2020 by the American Physical Soci-
ety.

Figure A-3: Same as previous, for Galactic bulge eld 40410002002. Reproduced
from Ref. [2] with permission. © 2020 by the American Physical Society.
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Figure A-4: Same as Fig. 3-12, but for DETA1. Reproduced from Ref. [3] with
permission. © 2023 by the American Physical Society.

Figure A-5: Same as Fig. 3-12, but for DETA2. Reproduced from Ref. [3] with
permission. © 2023 by the American Physical Society.
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Figure A-6: Same as Fig. 3-12, but for DETA3. Reproduced from Ref. [3] with
permission. © 2023 by the American Physical Society.

Figure A-7: Same as Fig. 3-12, but for DETB0. Reproduced from Ref. [3] with
permission. © 2023 by the American Physical Society.
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Figure A-8: Same as Fig. 3-12, but for DETB1. Reproduced from Ref. [3] with
permission. © 2023 by the American Physical Society.

Figure A-9: Same as Fig. 3-12, but for DETB2. Reproduced from Ref. [3] with
permission. © 2023 by the American Physical Society.
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Figure A-10: Same as Fig. 3-12, but for DETB3. Reproduced from Ref. [3] with
permission. © 2023 by the American Physical Society.
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[211] C. Skordis and T. Złośnik, “New relativistic theory for modied Newto-
nian dynamics,” Phys. Rev. Lett. 127, 161302 (2021), arXiv:2007.00082 [astro-
ph.CO].

[212] S. S. McGaugh, “Testing galaxy formation and dark matter with low surface
brightness galaxies,” Stud. Hist. Philos. Sci. 88, 220 (2021), arXiv:2103.05003
[astro-ph.GA].

[213] S. Schael et al. (ALEPH Collaboration, DELPHI Collaboration, L3
Collaboration, OPAL Collaboration, SLD Collaboration, LEP Electroweak
Working Group, SLD Electroweak Group, and SLD Heavy Flavour Group),
“Precision electroweak measurements on the Z resonance,” Phys. Rep. 427,
257 (2006), arXiv:hep-ex/0509008.

[214] I. J. R. Aitchison and A. J. G. Hey,Gauge Theories in Particle Physics: A Practical
Introduction, 4th ed. (Taylor & Francis, Boca Raton, 2013).

[215] M. Thomson, Modern Particle Physics (Cambridge Univ. Press, Cambridge,
2013).

[216] M. D. Schwartz, Quantum Field Theory and the Standard Model (Cambridge
Univ. Press, Cambridge, 2014).

[217] T. D. Lee and C.-N. Yang, “Question of parity conservation in weak interac-
tions,” Phys. Rev. 104, 254 (1956).

[218] C. S. Wu, E. Ambler, R. W. Hayward, D. D. Hoppes, and R. P. Hudson,
“Experimental test of parity conservation in beta decay,” Phys. Rev. 105, 1413
(1957).

[219] M. Goldhaber, L. Grodzins, and A. W. Sunyar, “Helicity of neutrinos,” Phys.
Rev. 109, 1015 (1958).

[220] F. Reines and C. L. Cowan, “Detection of the free neutrino,” Phys. Rev. 92,
830 (1953).

[221] G. Danby, J. M. Gaillard, K. A. Goulianos, L. M. Lederman, N. B. Mistry,
M. Schwartz, and J. Steinberger, “Observation of high-energy neutrino re-
actions and the existence of two kinds of neutrinos,” Phys. Rev. Lett. 9, 36
(1962).

[222] K. Kodama et al. (DONuT Collaboration), “Final tau-neutrino results from
the DONuT experiment,” Phys. Rev. D 78, 052002 (2008), arXiv:0711.0728
[hep-ex].

[223] P. Janot and S. Jadach, “Improved Bhabha cross section at LEP and
the number of light neutrino species,” Phys. Lett. B 803, 135319 (2020),
arXiv:1912.02067 [hep-ph].

242



[224] G. ’t Hooft, “Symmetry breaking through Bell-Jackiw anomalies,” Phys. Rev.
Lett. 37, 8 (1976).

[225] G. ’t Hooft, “Computation of the quantum effects due to a four-dimensional
pseudoparticle,” Phys. Rev. D 14, 3432 (1976), [Erratum: PRD 18, 2199
(1978)].

[226] S. Weinberg, “A model of leptons,” Phys. Rev. Lett. 19, 1264 (1967).

[227] S. F. King, “Models of neutrino mass, mixing and CP violation,” J. Phys. G:
Nucl. Part. Phys. 42, 123001 (2015), arXiv:1510.02091 [hep-ph].

[228] A. de Gouvêa, “Neutrino mass models,” Annu. Rev. Nucl. Part. Sci. 66, 197
(2016).

[229] E. Majorana, “Teoria simmetrica dell’elettrone e del positrone,” Nuovo Cim.
14, 171 (1937).

[230] S. Weinberg, “Baryon and lepton nonconserving processes,” Phys. Rev. Lett.
43, 1566 (1979).

[231] F. Bonnet, M. Hirsch, T. Ota, and W. Winter, “Systematic study of the d = 5
Weinberg operator at one-loop order,” J. High Energy Phys. 07, 153 (2012),
arXiv:1204.5862 [hep-ph].

[232] A. Abada, C. Biggio, F. Bonnet, M. B. Gavela, and T. Hambye, “Low
energy effects of neutrino masses,” J. High Energy Phys. 12, 061 (2007),
arXiv:0707.4058 [hep-ph].

[233] J. Schechter and J. W. F. Valle, “Neutrinoless double beta decay in SU(2) ×
U(1) theories,” Phys. Rev. D 25, 2951 (1982).

[234] M. J. Dolinski, A. W. P. Poon, and W. Rodejohann, “Neutrinoless double-
beta decay: Status and prospects,” Annu. Rev. Nucl. Part. Sci. 69, 219 (2019),
arXiv:1902.04097 [nucl-ex].

[235] J. Engel and J. Menéndez, “Status and future of nuclear matrix elements
for neutrinoless double-beta decay: A review,” Rep. Prog. Phys. 80, 046301
(2017).

[236] J. Heeck and W. Rodejohann, “Neutrinoless quadruple beta decay,” Euro-
phys. Lett. 103, 32001 (2013), arXiv:1306.0580 [hep-ph].

[237] M. Hirsch, R. Srivastava, and J. W. F. Valle, “Can one ever prove that neu-
trinos are Dirac particles?” Phys. Lett. B 781, 302 (2018), arXiv:1711.06181
[hep-ph].

[238] S. Bilenky, “Neutrino oscillations: From a historical perspective to the
present status,” Nucl. Phys. B 908, 2 (2016), arXiv:1602.00170 [hep-ph].

243



[239] C. Giganti, S. Lavignac, and M. Zito, “Neutrino oscillations: The rise of
the PMNS paradigm,” Prog. Part. Nucl. Phys. 98, 1 (2018), arXiv:1710.00715
[hep-ex].

[240] R. Davis Jr., D. S. Harmer, and K. C. Hoffman, “Search for neutrinos from
the Sun,” Phys. Rev. Lett. 20, 1205 (1968).

[241] W. C. Haxton, R. G. Hamish Robertson, and A. M. Serenelli, “Solar neu-
trinos: Status and prospects,” Annu. Rev. Astron. Astrophys. 51, 21 (2013),
arXiv:1208.5723 [astro-ph.SR].

[242] C. K. Jung, C. McGrew, T. Kajita, and T. Mann, “Oscillations of atmospheric
neutrinos,” Annu. Rev. Nucl. Part. Sci. 51, 451 (2001).

[243] T. Kajita, “The measurement of neutrino properties with atmospheric neutri-
nos,” Annu. Rev. Nucl. Part. Sci. 64, 343 (2014).

[244] D. Casper et al., “Measurement of atmospheric neutrino composition with
the IMB-3 detector,” Phys. Rev. Lett. 66, 2561 (1991).

[245] R. Becker-Szendy et al., “Neutrino measurements with the IMB detector,”
Nucl. Phys. B Proc. Suppl. 38, 331 (1995).

[246] K. S. Hirata et al. (Kamiokande-II Collaboration), “Observation of a small
atmospheric µ/e ratio in Kamiokande,” Phys. Lett. B 280, 146 (1992).

[247] W. W. M. Allison et al. (Soudan 2 Collaboration), “The atmospheric neutrino
avor ratio from a 3.9 ducial kiloton-year exposure of Soudan 2,” Phys.
Lett. B 449, 137 (1999), arXiv:hep-ex/9901024.

[248] Y. Fukuda et al. (Super-Kamiokande Collaboration), “Measurement of a
small atmospheric µ/e ratio,” Phys. Lett. B 433, 9 (1998), arXiv:hep-
ex/9803006.

[249] Y. Fukuda et al. (Super-Kamiokande Collaboration), “Study of the atmo-
spheric neutrino ux in the multi-GeV energy range,” Phys. Lett. B 436, 33
(1998), arXiv:hep-ex/9805006.

[250] A. Gando et al. (KamLAND Collaboration), “Reactor on-off antineu-
trino measurement with KamLAND,” Phys. Rev. D 88, 033001 (2013),
arXiv:1303.4667 [hep-ex].

[251] A. Bellerive et al. (SNO Collaboration), “The Sudbury Neutrino Observa-
tory,” Nucl. Phys. B 908, 30 (2016), arXiv:1602.02469 [nucl-ex].

[252] K. Eguchi et al. (KamLAND Collaboration), “First results from KamLAND:
Evidence for reactor anti-neutrino disappearance,” Phys. Rev. Lett. 90,
021802 (2003), arXiv:hep-ex/0212021.

244



[253] M. H. Ahn et al. (K2K Collaboration), “Measurement of neutrino oscilla-
tion by the K2K experiment,” Phys. Rev. D 74, 072003 (2006), arXiv:hep-
ex/0606032.

[254] P. Adamson et al. (MINOS Collaboration), “Combined analysis of µ dis-
appearance and µ → e appearance in MINOS using accelerator and atmo-
spheric neutrinos,” Phys. Rev. Lett. 112, 191801 (2014), arXiv:1403.0867 [hep-
ex].

[255] B. Pontecorvo, “Neutrino experiments and the problem of conservation of
leptonic charge,” Zh. Eksp. Teor. Fiz. 53, 1717 (1967).

[256] F. F. Deppisch, A Modern Introduction to Neutrino Physics (Morgan & Clay-
pool, San Rafael, 2019).

[257] Z. Xing and S. Zhou, Neutrinos in Particle Physics, Astronomy and Cosmology
(Springer Berlin, Heidelberg, 2011).

[258] S. P. Mikheyev and A. Yu. Smirnov, “Resonant enhancement of  oscillations
in matter and solar-neutrino spectroscopy,” Nuovo Cimento C 9, 17 (1986),
[Yad. Fiz. 42, 1441 (1985)].

[259] L. Wolfenstein, “Neutrino oscillations in matter,” Phys. Rev. D 17, 2369
(1978).

[260] I. Esteban, M. C. Gonzalez-Garcia, M. Maltoni, T. Schwetz, and A. Zhou,
“The fate of hints: Updated global analysis of three-avor neutrino oscilla-
tions,” J. High Energy Phys. 09, 178 (2020), arXiv:2007.14792 [hep-ph].

[261] M. Aker et al. (KATRIN Collaboration), “Direct neutrino-mass measurement
with sub-electronvolt sensitivity,” Nat. Phys. 18, 160 (2022), arXiv:2105.08533
[hep-ex].

[262] A. Ashtari Esfahani et al. (Project 8 Collaboration), “Determining the neu-
trino mass with cyclotron radiation emission spectroscopy—Project 8,” J.
Phys. G: Nucl. Part. Phys. 44, 054004 (2017), arXiv:1703.02037 [physics.ins-
det].

[263] A. Ashtari Esfahani et al., “Bayesian analysis of a futureβ decay experiment’s
sensitivity to neutrino mass scale and ordering,” Phys. Rev. C 103, 065501
(2021), arXiv:2012.14341 [physics.data-an].

[264] F. An et al. (JUNO Collaboration), “Neutrino physics with JUNO,” J. Phys.
G: Nucl. Part. Phys. 43, 030401 (2016), arXiv:1507.05613 [physics.ins-det].

[265] B. Abi et al. (DUNE Collaboration), “Long-baseline neutrino oscillation
physics potential of the DUNE experiment,” Eur. Phys. J. C 80, 978 (2020),
arXiv:2006.16043 [hep-ex].

245



[266] P. Minkowski, “µ → e at a rate of one out of 109 muon decays?” Phys. Lett.
B 67, 421 (1977).

[267] M. Gell-Mann, P. Ramond, and R. Slansky, “Complex spinors and unied
theories,” Conf. Proc. C 790927, 315 (1979), arXiv:1306.4669 [hep-th].

[268] R. N. Mohapatra and G. Senjanovic, “Neutrino mass and spontaneous parity
nonconservation,” Phys. Rev. Lett. 44, 912 (1980).

[269] T. Yanagida, “Horizontal symmetry and masses of neutrinos,” Prog. Theor.
Phys. 64, 1103 (1980).

[270] A. M. Abdullahi et al., “The present and future status of heavy neutral lep-
tons,” in 2022 Snowmass Summer Study (2022) arXiv:2203.08039 [hep-ph].

[271] M. Drewes, “The phenomenology of right handed neutrinos,” Int. J. Mod.
Phys. E 22, 1330019 (2013), arXiv:1303.6912 [hep-ph].

[272] A. Boyarsky, M. Drewes, T. Lasserre, S. Mertens, and O. Ruchayskiy, “Sterile
neutrino dark matter,” Prog. Part. Nucl. Phys. 104, 1 (2019).

[273] T. Asaka, S. Blanchet, and M. Shaposhnikov, “The MSM, dark matter and
neutrino masses,” Phys. Lett. B 631, 151 (2005), arXiv:hep-ph/0503065.

[274] T. Asaka and M. Shaposhnikov, “The MSM, dark matter and baryon asym-
metry of the universe,” Phys. Lett. B 620, 17 (2005), arXiv:hep-ph/0505013.

[275] A. D. Sakharov, “Violation of CP invariance, C asymmetry, and baryon asym-
metry of the universe,” Sov. Phys. Usp. 34, 392 (1991), [Pisma Zh. Eksp. Teor.
Fiz. 5, 32 (1967)].

[276] A. I. Vainshtein, V. I. Zakharov, V. A. Novikov, and M. A. Shifman, “ABC’s
of instantons,” Sov. Phys. Usp. 25, 195 (1982).

[277] V. A. Kuzmin, V. A. Rubakov, and M. E. Shaposhnikov, “On anomalous
electroweak baryon-number non-conservation in the early universe,” Phys.
Lett. B 155, 36 (1985).

[278] N. S. Manton, “Topology in the Weinberg-Salam theory,” Phys. Rev. D 28,
2019 (1983).

[279] F. R. Klinkhamer and N. S. Manton, “A saddle point solution in the
Weinberg-Salam theory,” Phys. Rev. D 30, 2212 (1984).

[280] V. A. Kuzmin, V. A. Rubakov, and M. E. Shaposhnikov, “Anomalous elec-
troweak baryon number nonconservation and GUTmechanism for baryoge-
nesis,” Phys. Lett. B 191, 171 (1987).

[281] S. Yu. Khlebnikov andM. E. Shaposhnikov, “The statistical theory of anoma-
lous fermion number nonconservation,” Nucl. Phys. B 308, 885 (1988).

246



[282] M. E. Shaposhnikov, “Sphalerons and baryogenesis,” Class. Quant. Grav. 10,
S147 (1993).

[283] A. Riotto and M. Trodden, “Recent progress in baryogenesis,” Annu. Rev.
Nucl. Part. Sci. 49, 35 (1999), arXiv:hep-ph/9901362.

[284] D. Bodeker and W. Buchmuller, “Baryogenesis from the weak scale to the
grand unication scale,” Rev. Mod. Phys. 93, 035004 (2021), arXiv:2009.07294
[hep-ph].

[285] K. Kajantie, M. Laine, K. Rummukainen, and M. Shaposhnikov, “Is there
a hot electroweak phase transition at mH  mW?” Phys. Rev. Lett. 77, 2887
(1996).

[286] K. Rummukainen, M. Tsypin, K. Kajantie, M. Laine, and M. E. Shaposh-
nikov, “The universality class of the electroweak theory,” Nucl. Phys. B 532,
283 (1998), arXiv:hep-lat/9805013.

[287] D. E. Morrissey andM. J. Ramsey-Musolf, “Electroweak baryogenesis,” New
J. Phys. 14, 125003 (2012), arXiv:1206.2942 [hep-ph].

[288] M. B. Gavela, P. Hernandez, J. Orloff, and O. Pene, “Standard model CP vi-
olation and baryon asymmetry,” Mod. Phys. Lett. A 9, 795 (1994), arXiv:hep-
ph/9312215.

[289] E. K. Akhmedov, V. A. Rubakov, and A. Yu. Smirnov, “Baryogenesis via neu-
trino oscillations,” Phys. Rev. Lett. 81, 1359 (1998), arXiv:hep-ph/9803255.

[290] M. Shaposhnikov, “The MSM, leptonic asymmetries, and properties of sin-
glet fermions,” J. High Energy Phys. 08, 008 (2008), arXiv:0804.4542 [hep-ph].

[291] A. Boyarsky, O. Ruchayskiy, and M. Shaposhnikov, “The role of sterile neu-
trinos in cosmology and astrophysics,” Annu. Rev. Nucl. Part. Sci. 59, 191
(2009), arXiv:0901.0011 [hep-ph].

[292] L. Canetti, M. Drewes, and M. Shaposhnikov, “Sterile neutrinos as the
origin of dark and baryonic matter,” Phys. Rev. Lett. 110, 061801 (2013),
arXiv:1204.3902 [hep-ph].

[293] L. Canetti, M. Drewes, T. Frossard, and M. Shaposhnikov, “Dark matter,
baryogenesis and neutrino oscillations from right handed neutrinos,” Phys.
Rev. D 87, 093006 (2013), arXiv:1208.4607 [hep-ph].
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