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Abstract

Image synthesis has developed at an unprecedented pace over the past few years, giving
us new abilities to create synthetic yet photorealistic content. Typically, unconditional
synthesis takes in a tensor of random numbers as input and produces a randomly
generated image that mimics real-world content, with little to no way of controlling
the result. The work contained in this thesis explores two avenues of obtaining
controllable content from image generative models using emergent and designed priors.
Emergent priors leverage the capabilities of a pre-trained generator to infer how
the world operates, simply by training on large quantities of data. On the other
hand, designed priors use built-in constraints to enforce desired properties about
the world. Using emergent priors, we can control content by discovering factors of
variation and compositional properties in the latent space of synthesis models. We
further add coordinate information and camera inputs as designed controls to generate
continuous-resolution and 3D-consistent imagery.
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Chapter 1

Introduction

Images are the predominant data format that we use to capture and represent our

observations of the world. With modern cameras, pictures are effortless and instan-

taneous to take, allowing us to easily collect them in large quantities. In addition,

further technological improvements in data storage and file sharing have led us to

create and share these images as large datasets, consisting of thousands, millions, or

even billions of observations ranging from images of a single domain to uncurated

images scraped from the internet with various levels of annotation.

The image synthesis task aims to regenerate the world via the image datasets that

we use for training. Each image from the dataset represents a sampled point from the

entire world, and synthesis models aim to recreate the world from these discrete data

samples. Notably, this involves generating images that look similar to, but are not

exactly alike any given image in the training dataset, thus filling out the manifold of

possible realistic images that we can observe in the world.

To generate new image samples, the basic mechanism in synthesis models is to learn

a mapping from randomly sampled noise vectors to a structured image representation.

Because the distribution of possible real images is difficult to sample from directly,

the generation process initiates from a distribution that is easy to sample from, for

instance a multivariate Gaussian with predefined dimensionality. This random input

noise is what gives the generator the ability to produce diverse samples, such that

different samples from the noise distribution result in different output images.
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Figure 1-1: Variations of image synthesis. (Left) Unconditional synthesis relies entirely
on the latent code, a randomly sampled noise vector, to generate the resulting image. This
form of synthesis often works best when training on single-domain datasets. (Center)
Additional conditioning information can be provided to the generator using descriptive
embedding vectors representing class category or text descriptions. This additional annotated
input helps expand the possible range of images that the generator can produce. (Right)
Providing images as input to the generator conveys additional structural priors about the
resulting output. Images are samples from [109, 19, 96].

1.1 Variations of the Synthesis Problem

While the key idea in synthesis is to map noise samples to images, there are several

ways in which this goal can be realized via various training techniques. The basis for

the works presented in this thesis rely on the Generative Adversarial Network (GAN)

framework. First introduced by Goodfellow et al . [69], the GAN objective trains two

competing networks – a generator and discriminator. These two networks are trained

in a alternating fashion in which the generator network attempts to synthesize images

and the discriminator network aims to distinguish the generator samples from real

dataset images.

As the generator and discriminator networks must maintain a delicate balance

for successful training, subsequent works have further developed the GAN training

framework with techniques to improve synthesis quality [106, 107], increase scale [19,

200, 201, 104], stabilize training [153, 108], and evaluate the realism of the generated

results [82, 196, 15].

The most basic variation of the synthesis task is unconditional synthesis, in which

the only input to the generator network is the random noise latent vector (Fig. 1-1-left).

Because the latent code distribution must be able to represent the entire range of

possible training images, typically unconditional GANs have been most successful in

domain-specific settings in which the training dataset consists of images from a single
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category such as aligned faces [144, 107] or specific type of scene [271]. Consequently

the generator only produces images within the narrow range of the particular training

domain.

For datasets with corresponding annotations, it is also possible to provide these

labels as input into the generator as an embedding vector which provides coarse

descriptive information about the resulting image (Fig. 1-1-center). Conditioning on

class category information has helped scale up GAN training to the thousand categories

of ImageNet [194, 19], and the rise of recent large-scale image and text paired datasets

with developments in language modelling enable the usage of text descriptions as

conditioning input [104, 201]. Compared to unconditional generation, additional forms

of descriptive conditioning enable a single generator model to synthesize a broader

range of possible images.

Rather than inputting descriptive conditioning as embedding vectors, an alternative

form of the synthesis task takes images as input for the image-to-image translation

task [96, 293, 171, 38] (Fig. 1-1-right). In these cases, the GAN objective is typically

used as objective function to improve image quality, while the input image provides

the local structure information that the desired output should contain.

In recent years, diffusion models based on iterative denoising operations have surged

in popularity as an alternative to the GAN training framework [85, 86, 225, 226].

However, these same basic variations of image synthesis – unconditional, description-

conditional, and image-conditional – are still relevant within the diffusion pipeline for

various downstream applications.

1.2 Making Synthesis Controllable

Drawing samples from the latent code distribution allows us to create infinitely many

random images, but it lacks any form of control over the generated content. However,

oftentimes we have specific preferences about the content we want to create. In that

case, how can we incorporate our desired criteria into the synthesis process, so that

we can modify the generated images in predictable ways?
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Figure 1-2: Controlling image synthesis. Random samples from the latent space
offers limited control over the resulting generated image, while conditioning on descriptive
embeddings offers a coarse level of control over the output. In this thesis, we explore
additional strategies for controlling the synthesized content. (Left) Emergent control takes
advantages of the image prior that a pretrained generator learns from vast amounts of data,
and adjusts the latent code to achieve desired image variations. (Right) Designed control
trains a model to obey additional conditioning input to the generator. While conditioning
on descriptive embeddings is one form of designed control, here we design models that are
incorporate spatial transformations for fine-grained positional control.

The works in this thesis present methods for adding control to the synthesis process.

Rather than using generative models to create individual samples of static images, we

expand the capabilities of image generation, allowing for targeted modifications and

adjustments according to user criteria or desired outcomes. Controllable synthesis

can be categorized under two general strategies: emergent control leverages learned

properties from a pre-trained model, while designed control builds in desired constraints

into the model training procedure.

1.2.1 Emergent Control

By training on large collections of images, synthesis models learn to infer certain

characteristics about the world based on patterns in the training data. With emergent

control, we start with a generator trained purely for the synthesis task, and use this

pretrained generator as an image prior with baked-in knowledge about properties of

realistic images. Then, we keep the synthesis model fixed and enable additional editing

capabilities by learning interventions on the input latent codes to satisfy the desired

criteria on the corresponding outputs. One advantage of this setup is that we can

use approximate objective functions to adjust the generated content – the resulting
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output will balance between satisfying the learning objective while still producing a

realistic image due to the priors from the frozen generator.

1.2.2 Designed Control

The limitation of emergent control is that it is constrained by what a generator is

capable of creating and the rules of the world that the generator infers by training on

large amounts of data. Rather than relying on the generator to infer these properties

indirectly from data, we can provide our desired controls as input and encourage the

model to obey these additional controls via auxiliary constraints while also training

for the synthesis task. Class category, text description, and image conditioning are all

forms of designed controls, in which the provided input tells us properties of how the

desired output should look.

In contrast, the designed controls presented in this thesis will incorporate spatial

awareness into the model by conditioning on coordinates. This form of control does

not tell the model what content it should produce, but gives it knowledge about

the location within a larger context where the generation process is occurring. As a

result, we can break the synthesis procedure into spatial pieces, and navigate through

continuous 2D space and 3D volumes by applying transformations on these input

coordinates.

One point to note is that emergent control and designed control are not necessarily

mutually exclusive. We can take models trained with designed controls, such as

class-conditional generators, and discover elements of emergent control after model

training. Alternatively, we can also leverage the emergent properties of large models

as a prior and combine them with additional designed objectives to finetune them

towards additional editing behaviors.

1.3 Outline

This works covered in this thesis explore methods for obtaining controllable content

from synthesis models via emergent and designed techniques. Part I focuses on
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emergent control, in which we can generate image variations using the trained model

as an image prior combined with subsequent learned adaptations to the latent code

input. More specifically:

– Chapter 2 explores creating image variations via latent-space perturbations and

self-supervised objectives. In particular, we study the abilities of a generative

model to fit simple transformations such as camera movements and color changes.

We find that the models reflect the biases of the datasets on which they are trained

(e.g., centered objects), but also exhibit some capacity for generalization, and

we further conduct experiments to quantify the limits of these transformations

and introduce techniques to mitigate these limits.

– Chapter 3 investigates compositional properties in generated imagery, allowing

us to interchange parts of different images using approximate image templates.

We find that combining a trained regressor network and a pretrained generator

provides a strong image prior, allowing us to create composite images from

a collage of disjoint image parts while maintaining global consistency. Our

regression approach enables more localized editing compared to direct editing in

the latent space and also readily extends to a number of related applications,

such as image inpainting or example-based image editing.

In Part II, we design our model to be aware of spatial layout using coordinate

conditioning and geometric transformations during the training process.

– In Chapter 4, we describe continuous-scale training, a process that samples

patches at random scales to train a new generator with variable output resolutions.

This avoids the fixed reoslution training assumption of typical image synthesis,

which resizes training images to a common size while discarding high resolution

information. Conditioning the generator on a target scale allows us to generate

higher resolution images than previously possible, without adding additional

layers to the model. On various natural image domains, we demonstrate arbitrary

scale synthesis with both coherent global layouts and realistic local details.
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– Chapter 5 builds a model to synthesize unbounded nature scenery while enabling

arbitrarily large camera motion and maintaining a persistent 3D world model.

Our scene representation consists of an extendable, planar scene layout grid,

which can be rendered from arbitrary camera poses via a 3D decoder and volume

rendering, and a panoramic skydome. Based on this representation, we learn

a generative world model solely from single-view internet photos. Our method

enables simulating long flights through 3D landscapes, while maintaining global

scene consistency—for instance, returning to a previously visited camera position

yields the same view of the scene. Our approach enables scene extrapolation

beyond the limited camera ranges of current 3D generative models, while also

supporting a persistent, camera-independent world representation that stands

in contrast to auto-regressive 3D prediction methods.
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Part I

Emergent Control in Image Synthesis
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Chapter 2

Natural Image Variations from Latent

Space Manipulations

With minor modifications from:

On the “Steerability" of Generative Adversarial Networks

Ali Jahanian∗, Lucy Chai*, Phillip Isola; ICLR 2020.

Using a pretrained image generator as an image prior, we start by exploring the possible

image variations that the model can create. We define self-supervised objectives using

simple image transformations, and optimize latent vectors to match these targets.

The result is a balance between satisfying the given objective function, while still

maintaining image realism. We quantify the model’s ability to achieve these target

transformations, dependent on the per-class variability present in the training dataset.

2.1 Introduction

Science fiction has long dreamed of virtual realities filled of synthetic content as

rich as, or richer, than the real world (e.g., The Matrix, Ready Player One). While

traditional computer graphics can render photorealistic 3D scenes, they lack the

ability to automatically synthesize detailed content. Generative models like GANs,

∗Equal Contribution
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Figure 2-1: Examples of learned latent space trajectories. These learned manipulation
vectors correspond to visual transformations like camera shift and zoom.

in contrast, can create content from scratch, but we do not currently have tools for

navigating the generated scenes in the same kind of way as you can walk through and

interact with a 3D game engine.

This chapter explores the degree to which you can navigate the visual world of a

GAN. Figure 2-1 illustrates the kinds of transformations we explore. Consider the dog

at the top-left. By moving in some direction of GAN latent space, can we hallucinate

walking toward this dog? As the figure indicates, and as we will show, the answer is

yes. However, as we continue to zoom in, we quickly reach limits. Once the dog face

fills the full frame, continuing to walk in this direction fails to increase the zoom. A

similar effect occurs in the daisy example (row 2 of Fig. 2-1), where a direction in

latent space moves the daisy up and down, but cannot move it out of frame.

We hypothesize that these limits are due to biases in the distribution of images on

which the GAN is trained. For example, if the training dataset consists of centered

dogs and daises, the same may be the case in GAN-generated images. Nonetheless, we

find that some degree of transformation is possible. When and why can we achieve

certain transformations but not others?

In this chapter, we quantify the degree to which we can achieve basic visual

transformations by navigating in GAN latent space. In other words, are GANs

“steerable" in latent space?∗ We analyze the relationship between the data distribution

on which the model is trained and the success in achieving these transformations. From

∗We use the term “steerable" in analogy to the classic steerable filters of Freeman and Adelson
[60].
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our experiments, it is possible to shift the distribution of generated images to some

degree, but we cannot extrapolate entirely out of the dataset’s support. In particular,

attributes can be shifted in proportion to the variability of that attribute in the

training data. We further demonstrate an approach to increase model steerability by

jointly optimizing the generator and latent direction, together with data augmentation

on training images. One of the current criticisms of generative models is that they

simply interpolate between datapoints, and fail to generate anything truly new, but

our results add nuance to this story. It is possible to achieve distributional shift, but

the ability to create realistic images from a modified distributions relies on sufficient

diversity in the dataset along the dimension that we vary. Our main findings are:

• A simple walk in GAN latent space achieves camera motion and color transfor-

mations in the output image space. These walks are learned in self-supervised

manner without labeled attributes or distinct source and target images.

• The linear walk is as effective as more complex non-linear walks, suggesting that

the models learn to roughly linearize these operations without explicit training.

• We quantify a relationship between dataset variability and how much we can

shift the model distribution.

• The transformations are a general-purpose framework that work with different

model architectures, e.g. BigGAN, StyleGAN, and DCGAN, and illustrate

different disentanglement properties in their respective latent spaces.

• Data augmentation and jointly training the walk trajectory and the generator

weights allows us to achieve larger transformation effects.

2.2 Related Work

Interpolations in latent space. Traditional approaches to image editing with

GAN latent spaces find linear directions that correspond to changes in labeled at-

tributes, such as smile-vectors and gender-vectors for faces [182, 107]. However these
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manipulations are not exclusive to GANs; in flow-based generative models, linearly

interpolating between two encoded images allow one to edit a source image toward

attributes of the target [116]. Möllenhoff and Cremers [158] proposes a modified GAN

formulation by treating data as directional 𝑘-currents, where moving along tangent

planes naturally corresponds to interpretable manipulations. Upchurch et al. [243]

removes the generative model entirely and instead interpolates in the intermediate

feature space of a pretrained classifier, again using feature mappings of source and

target sets to determine an edit direction. Unlike these approaches, we learn our

latent-space trajectories in a self-supervised manner without labeled attributes or

distinct source and target images. Instead, we learn to approximate editing operations

on individual source images. We find that linear trajectories in latent space can

capture simple image manipulations, e.g., zoom-vectors and shift-vectors, although we

also obtain similar results using nonlinear trajectories.

Dataset bias. Biases from training data and network architecture both impact

generalization capacity in learned models [237, 66, 4]. Dataset biases partly comes

from human preferences in taking photos: we tend to take pictures in “canonical” views

that are not fully representative of the entire visual world [154, 97]. Consequently,

models inherit these biases. This may result in models that misrepresent the given task

– such as tendencies towards texture bias rather than shape bias on ImageNet classifiers

[66] – and in turn limits their generalization performance on similar objectives [7].

Our latent space trajectories transform the output corresponding to various image

editing operations, but ultimately we are constrained by biases in the data and cannot

extrapolate arbitrarily far beyond the data’s support.

Generative models for content creation. The recent progress in generative models

has opened interesting avenues for content creation [19, 107], including applications

that enable users to fine-tune the generated output [217, 292, 10]. A by-product the

current work is enable users to modify image properties by turning a single knob –

the magnitude of the learned transformation in latent space. We further demonstrate

that these image manipulations are not just a simple creativity tool; they also provide
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us with a window into biases and generalization capacity of these models.

Applications of latent space editing. Image manipulations using generative models

suggest several interesting downstream applications. For example, Denton et al. [46]

learns linear walks corresponding to various facial characteristics – they use these to

measure biases in facial attribute detectors, whereas we study biases in the generative

model that originate from training data. Shen et al. [210] also assumes linear latent

space trajectories and learns paths for face attribute editing according to semantic

concepts such as age and expression, thus demonstrating disentanglement of the

latent space. White [259] suggests approaches to improve the learned manipulations,

such as using spherical linear interpolations, resampling images to remove biases in

attribute vectors, and using data augmentation as a synthetic attribute for variational

autoencoders. Goetschalckx et al. [68] applies a linear walk to achieve transformations

corresponding to cognitive properties of an image. Unlike these works, we do not

require an attribute detector or assessor function to learn the latent space trajectory,

and therefore our loss function is based on image similarity between source and target

images. In addition to linear walks, we explore using non-linear walks parametrized

by neural networks for editing operations.

2.3 Method

Generative models such as GANs [69] learn a mapping function 𝐺 such that 𝐺 : 𝑧 → 𝑥.

Here, 𝑧 is the latent code drawn from a Gaussian density and 𝑥 is an output, e.g., an

image. Our goal is to achieve transformations in the output space by moving in latent

space, as shown in Fig. 2-2. In general, this goal also captures the idea in equivariance,

in which transformations in the input space result in equivalent transformations in

the output space (c.f. Hinton et al. [83], Cohen et al. [41], Lenc and Vedaldi [126]).

2.3.1 Objective

We want to learn an 𝑁 -dimensional vector representing the optimal path in latent

space for a given transformation. The vector is multiplied with continuous parameter
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Figure 2-2: Learning latent space manipulations. We aim to find a path in 𝑧 space
to transform the generated image 𝐺(𝑧) to its edited version edit(𝐺(𝑧, 𝛼)), e.g., an 𝛼×
zoom. This walk results in the generated image 𝐺(𝑧 + 𝛼𝑤) when we choose a linear walk, or
𝐺(𝑓(𝑓(...(𝑧))) when we choose a non-linear walk.

𝛼 which signifies the step size: large 𝛼 values correspond to a greater degree of

transformation, while small 𝛼 values correspond to a lesser degree. Formally, we learn

the walk 𝑤 by minimizing the objective function:

𝑤* = argmin
𝑤

E𝑧,𝛼[ℒ(𝐺(𝑧+𝛼𝑤), edit(𝐺(𝑧), 𝛼))]. (2.1)

Here, ℒ measures the distance between the generated image after taking an 𝛼-step

in the latent direction 𝐺(𝑧+𝛼𝑤) and the target edit(𝐺(𝑧), 𝛼) derived from the source

image 𝐺(𝑧). We use 𝐿2 loss as our objective ℒ, however we also obtain similar results

when using the LPIPS perceptual image similarity metric [280] (see Appendix A.2.4).

Note that we can learn this walk in a fully self-supervised manner – we perform the

edit(·) operation on an arbitrary generated image and subsequently the vector to

minimize the objective. Let model(𝛼) denote the optimized transformation vector 𝑤*

with the step size 𝛼, defined as model(𝛼) = 𝐺(𝑧 + 𝛼𝑤*).

The previous setup assumes linear latent space walks, but we can also learn non-

linear trajectories in which the walk direction depends on the current latent space

position. For the non-linear walk, we learn a function, 𝑓 *(𝑧), which corresponds to

a small 𝜖-step transformation edit(𝐺(𝑧), 𝜖). To achieve bigger transformations, we

apply 𝑓 recursively, mimicking discrete Euler ODE approximations. Formally, for a

fixed 𝜖, we minimize

ℒ = E𝑧,𝑛[||𝐺(𝑓𝑛(𝑧))− edit(𝐺(𝑧), 𝑛𝜖))||], (2.2)
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where 𝑓𝑛(·) is an 𝑛th-order function composition 𝑓(𝑓(𝑓(...))), and 𝑓(𝑧) is parametrized

with a neural network. We discuss further implementation details in Appendix A.1.4.

We use this function composition approach rather than the simpler setup of 𝐺(𝑧 +

𝛼NN(𝑧)) because the latter learns to ignore the input 𝑧 when 𝛼 takes on continuous

values, and is thus equivalent to the previous linear trajectory (see Appendix A.1.3

for further details).

2.3.2 Quantifying steerability

We further seek to quantify how well we can achieve desired image manipulations

under each transformation. We compare the distribution of a given attribute, e.g.,

“luminance", in the dataset versus in images generated after walking in latent space.

For color transformations, we consider the effect of increasing or decreasing the 𝛼

coefficient corresponding to each color channel. To estimate the color distribution of

generated images, we randomly sample 𝑁 = 100 pixels per image before and after

taking a step in latent space. Then, we compute the pixel value for each channel, or

the mean RGB value for luminance, and normalize the range between 0 and 1.

For zoom and shift, we rely on an object detector to capture the central object

in the image class. We use a MobileNet-SSD v1 [142] detector to estimate object

bounding boxes, and average over image classes recognizable by the detector. For each

successful detection, we take the highest probability bounding box corresponding to

the desired class and use that to quantify the amount of transformation. For the zoom

operation, we use the area of the bounding box normalized by the area of the total

image. For shift in the X and Y directions, we take the center X and Y coordinates of

the bounding box, and normalize by image width or height.

Truncation parameters (as used in Brock et al. [19], Karras et al. [107]) trade off

between image diversity and sample quality. When comparing generated images to the

dataset distribution, we use the largest possible truncation for the model and perform

similar cropping and resizing of the dataset as done during model training (see Brock

et al. [19]). When comparing the attributes of generated distributions under different

𝛼 magnitudes to each other but not to the dataset, we reduce truncation to 0.5 to
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ensure better performance of the object detector.

2.3.3 Reducing transformation limits

Equations 2.1 and 2.2 learn a latent space walk assuming a pre-trained generative

model, thus keeping the model weights fixed. The previous approach allows us to

understand the latent space organization and limitations in the model’s transformation

capacity. To overcome these limits, we explore adding data augmentation by editing

the training images with each corresponding transformation, and train the generative

model with this augmented dataset. We also introduce a modified objective function

that jointly optimizes the generator weights and a linear walk vector:

𝐺*, 𝑤* = argmin
𝐺,𝑤

(ℒ𝑒𝑑𝑖𝑡 + ℒ𝐺𝐴𝑁) , (2.3)

where the edit loss encourages low 𝐿2 error between learned transformation and target

image:

ℒ𝑒𝑑𝑖𝑡 = 𝐿2 (𝐺(𝑧+𝛼𝑤)− edit(𝐺(𝑧), 𝛼)) . (2.4)

The GAN loss optimizes for discriminator error:

ℒ𝐺𝐴𝑁 = max
𝐷

(E𝑧,𝛼[𝐷(𝐺(𝑧+𝛼𝑤))]− E𝑥,𝛼[𝐷(edit(𝑥, 𝛼))]) , (2.5)

where we draw images 𝑥 from the training dataset and perform data augmentation

by applying the edit operation on them. This optimization approach encourages the

generator to organize its latent space so that the transformations lie along linear paths,

and when combined with data augmentation, results in larger transformation ranges

which we demonstrate in Sec. 2.4.4

2.4 Experiments

We demonstrate our approach using BigGAN [19], a class-conditional GAN trained on

1000 ImageNet categories. We learn a shared latent space walk by averaging across
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the image categories, and further quantify how this walk affects each class differently.

We focus on linear walks in latent space for the main text, and show additional results

on nonlinear walks in Sec. 2.4.3 and Appendix A.2.4. We also conduct experiments

on StyleGAN [107], which uses an unconditional style-based generator architecture in

Sec. 2.4.3 and Appendix A.2.5.

2.4.1 What transformations can we achieve in latent space?

- Rotate 2D +
0.09 0.050.05

- Shift Y +
0.58 0.130.21

0.32 0.030.01

- Zoom +

Figure 2-3: Visualizing transformation limits. As we increase the magnitude of 𝑤*, the
operation either does not transform the image any further, or the image becomes unrealisitic.
Below each figure we also indicate the average LPIPS perceptual distance between 200
sampled image pairs of that category. Perceptual distance decreases as we move farther from
the source (center image), which indicates that the images are converging.

We show qualitative results of the learned transformations in Fig. 2-1. By steering

in the generator latent space, we learn a variety of transformations on a given source

image (shown in the center panel of each transformation). Interestingly, several priors

come into play when learning these image transformations. When we shift a daisy

downwards in the Y direction, the model hallucinates that the sky exists on the top of

the image. However, when we shift the daisy up, the model inpaints the remainder of

the image with grass. When we alter the brightness of a image, the model transitions

between nighttime and daytime. This suggests that the model can extrapolate from

the original source image, and still remain consistent with the image context.

However, increasing the step size of 𝛼 reveals that the degree to which we can

achieve each transformation is limited. In Fig. 2-3 we observe two potential failure
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Figure 2-4: Per-class variation on image transformations. Each row shows how a
single latent direction 𝑤* affects two different ImageNet classes. We observe that changes are
consistent with semantic priors (e.g., “Volcanoes" explode, “Alps" do not). Boxplots show
the LPIPS perceptual distance before and after transformation for 200 samples per class.

cases: one in which the the image becomes unrealistic, and the other in which the

image fails to transform any further. When we try to zoom in on a Persian cat,

we observe that the cat no longer increases in size beyond some point, and in fact

consistently undershoots the target zoom. On the other hand, when we try to zoom

out on the cat, we observe that it begins to fall off the image manifold, and does not

become any smaller after some point. Indeed, the perceptual distance (using LPIPS)

between images decreases as we push 𝛼 towards the transformation limits. Similar

trends hold with other transformations: we are able to shift a lorikeet up and down to

some degree until the transformation yields unrealistic output, and despite adjusting

𝛼 on the rotation vector, we are unable to rotate a pizza. Are the limitations to these

transformations governed by the training dataset? We seek to investigate and quantify

these biases in the next sections.

An intriguing characteristic of the learned trajectory is that the amount it affects

the output depends on the image class. In Fig. 2-4, we investigate the impact of the

walk for different image categories under color transformations. By moving in the

direction of a redness vector, we are able to successfully recolor a jellyfish, but we are

unable to change the color of a goldfinch, which remains yellow which slight changes in
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background textures. Likewise, increasing brightness changes an erupting volcano to a

dormant one, but does not have much effect on Alps, which only transitions between

night and day. In the third example, we use our latent walk to turn red sports cars to

blue, but it cannot recolor firetrucks. Again, perceptual distance over image samples

confirms these qualitative observations: a 2-sample 𝑡-test yields 𝑡 = 20.77, 𝑝 < 0.001

for jellyfish/goldfinch, 𝑡 = 8.14, 𝑝 < 0.001 for volcano/alp, and 𝑡 = 6.84, 𝑝 < 0.001

for sports car/fire engine. We hypothesize that the different impact of the shared

transformation on separate image classes relates to the variability in the underlying

dataset. The overwhelming majority of firetrucks are red, but sports cars appear in a

variety of colors. Therefore, our color transformation is constrained by the dataset

biases of individual classes.

With shifting, we can move the distribution of the center object by varying 𝛼.

In the underlying model, the center coordinate of the object is most concentrated

at half of the image width and height, but after applying the shift in X and shift in

Y transformation, the mode of the transformed distribution varies between 0.3 and

0.7 of the image width/height. To quantify the distribution changes, we compute

the area of intersection between the original model distribution and the distribution

after applying each transformation and observe that the intersection decreases as we

increase or decrease the magnitude of 𝛼. However, our transformations are limited

to a certain extent – if we increase 𝛼 beyond 150 pixels for vertical shifts, we start

to generate unrealistic images, as evidenced by a sharp rise in FID and converging

modes in the transformed distributions (Fig. 2-5 columns 2 & 3).

We perform a similar procedure for zoom, by measuring the area of the bounding

box for the detected object under different magnitudes of 𝛼. Like shift, we observe that

subsequent increases in 𝛼 magnitude start to have smaller and smaller effects on the

mode of the resulting distribution (Fig. 2-5 last column). Past an 8x zoom in or out,

we observe an increase in the FID signifying decreasing image quality. Interestingly

for zoom, the FID under zooming in and zooming out is anti-symmetric, indicating

that how well we can zoom-in and retain realisitic images differs from that of zooming

out. These trends are consistent with the plateau in transformation behavior that we
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Figure 2-5: Quantifying the extent of transformations. We compare the attributes of
generated images under the raw model output 𝐺(𝑧), compared to the distribution under a
learned transformation model(𝛼). We measure the intersection between 𝐺(𝑧) and model(𝛼),
and also compute the FID on the transformed image to limit our transformations to the
natural image manifold.

qualitatively observe in Fig. 2-3. Although we can arbitrarily increase the 𝛼 step size,

after some point we are unable to achieve further transformation and risk deviating

from the natural image manifold.

2.4.2 How does the data affect the transformations?

Is the extent to which we can transform each class, as we observed in Fig. 2-4, due to

limited variability in the underlying dataset for each class? One way of quantifying this

is to measure the difference in transformed model means, model(+𝛼) and model(-𝛼),

and compare it to the spread of the dataset distribution. For each class, we compute

standard deviation of the dataset with respect to our statistic of interest (pixel

RGB value for color, and bounding box area and center value for zoom and shift

transformations respectively). We hypothesize that if the amount of transformation
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is biased depending on the image class, we will observe a correlation between the

distance of the mean shifts and the standard deviation of the data distribution.

Concretely, we define the change in model means under a given transformation as:

Δ𝜇𝑘 = 𝜇𝑘,model(+𝛼*) − 𝜇𝑘,model(-𝛼*) (2.6)

for a given class 𝑘 and we set 𝛼* to be largest and smallest 𝛼 values used in training.

The degree to which we achieve each transformation is a function of 𝛼, so we use

the same 𝛼 value for all classes – one that is large enough to separate the means of

𝜇𝑘,model(𝛼*) and 𝜇𝑘,model(-𝛼*) under transformation, but also for which the FID of the

generated distribution remains below a threshold 𝑇 of generating reasonably realistic

images (for our experiments we use 𝑇 = 22).

In Fig. 2-6 we plot the standard deviation 𝜎 of the dataset on the x-axis, and the

model Δ𝜇 under a +𝛼* and −𝛼* transformation on the y-axis, as defined in Eq. 2.6.

We sample randomly from 100 classes for the color, zoom and shift transformations,

and generate 200 samples of each class under the positive and negative transformations.

We use the same setup of drawing samples from the model and dataset and computing

the statistics for each transformation as described in Sec. 2.4.1.

Indeed, we find that the width of the dataset distribution, captured by the standard

deviation of random samples drawn from the dataset for each class, relates to how much

we can transform. There is a positive correlation between the spread of the dataset and

the magnitude of Δ𝜇 observed in the transformed model distributions, and the slope

of all observed trends differs significantly from zero (𝑝 < 0.001 for all transformations).

For the zoom transformation, we show examples of two extremes along the trend. For

the “robin” class the spread 𝜎 in the dataset is low, and subsequently, the separation

Δ𝜇 that we are able to achieve by applying +𝛼* and −𝛼* transformations is limited.

On the other hand, for “laptops”, the dataset spread is broad, and we are able to

attain wider shifts in the model distribution.

From these results, we conclude that the amount of transformation we can achieve

relates to the dataset variability. Consistent with our qualitative observations in
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Figure 2-6: Understanding per-class biases. We observe a correlation between the
variability in the training data for ImageNet classes, and our ability to shift the distribution
under latent space transformations. Classes with low variability (e.g., robin) limit our ability
to achieve desired transformations, in comparison to classes with a broad dataset distribution
(e.g., laptop). To the right, we show the distribution of the zoom attribute in the dataset
(black) and under +𝛼 (red) and −𝛼 (green) transformations for these two examples.

Fig. 2-4, we find that if the images for a particular class have adequate coverage over

the entire range of a given transformation, then we are better able to move the model

distribution to both extremes. On the other hand, if the images for a given class are

less diverse, the transformation is limited by this dataset bias.

2.4.3 Alternative architectures and walks

- Zoom + - Zoom +
2x 4x

Linear Lpips

8x1x0.5x0.25x0.125x 2x 4x 8x1x0.5x0.25x0.125x

Linear L2 Non-linear L2

Non-linear Lpips

Figure 2-7: Comparison of linear and nonlinear walks. For the zoom operation, the
linear walk undershoots the targeted level of transformation, but maintains more realistic
output.
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We ran an identical set of experiments using the nonlinear walk in the BigGAN

latent space (Eq 2.2) and obtained similar quantitative results. To summarize, the

Pearson’s correlation coefficient between dataset 𝜎 and model Δ𝜇 for linear walks and

nonlinear walks is shown in Table 2.1, and full results in Appendix A.2.4. Qualita-

tively, we observe that while the linear trajectory undershoots the targeted level of

transformation, it is able to preserve more realistic-looking results (Fig. 2-7). The

transformations involve a trade-off between minimizing the loss and maintaining

realistic output, and we hypothesize that the linear walk functions as an implicit

regularizer that corresponds well with the inherent organization of the latent space.

Luminance Shift X Shift Y Zoom
Linear 0.59 0.28 0.39 0.37

Non-linear 0.49 0.49 0.55 0.60

Table 2.1: Per-class correlation between data and model variability. Pearson’s
correlation coefficient between dataset 𝜎 and model Δ𝜇 for measured attributes. p-value for
slope < 0.001 for all transformations.
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Figure 2-8: Transformations in an alternative model and latent space. Distribution
for luminance transformation learned from the StyleGAN cars generator, and qualitative
examples of color transformations on various datasets using StyleGAN.

To test the generality of our findings across model architecture, we ran similar

experiments on StyleGAN, in which the latent space is divided into two spaces, 𝑧 and

𝑊 . As Karras et al. [107] notes that the 𝑊 space is less entangled than 𝑧, we apply

the linear walk to 𝑊 and show results in Fig. 2-8 and Appendix A.2.5. One interesting

aspect of StyleGAN is that we can change color while leaving other structure in

the image unchanged. In other words, while green faces do not naturally exist in

the dataset, the StyleGAN model is still able to generate them. This differs from

the behavior of BigGAN, where changing color results in different semantics in the

41



image, e.g., turning a dormant volcano to an active one. StyleGAN, however, does

not preserve the exact geometry of objects under other transformations, e.g., zoom

and shift (see Appendix A.2.5).

2.4.4 Towards steerable GANs

So far, we have frozen the parameters of the generative model when learning a latent

space walk for image editing, and observe that the transformations are limited by

dataset bias. Here we investigate approaches to overcome these limitations and increase

model steerability. For these experiments, we use a class-conditional DCGAN model

[182] trained on MNIST digits [124].

To study the effect of dataset biases, we train (1) a vanilla DCGAN and (2) a

DCGAN with data augmentation, and then learn the optimal walk in Eq. 2.1 after

the model has been trained – we refer to these two approaches in Fig. 2-9 as argmin

W and argmin W + aug, respectively. We observe that adding data augmentation

yields transformations that better approximate the target image and attain lower 𝐿2

error than the vanilla DCGAN (blue and orange curves in Fig. 2-9). Qualitatively, we

observe that transformations using the vanilla GAN (argmin W ) become patchy and

unrealistic as we increase the magnitude of 𝛼, but when the model is trained with

data augmentation (argmin W + aug), the digits retain their structural integrity.

Rather than learning the walk vector 𝑤 assuming a frozen generator, we may also

jointly optimize the model and linear walk parameter together, as we formalized in

Eq. 2.3. This allows the model to learn an equivariance between linear directions

in the latent space and the corresponding image transformations. We refer to this

model as argmin G,W in Fig. 2-9. Compared to the frozen generator (in argmin W

and argmin W + aug), the joint objective further decreases 𝐿2 error (green curve in

Fig. 2-9). We show additional qualitative examples in Appendix A.2.8. The steerable

range of the generator increases with joint optimization and data augmentation, which

provides additional evidence that training data bias impacts the models’ steerability

and generalization capacity. We tried DCGAN on CIFAR10 as a more complicated

dataset, however were unable to get steering to be effective – all three methods failed

42



to produce realistic transformations and joint training in fact performed the worst.

Finding the right steering implementation per GAN and dataset, especially for joint

training, may be a difficult problem and an interesting direction for future work.
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Figure 2-9: Reducing the effect of transformation limits. Using DCGAN trained on
MNIST digits, we compare the 𝐿2 reconstruction errors on latent space walks for models
trained with vanilla GANs without (argmin W ) and with data augmentation (argmin W +
aug). We also compare to jointly optimizing the generator and the walk parameters with
data augmentation (argmin G,W ), which achieves the lowest 𝐿2 error.

2.5 Conclusion

GANs are powerful generative models, but are they simply replicating the existing

training datapoints, or can they to generalize beyond the training distribution? We

investigate this question by exploring walks in the latent space of GANs. We optimize

trajectories in latent space to reflect simple image transformations in the generated

output, learned in a self-supervised manner. We find that the model is able to

exhibit characteristics of extrapolation – we are able to “steer" the generated output

to simulate camera zoom, horizontal and vertical movement, camera rotations, and

recolorization. However, our ability to naively move the distribution is finite: we

can transform images to some degree but cannot extrapolate entirely outside the

support of the training data. To increase model steerability, we add data augmentation

during training and jointly optimize the model and walk trajectory. Our experiments

illustrate the connection between training data bias and the resulting distribution of

generated images, and suggest methods for extending the range of images that the

models are able to create.

43



44



Chapter 3

Exemplar-based Control via

Compositionality in Latent Space

With minor modifications from:

Using latent space regression

to analyze and leverage compositionality in GANs.

Lucy Chai, Jonas Wulff, Phillip Isola; ICLR 2021.

Learned vectors in latent space can transform generated content according to natural

image variations, but each transformation requires a separate objective function and

training process. In this chapter, we unify various image transformations under a

single framework. Our method takes as input an approximate template of our desired

result, and uses the priors of a pretrained generator to rectify this template into a

realistic outcome. Unlike applying vectors in latent space, which can only change the

magnitude of the target transformation, this method allows us to achieve diverse and

multimodal editing behaviors using just a single trained model and image exemplars.

3.1 Introduction

Natural scenes are comprised of disparate parts and objects that humans can easily

segment and interchange [14]. Recently, unconditional generative adversarial networks
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Figure 3-1: Exemplar-based image editing with latent regression. Simple latent
regression on a fixed, pretrained generator can perform a number of image manipulation
tasks based on single examples without requiring labelled concepts during training. We use
this to probe the ability of GANs to compose scenes from image parts, suggesting that a
compositional representation of objects and their properties exists already at the level of the
latent code ∗.

[106, 109, 107, 182] have become capable of mimicking the complexity of natural

images by learning a mapping from a latent space noise distribution to the image

manifold. But how does this seemingly unstructured latent space produce a strikingly

realistic and structured scene? Here, we use a latent regressor to probe the latent

space of a pretrained GAN, allowing us to uncover and manipulate the concepts that

GANs learn about the world in an unsupervised manner.

For example, given a church image, is it possible to swap one foreground tree for

another one? Given only parts of the building, can the missing portion be realistically

filled? To achieve these modifications, the generator must be compositional, i.e.,

understanding discrete and separate representations of objects. We show that the

pretrained generator – without any additional interventions – already represents these

compositional properties in its latent code. Furthermore, these properties can be

manipulated using a regression network that predicts the latent code of a given image.

The pixels of this image then provide us with an intuitive interface to control and

modify the latent code. Given the modified latent code, the network then applies

image priors learned from the dataset, ensuring that the output is always a coherent

scene regardless of inconsistencies in the input (Fig. 3-1).

Our approach is simple – using a fixed pretrained generator, we train a regressor

network to predict the latent code from an input image, while adding a masking
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modification to learn to handle missing pixels. To investigate the GAN’s ability

to produce a globally coherent version of a scene, we hand the regressor a rough,

incoherent template of the scene we desire, and use the two networks to convert it

into a realistic image. Even though our regressor is never trained on these unrealistic

templates, it projects the given image into a reasonable part of the latent space, which

the generator maps onto the image manifold. This approach requires no labels or

clustering of attributes; all we need is a single example of approximately how we

want the generated image to look. It only requires a forward pass of the regressor

and generator, so there is low latency in obtaining the output image, unlike iterative

optimization approaches that can require upwards of a minute to reconstruct an image.

We use the regressor to investigate the compositional capabilities of pretrained

GANs across different datasets. Using input images composed of different image parts

(“collages”), we leverage the generator to recombine this unrealistic content into a

coherent image. This requires solving three tasks simultaneously – blending, alignment,

and inpainting. We then investigate the GAN’s ability to independently vary localized

portions of a given image. In summary, our contributions are:

• We propose a latent regression model that learns to perform image reconstruction

even in the case of incomplete images and missing pixels and show that the

combination of regressor and generator forms a strong image prior.

• Using the learned regressor, we show that the representation of the generator is

already compositional in the latent code, without having to resort to intermediate

layer activations.

• There is no use of labelled attributes nor test-time optimization, so we can edit

images based on a single example of the desired modification and reconstruct in

real-time.

• We use the regressor to probe what parts of a scene can vary independently,

and investigate the difference between image mixing using the encoder and

interpolation in latent space.
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• The same regressor setup can be used for a variety of other image editing appli-

cations, such as multimodal editing, scene completion, or dataset rebalancing.

3.2 Related Work

Image inversion. Given a target image, the GAN inversion problem aims to recover

a latent code which best generates the target. Image inversion comes with a number

of challenges, including 1) a complex optimization landscape and 2) the generator’s

inability to reconstruct out-of-domain images. To relax the domain limitations of the

generator, one possibility is to invert to a more flexible intermediate latent space [1], but

this may allow the generator to become overly flexible and requires regularization so the

recovered latent code does not deviate too far from the latent manifold [179, 291, 262].

An alternative to increasing the generator’s flexibility is to learn an ensemble of latent

codes that approximate a target image when combined [72]. Due to challenging

optimization, the quality of inversion depends on good initialization. A number of

approaches use a hybrid of a latent regression network to provide an initial guess of the

latent code with subsequent optimization of the latent code [11, 74] or the generator

weights [292, 12, 170], while Huh et al. [92] investigates gradient-free approaches for

optimization. Besides inverting whole images, a different use case of image inversion

through a generator is to complete partial scenes. When using optimization, this is

achieved by only measuring the reconstruction loss on the known pixels [17, 72, 2],

whereas in feed-forward methods, the missing region must be provided explicitly to

the model. Rather than inverting to the latent code of a pretrained generator, one

can train the generator and encoder jointly, based on modifications to the Variational

Autoencoder [115]. Donahue et al. [50], Donahue and Simonyan [49], Dumoulin et al.

[51] use this setup to investigate the properties of latent representations learned during

training, while Pidhorskyi et al. [178] and Heljakka et al. [80] demonstrate a joint

learning method that can achieve comparable image quality to recent GANs. In our

work, we investigate the emergent priors of a pretrained GAN using a masked latent

regression network as an approximate image inverter. While such a regressor has lower

48



reconstruction accuracy than optimization-based techniques, its lower latency allows

us to investigate the learned priors in a computationally efficient way and edit images

in real-time using such priors.

Composition in image domains. To join segments of disparate image sources

into one cohesive output, early works use hand-designed features, such as Laplacian

pyramids for seamless blending [22]. Hays and Efros [78] and Isola and Liu [95] employ

nearest-neighbor approaches for scene composition and completion. More recently, a

number of deep network architectures have been developed for compositional tasks.

For discriminative tasks, Tabernik et al. [230] and Kortylewski et al. [119] train CNNs

with modified compositional architectures to understand model interpretability and

reason about object occlusion in classification. For image synthesis, Mokady et al.

[157] and Press et al. [181] use an autoencoder to encode, disentangle, and swap

properties between two sets of images, while Shocher et al. [215] mixes images in deep

feature space while training the generator. Rather than creating models specifically

for image composition or scene completion objectives, we investigate the ability of a

pre-trained GAN to mix-and-match parts of its generated images. Related to our work,

Besserve et al. [13] estimates the modular structure of GANs by learning a causal

model of latent representations, whereas we investigate the GAN’s compositional

properties using image inversion. Due to the imprecise nature of image collages,

compositing image parts also involves inpainting misaligned regions. However, in

contrast to inpainting, in which regions have to be filled in otherwise globally consistent

images [176, 93, 272, 276], the composition problem involves correcting inconsistencies

as well as filling in missing pixels.

Image editing. A recent topic of interest is editing images using generative models.

A number of works propose linear attribute vector editing directions to perform image

manipulation operations [68, 98, 210, 116, 107, 182]. It is also possible to identify

concepts learned in the generator’s intermediate layers by clustering intermediate

representations, either using segmentation labels [10] or unsupervised clustering [42],
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and change these representations to edit the desired concepts in the output image.

Suzuki et al. [229] use a spatial feature blending approach which mixes properties of

target images in the intermediate feature space of a generator. On faces, editing can

be achieved using a 3D parametric model to supervise the modification [233, 234]. In

our work, we do not require clusters or concepts in intermediate layers to be defined a

priori, nor do we need distinct input and output domains for approximate collages

and real images, as in image translation tasks [293, 3]. Unlike image manipulation

using semantic maps [172, 73], our approach respects the style of the manipulation

(e.g. the specific color of the sky), which is lost in the semantic map representation.

Our method shares commonalities with Richardson et al. [188], although we focus on

investigating compositional properties rather than image-to-image translation. In our

approach, we only require a single example of the approximate target property we

want to modify and use regression into the latent space as a fast image prior to create

a coherent output. This allows us to create edits that are not contingent on labelled

concepts, and we do not need to modify or train the generator.

3.3 Method

3.3.1 Latent code recovery in GANs

GANs provide a mapping from a predetermined input distribution to a complex output

distribution, e.g. from a standard normal 𝒵 to the image manifold 𝒳 , but they are not

easily invertible. In other words, given an image sample from the output distribution,

it is not trivial to recover the sample from the input distribution that generated it.

The image inversion objective aims to find the latent code 𝑧 of GAN 𝐺 that best

recovers the desired target image 𝑥:

𝑧* = argmin
𝑧
(dist(𝐺(𝑧), 𝑥)), (3.1)

using some metric of image distance dist, such as pixel-wise 𝐿1 error or a metric based

on deep features. This objective can be solved iteratively, using L-BFGS [138] or
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other optimizers. However, iterative optimization is slow – it takes a large number

of iterations to converge, is prone to local minima, and must be performed for each

target image 𝑥 independently.

An alternative way of recovering the latent code 𝑧 is to train a neural network

to directly predict it from a given image 𝑥. In this case, the recovered latent code is

simply the result of a feed-forward pass through a trained regressor network, 𝑧* = 𝐸(𝑥),

where 𝐸 can be used for any 𝑥 ∈ 𝒳 . To train the regressor (or encoder) network 𝐸,

we use the latent encoder loss

ℒ = E𝑧∼𝑁(0,1), 𝑥=𝐺(𝑧)

[︀
||𝑥−𝐺(𝐸(𝑥))||22 + ℒ𝑝(𝑥,𝐺(𝐸(𝑥))) + ℒ𝑧(𝑧, 𝐸(𝑥))

]︀
. (3.2)

We sample 𝑧 randomly from the latent distribution, and pass it through a pretrained

generator 𝐺 to obtain the target image 𝑥 = 𝐺(𝑧). Between the target image 𝑥 and

the recovered image 𝐺(𝐸(𝑥)), we use a mean square error loss to guide reconstruction

and a perceptual loss ℒ𝑝 [281] to recover details. Between the original latent code 𝑧

and the recovered latent code 𝐸(𝑥), we use a latent recovery loss ℒ𝑧. We use mean

square error or a variant of cosine similarity for latent recovery, depending on the

GAN’s input normalization. Additional details can be found in Supp. Sec. B.1.1.

Throughout this paper the generators are frozen, and we only optimize the weights

of the encoder 𝐸. When using ProGAN [106], we train the encoder network to directly

invert to the latent code 𝑧. For StyleGAN [109], we encode to an expanded 𝒲+ latent

space [1]. Once trained, the output of the latent regressor yields a latent code such

that the reconstructed image looks perceptually similar to the target image.

3.3.2 Learning with missing data

When investigating the effect of localized parts of the input images, we might want

to treat some image regions explicitly as “unknown”, either to create buffer zones to

avoid seams between different pasted parts or to explicitly let the image prior fill in

unknown regions. In optimization approaches using Eqn. 3.1, this can be handled by

optimizing only over the known pixels. However, a regressor network cannot handle

51



Masked Inverted Masked Inverted
ProGAN Living Room

Masked Inverted Masked Inverted
StyleGAN Car

Figure 3-2: Image completions using the latent space regressor. Given a partial
image, a masked regressor realistically reconstructs the scene in a way that is consistent with
the given context. The completions (“Inverted”) can vary depending on the exposed context
region of the same input.

this naively – it cannot distinguish between unknown pixels and known pixels, and

will try to fit the values of the unknown pixels. This can be mitigated with a small

modification to the regression network, by indicating which pixels are known versus

unknown as input (Fig. 3-3):

ℒ = E𝑧∼𝑁(0,1), 𝑥=𝐺(𝑧)||𝑥−𝐺(𝐸(𝑥𝑚,𝑚))||22 + ℒ𝑝(𝑥,𝐺(𝐸(𝑥𝑚,𝑚))) + ℒ𝑧(𝑧, 𝐸(𝑥𝑚,𝑚)) (3.3)

Instead of taking an image 𝑥 as input, the encoder takes a masked image 𝑥𝑚 and a

mask 𝑚, where 𝑥𝑚 = 𝑥 ⊗ 𝑚, and 𝑚 is an additional channel of input. Intuitively,

this masking operation is analogous to “dropout” [227] on pixels – it encourages the

encoder to learn a flexible way of recovering a latent code that still allows the generator

to reconstruct the image. Thus, given only partial images as input, the encoder is

encouraged to map from the known pixels to a latent code that is semantically

consistent with the rest of the image. This allows the generator to reproduce an image

that is both likely under its prior and consistent with the observed region.

To obtain the masked image during training we take a small patch of random

uniform noise 𝑢, upsample this noise to the full resolution using bilinear interpolation,

and mask out all pixels where the upsampled noise is smaller than a sampled threshold

𝑡 ∼ 𝒰(0, 1) to simulate arbitrarily shaped mask boundaries. However, at test time,

the exact form of the mask does not matter – the mask simply indicates where the

generator should try to reconstruct or inpaint, and does not distinguish between the

different image parts of the input (additional details in Supp. Sec. B.1.1 and B.2.3).

The regressor and generator pair enforces global coherence: when we obscure or
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modify parts of the input, the generator will create an output that is still overall

consistent. By masking out arbitrary parts of the image (Eqn. 3.3), we allow the

GAN to imagine a realistic completion of the missing pixels, which can vary based

on the given context (Fig. 3-2). This suggests that the regressor inherently learns an

unsupervised object representation, allowing it to complete objects from only partial

hints even though the generator and regressor are never provided with structured

concept labels during training.

3.3.3 Image composition using latent regression

The regressor 𝐸 and generator 𝐺 form an image prior to project any input image

𝑥input onto the manifold of generated images 𝒳 , even if 𝑥input /∈ 𝒳 . We leverage this to

investigate the compositional properties of the latent code. We extract parts of images

(either generated by 𝐺 or from real images), and combine them to form a collaged

image 𝑥clg. This extraction process does not need to be precise and can have obvious

seams and missing pixels. At the same time, while 𝑥clg is often not realistic, our

encoder is aware of these missing pixels and can properly process them, as described

in Sec. 3.3.2. We can therefore use the 𝐸 and 𝐺 to blend the seams and produce a

realistic composite output. To create 𝑥clg, we sample base images 𝑥𝑖 and masks mask𝑖,

and combine them via union; once we have formed the collage 𝑥clg, we reproject via

the regressor and generator to obtain the composite 𝑥𝑟𝑒𝑐:

𝑥clg =
⋃︁
𝑖

mask𝑖 ⊗ 𝑥𝑖;

𝑥rec = 𝐺(𝐸(𝑥clg,∪𝑖mask𝑖)).

(3.4)

Note that each mask𝑖 used to extract individual image parts in Eqn. 3.4 is not available

to the encoder, only the union is provided in the form of a binary mask. Also, the

regressor is trained solely for the latent recovery objective (Eqn. 3.3) and has never

seen collaged images during training. To automate the process of extracting masked

images, we use a pretrained segmentation network [265] and sample from the output

classes (see Supp. Sec. B.1.2). However, the masked regressor is agnostic to how image
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Figure 3-3: Latent regression network
training. The latent space regressor 𝐸 to
predict the latent code 𝑧 that, when passed
through a fixed generator, reconstructs input
𝑥. At training and test time, we can also
modify the encoder input with additional
binary mask 𝑚 (Eqn. 3.3). Inference requires
only a forward pass and the input 𝑥 can
be unrealistic, as the encoder and generator
serve as a prior to map the image back to
the image manifold.
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Figure 3-4: Tradeoffs in realism and re-
construction. Composition of unrealistic
input collages is a balance of two factors:
we want to reconstruct the input (low 𝐿1),
but still retain realistic images (low FID).
Using automatic collages of synthesized im-
age parts, we plot this tradeoff of masked
𝐿1 error between the input collages and out-
put composites, and FID change between the
output composites and re-encoded images on
different image domains.

parts are extracted; we also experiment with a saliency network [140], approximate

rectangles, and user-defined masks in Supp. Sec. B.2.1 and B.2.4.

3.4 Experiments

Using pre-trained Progressive GAN [106] and StyleGAN2 [109] generators, we conduct

experiments on CelebA-HQ and FFHQ faces and LSUN cars, churches, living rooms,

and horses to investigate the compositional properties that GANs learn from data.

3.4.1 Image composition from approximate collages

The masked regressor and the pretrained GAN form an image prior which converts

unrealistic input images into realistic scenes while maintaining properties of the input

image. We use this property to investigate the ability of GANs to recombine synthesized

collages; i.e., to join parts of different input images into a coherent composite output

image. The goal of a truly “compositional” GAN would be to both preserve the input

parts and unify them realistically in the output. As we do not have ground-truth
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composite images, we create them automatically using randomly extracted image

parts. The regressor and generator must then simultaneously 1) blend inconsistencies

between disparate image parts 2) correct misalignments between the parts and 3)

inpaint missing regions, balancing global coherence of the output image with its

similarity to the input collage.

Using extracted and combined image parts (Eqn. 3.4), we show qualitative examples

of these input collages and the corresponding generated composite across a variety

of domains (Fig. 3-5); note that the inputs are not realistic, often with imperfect

detections and misalignments. However, the learned image prior from the generator

and encoder fixes these inconsistencies to create realistic outputs.

To measure the tradeoff between the networks’ ability to preserve the input and

the realism of the composite image, we compute masked 𝐿1 distance as a metric of

reconstruction (lower is better)

avg(𝑚⊗ |𝑥−𝐺(𝐸(𝑥,𝑚))|) (3.5)

and FID score [82] over 50k samples as a metric of image quality (lower is better).

To isolate the realism of the composite image from the regressor network’s native

reconstruction capability (i.e. the ability to recreate a single image generated by G), we

compare the difference in FID between the reconstructed composites (𝑥𝑟𝑒𝑐 in Eqn. 3.4),

and re-encoded images 𝐺(𝐸(𝐺(𝑧)). In Fig. 3-4, we plot these two metrics for both

ProGAN and StyleGAN across various dataset domains. Here, an ideal composition

would attain zero 𝐿1 error (perfect reconstruction of the input) and zero FID increase

(preserves realism), but this is impossible, hence the generators demonstrate a balance

of these two ideals along a Pareto front. Full results on FID, density & coverage [161],

and 𝐿1 reconstruction error and more random samples are in Supp. Sec. B.2.4.

3.4.2 Compositional properties across architectures

Given approximate and unrealistic input collages, the combination of regressor and

generator imposes a strong image prior, thereby correcting the output so that it
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Input Composite Input Composite
ProGAN Church

Input Composite Input Composite
StyleGAN Car

Input Composite Input Composite
ProGAN Living Room

Input Composite Input Composite
StyleGAN FFHQ

Figure 3-5: Image collaging under a generative prior. Trained only on a masked
reconstruction objective, a regressor into the latent space of a pretrained GAN allows the
generator to recombine components of its generated images, despite strong misalignments
and missing regions in the input. Here, we show automatically generated collaged inputs
from extracted image parts and the corresponding outputs of the generators.

becomes realistic. How much does the pretrained GAN and the regression network

each contribute to this outcome? Here, we investigate a number of different image

reconstruction methods spanning three major categories: autoencoder architectures

without a pretrained GAN, optimization-based methods of recovering a GAN latent

code without an encoder, and encoder-based methods paired with a pretrained GAN.

For comparison, we use the same set of collages to compare the methods, generated

from parts of random real images of the church and face domains. As some methods

take several minutes to reconstruct a single image, we use 200 collages for each domain.

Due to the smaller sample size, we use density here as a measure of realism (higher is

better), which measures proximity to the real-image manifold [161] and compare to

𝐿1 reconstruction (Eqn. 3.5); a perfect composite has high density and low 𝐿1. We

report additional metrics in Tab. B.3-B.4.

For the church domain, we first compare to autoencoding methods that train the

generator and encoder portions jointly: DIP [242], Inpainting [272], CycleGAN [293],

and SPADE [172]. For iterative optimization methods using only the pretrained

generator, we compare direct LBFGS optimization of the latent code [138], Multi-

Code Prior [72], and StyleGAN projection [107]. Third, we use our regressor network to

directly predict the latent code in a feed-forward pass (Encode), and additionally further

optimize the predicted latent to decrease reconstruction error (Enc+LBFGS). We
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Figure 3-6: Realism/reconstruction tradeoff for method variations. Comparing
reconstruction of image collages (masked 𝐿1) to realism of the generated outputs on random
church collages (left) and face collages (right) across different image reconstruction methods,
broadly characterized as autoencoders, GAN-based optimization, GANs with an encoder to
perform latent regression, and a combination of GAN, regression, and optimization. An ideal
composition has low 𝐿1 and high density (close to real image manifold), and each method
exhibits different tradeoffs in reconstruction and realism.

provide additional details on each method in Supplementary Sec. B.2.4. Qualitatively,

the different methods have varying degrees of realism when trying to reconstruct

unrealistic input collages (we show examples in Supp. Fig. B-10); optimization-based

methods such as Deep Image Prior, Multi-Code Prior, and StyleGAN projection

tend to overfit and lead to unrealistic reconstructions with low density, whereas

segmentation-based methods such as SPADE are not trained to reconstruct the input,

leading to high 𝐿1. Our StyleGAN encoder yields the most realistic composites with

highest density, at the cost of distorting the unrealistic inputs. Fig 3-6-(left) illustrates

this compositional tradeoff, where the encoder based methods perform slightly worse

in 𝐿1 reconstruction compared to optimization approaches, but maintain more realistic

output and can reconstruct with lower computational time.

On the face domain, we compare the realism/reconstruction tradeoff of compos-

ite outputs of optimization-based Im2StyleGAN [1], Inpainting [272], autoencoder

ALAE [178], and different regression networks including In-Domain Inversion [291],

Pixel2Style2Pixel [188], and our regressor networks. We show qualitative examples

in Supplementary Fig. B-11 and a comparison of reconstruction 𝐿1 and density in

Fig. 3-6-(right): our ProGAN and StyleGAN masked encoders can maintain closer

proximity to the real image manifold (higher density) compared to the alternative

methods, with much faster inference time compared to optimization-based methods
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such as Im2StyleGAN. On these same inputs, ALAE exhibits interesting compositional

properties and is qualitatively able to correct misalignments in face patches, but the

density of generated images is lower than that of the pretrained GANs. Again, no

method can achieve both reconstruction and realism perfectly due to the imprecise

nature of the input, and each method balances these factors differently.

3.4.3 How does composition differ from interpolation?

Combining images in pixel space and using the encoder bottleneck to rectify the

input is only one way that a generator can mix different images. Another common

method is a linear interpolation between two latent codes to obtain an output that has

properties of both input images. Here, we investigate how these two approaches differ.

When composing parts of two images, we desire that part of a context image stays

the same while the remaining portion changes to match a chosen target : to achieve

this composition, we select the desired pixels from our context image and the target

modification, and pass the result through the encoder to obtain the blended image.

𝐺(𝐸(𝑚1 ⊗ 𝑥1 +𝑚2 ⊗ 𝑥2)) ▷ composition (3.6)

How does this compare to directly interpolating in latent space? We compute the

latent 𝛼-blend by performing a weighted average of the context and target latents:

𝐺(𝛼 * 𝐸(𝑥1) + (1− 𝛼) * 𝐸(𝑥2)) ▷ latent 𝛼-blend (3.7)

and the pixel 𝛼-blend by blending inputs in pixel space and using the encoder bottleneck

to make the output more realistic:

𝐺(𝐸(𝛼 * 𝑥1 + (1− 𝛼) * 𝑥2)). ▷ pixel 𝛼-blend (3.8)

We select the weight 𝛼 to be proportional to the area of the target modification.

Qualitatively, the composition method is better able to change the target region while

keeping the context region fixed, e.g., add white windows while reducing changes in
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Figure 3-7: Comparing composition and interpolation. We aim to apply the same
target modification (white windows; Target), to two context sources (Context), where the
collage of the two images is shown in the third column (Collage). Compared to Latent and
Pixel 𝛼-blending, inverting the collages into the latent space via the encoder (Composition)
better matches the context and target regions, while at the same time ensuring global
coherence between the target and context images.

the fireplace or couch in Fig. 3-7, whereas the other two 𝛼-blending methods are less

faithful in preserving image content. To quantify this effect, we compute the masked

𝐿1 distance (Eqn. 3.5) of the interpolated images to (1) the original masked context

region, (2) to the original masked target region, and (3) to the input collage over 500

random samples. The composition method obtains lower distance from the target

and context, and is also closer to the desired collage. Unlike interpolations using

attribute vectors, composition manipulations do not need to be learned from data -

they are based on a single context and target image, and also allow multiple possible

directions of manipulation. We show additional interpolations and comparison to

learned attribute vectors in Supp. Sec. B.2.2, and additional applications such as

dataset rebalancing and one-shot image editing in Supp. Sec. B.2.1.

3.4.4 Investigating independence of image components

Given these unsupervised objected representations, we seek to investigate the inde-

pendence of individual components by minimizing “leakage” of the desired edits. For

example, if we change a facial expression from a frown to a smile, the hair style should

not change. We quantify the independence of parts under the global coherence con-

straint imposed by the regressor and generator pair by first parsing a given face image 𝑥

into separate semantic components (such as eyes, nose, etc.) represented as masks 𝑚𝑐.

For each component, we generate 𝑁 new faces 𝑥𝑛, and replace the component region
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(a) Face variation, ProGAN (b) Face variation, StyleGAN (c) Part discovery for cars

Figure 3-8: Image variation when replacing single parts. In ProGAN (a), replacing
single parts leads to change beyond the part that is being changed. Changes in StyleGAN
(b) are visually more localized. This method can be used to find correlated regions even
without semantic labels, shown for cars (c).

𝑚𝑐 in 𝑥 by the corresponding region in 𝑥𝑛, yielding (after regression and generation) for

each component 𝑐 a set of 𝑁 images 𝑥𝑐,𝑛 = 𝐺(𝐸(𝑚𝑐⊗𝑥𝑛+(1−𝑚𝑐)⊗𝑥)). We can now

measure how much changing component 𝑐 changes each pixel location by computing

the normalized pixel-wise standard deviation of 𝑥𝑐,𝑛 across the 𝑛 different replacements

as 𝑣𝑐 = 𝜎𝑐/
∑︀

𝑐 𝜎𝑐, where 𝜎𝑐 =
√︀

E𝑛[(𝑥𝑛,𝑐 − E𝑛[𝑥𝑛,𝑐])2]. For a given component 𝑐, we

measure independence as the average variation outside of 𝑐 that results from modifying

𝑐 as 𝑠𝑐 = E[(1 −𝑚𝑐) ⊗ 𝑣𝑐] (a lower 𝑠𝑐 means higher independence). We repeat this

experiment 100 times and use 𝑁 = 20 samples.

Table 3.1: Quantifying independence of image parts. Face part independence across
models (lower means more independent), measured as the variation outside of the replaced
part, computed over difference replacements.

Background Skin Eyes Ears Nose Mouth Hair Average

ProGAN 0.167 0.177 0.043 0.024 0.030 0.038 0.170 0.093
StyleGAN 0.148 0.248 0.062 0.024 0.065 0.045 0.140 0.105

Table 3.1 shows the variations of ProGAN and StyleGAN. StyleGAN better

separates the background from the face and reduces leakage when changing the hair;

for the face parts, leakage is small for both networks. A notable exception is the

“skin” area, which for StyleGAN is more globally entangled. This might be because

StyleGAN is generally better able to reason about global effects such as illumination,
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which are strongly reflected in the appearance of the skin, yet have a global impact

on the image. Figure 3-8(a) and (b) qualitatively show examples for the variation

maps 𝑣𝑐 for different parts for ProGAN (a) and StyleGAN (b); the replaced part is

marked in red. Lastly, this method can be utilized for unsupervised part discovery, as

shown in Fig. 3-8(c). Here, changing the color of the rear door (top left) changes the

appearance of the whole car body; a change of the tire (top right) is very localized, and

the foreground (bottom left) and background (bottom right) are large parts varying

together, but distinct from the car. More examples of part variations are shown

in Supp. Sec. B.2.5.

3.5 Conclusion

Using a simple latent space regression model, we investigate the compositional proper-

ties of pretrained GAN generators. We train a regressor model to predict the latent

code given an input image with the additional objective of learning to complete a scene

with missing pixels. With this regressor, we can probe various properties and biases

that the GAN learns from data. We find that, in creating scenes, the GAN allows

for local degrees of freedom but maintains an overall degree of global consistency; in

particular, this compositional representation of local structures is already present at

the level of the latent code. This allows us to input approximate templates to the

regressor model, such as partially occluded scenes or collages extracted from parts of

images, and use the regressor and generator as image prior to regenerate a realistic

output. The latent regression approach allows us to investigate how the GAN enforces

independence of image parts, while being trained without knowledge of objects or

explicit attribute labels. It only requires a single forward pass on the models, which

enables real time image editing based on single image examples.
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Part II

Image Synthesis with Designed

Control
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Chapter 4

Variable Resolution Synthesis with

Continuous Coordinate Control

With minor modifications from:

Any-resolution Training

for High-resolution Image Synthesis

Lucy Chai, Michaël Gharbi, Eli Shechtman, Phillip Isola, Richard Zhang;

ECCV 2022.

We now turn to designed control mechanisms for synthesis. Unlike emergent control,

which relies on the model’s ability to infer patterns about the world from its training

data, designed control explicitly builds in properties about the world via the provided

control inputs. In this chapter, we develop a generator with controllable sampling

rate and positional awareness, allowing us to train on and synthesize varied-resolution

images by conditioning on spatial coordinates. This is in contrast to standard synthesis

pipelines, which resize and downsample the training images to a fixed common size as

the first preprocessing step. With our approach, we can leverage additional information

in the high-resolution pixels that standard synthesis methods discard. By training in

a patch-wise fashion, our methodology allows us to synthesize ultra-high-resolution

outputs without requiring a larger model architecture or additional computational

memory requirements compared to prior fixed-resolution models.
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Figure 4-1: Continuous resolution patch synthesis. Trained on a dataset of varied-size
images, our unconditional generator learns to synthesize patches at continuous scales to
match the distribution of real patches. Here, we render crops of the image at different
resolutions, indicating the target resolution for each. We indicate the region of each crop in
the top-left panel, which is the image directly sampled without scale input.

4.1 Introduction

The first step of typical generative modeling pipelines is to build a dataset with a fixed,

target resolution. Images above the target resolution are downsampled, removing high-

frequency details, and data of insufficient resolution is omitted, discarding structural

information about low frequencies. Our insight is that this process wastes potentially

learnable information. We propose to embrace the natural diversity of image sizes,

processing them at their native resolution.

Relaxing the fixed-dataset assumption offers new, previously unexplored opportu-

nities. One can potentially simultaneously learn global structure – for which large sets

of readily-available low-resolution images suffice – and fine-scale details – where even

a handful of high-resolution images may be adequate, especially given their internal

recurrence [213]. This enables generating images at higher resolutions than previously

possible, by adding in higher-resolution images to existing fixed-size datasets.

This problem setting offers unique challenges, both in regards to modeling and

scaling. First, one must generate images across multiple scales in order to compare with
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the target distribution. Naïvely downsampling the full-resolution image is suboptimal,

as dataset images can have even 8× difference in scale. Secondly, generating and

processing high-resolution images offers scaling challenges. Training at 1024 resolution

already pushes current hardware to the limits in memory and training time, and are

unable to fully make use of images above that resolution.

To bypass these issues, we design a generator to synthesize image crops at arbitrary

scales, hence, performing any-resolution training. We modify the state-of-the-art

StyleGAN3 [111] architecture to take a grid of continuous coordinates, defined on a

bounded domain, as well as a target scale, inspired by recent work in coordinate-based

conditioning [156, 8, 134, 33]. By keeping the latent code constant and varying the crop

coordinates and scale, our generator can output patches of the same image [133, 204],

but at various scales. This allows us to (1) efficiently generate at arbitrary scale, so that

a discriminator can compare generations to a multi-resolution dataset, and (2) decouple

high-resolution synthesis from increasing model size and memory requirements.

We first experiment with downsampled FFHQ images [106] as a controlled setting

and find minimal degradation (FIDs varying by 0.3), even at highly skewed distributions

with 98% low-resolution images and just 2% at higher, mixed resolution. Practically,

this means we can leverage large-scale (>100k) lower-resolution datasets, such as LSUN

Churches [271], Flickr Mountains [173], and Flickr Birds collected by us, and add a

relatively small amount of high-resolution images (∼ 6000), for continuous resolution

synthesis beyond the 1024 resolution limit of current generators. To summarize, we:

• propose to train on mixed-resolution datasets from images in-the-wild.

• modify the generator to be amenable to such data, sampling patches at arbitrary

scales during our any-resolution training procedure.

• demonstrate successful generations beyond 1024× 1024, with fine details and

coherent global structure, without a larger and more expensive generator.

• introduce a variant of the FID metric that captures image statistics at multiple

scales, thus accounting for the details of high resolutions.
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4.2 Related Work

Unconditional image synthesis. Recent generative models including GANs [70,

107, 111, 19], Variational Autoencoders [115], diffusion models [163, 85, 224, 226, 48],

and autoregressive models [123, 245, 244] such as transformers [246, 31, 55] are

rapidly improving in quality. Of these, we focus on GANs, which offer state-of-the-art

performance along with efficient inference and effective editing properties. A key

innovation in GANs has been multi-resolution supervision during training. Works

such as LapGAN [45], the Progressive/StyleGAN family [106, 107, 109, 111], MSG-

GAN [105], and AnyCost-GAN [136] have demonstrated stable training by growing

the generator with additional layers that increase resolution by factors of two. Such a

strategy even works for single-image GANs [204, 214], based on the observation that

images share statistics across scales. While several works [108, 287, 284] show that

data augmentations, such as small jitters in scale, can help stabilize training, they are

processing the same, underlying fixed-resolution dataset. We draw upon the insights

in these works for stable training, and seek to unlock training on an any-resolution

dataset. Importantly, our generator does not use additional layers and can synthesize

images at continuous scales, not only powers of two.

Coordinate-based functions. Coordinate-based encodings enable spatial condi-

tioning and provide an inductive bias towards natural images [231]. Recent methods

use point-based neural mappings to transform 2D or 3D coordinates to a color value

for the purposes of unconditional generation [133, 37, 111, 220, 134, 5], conditional

generation [205], 3D view synthesis [156, 203, 26], or fitting arbitrary signals [33, 151].

By oversampling the coordinate grid, one can generate a larger image at inference

time. However, because these models keep the same fixed-scale dataset assumption

during training, the outputs struggle to offer additional high-frequency details without

a high-frequency training signal. We draw upon the innovations in coordinate-based

functions to sample patches at different scales and locations, enabling us to efficiently

train on multiple scales. MS-PIE [266] and MS-PE [37] add positional encodings for

multi-scale synthesis, but retain a global image discriminator at smaller resolution.
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Concurrently, ScaleParty [167] also samples patches, but their goal is to generate with

cross-scale consistency while we focus on training with arbitrary size real images.

Extrapolation. One method of generating “infinite” resolution is extrapolating

an image. Early texture synthesis works [53, 52, 258] focus on stationary textures.

Recent advances [290] explore non-stationary textures, with large-scale structures and

inhomogeneous patterns. Similar approaches operate by outpainting images, extending

images beyond their boundaries in a conditional setting [232, 268, 148, 290]. Recent

generative models synthesize large scenes [134, 35], typically casting synthesis as an

outpainting problem [268, 148]. These methods are most effective for signals with a

strong stationary component, such as landscapes, although extrapolation of structured

scenes can be achieved in some domains [255]. Unlike textures, the images we wish to

synthesize typically have a strong global structure. In a sense, we seek to extrapolate

by “zooming in” or out, rather than “panning” beyond an image’s boundaries.

Super-resolution. An alternative approach to generating high-resolution imagery

would be to start with an off-the-shelf generative model and feed its outputs to

a super-resolution method [89, 33, 252, 254], possibly exploiting the self-similarity

properties of images [207, 67, 90, 213]. Applying super-resolution models is challenging,

in part because of the specific blur kernels super-resolution models are trained on [277].

Furthermore, though generations continue to improve, there remains a persistent

domain shift between synthesized and real images [251, 23]. Finally, super-resolution

is a local, conditional problem where the global structure is dictated by the low-

resolution input, and optionally an additional high-resolution reference image [288,

267, 146, 102, 263]. We synthesize plausible images unconditionally, leveraging a set

of high-resolution images to produce both realistic global structure and fine details.

4.3 Methods

In standard GAN training, all training images share a common fixed resolution, which

matches the generator’s output size. We seek to exploit the variety of image resolutions

available in the wild, learning from pixels that are usually discarded, to enable high-
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Figure 4-2: Any-resolution data pipeline. In-
the-wild images and images collected from the inter-
net are naturally captured at variable resolutions.
Traditional dataset construction filters out low-
resolution images and downsamples high-resolution
images to a fixed, training resolution. We aim to
keep images at their original resolution and train
on these variable resolution images. This allows
us to learn from the additional pixels present in
high-resolution images.

and continuously-variable resolution synthesis. We achieve this by switching from the

common fixed-resolution thinking, to a novel ‘any-resolution’ approach, where the

original size of each training image is preserved (Fig 4-2). We introduce a new class of

GAN generators that learn from this multi-resolution signal to synthesize images at

any resolution (§ 4.3.1), and show how to train them by sampling patches at multiple

scales to jointly supervise the global-structure and fine image details (§ 4.3.2).

4.3.1 Multi-resolution GAN

We design our approach to leverage state-of-the-art GANs. We keep the architecture

of the discriminator unchanged. Since the discriminator operates at fixed resolution,

we modify the generator to synthesize images at any resolution and receive the discrim-

inator’s fixed-resolution supervision. Our implementation builds on the StyleGAN3

framework [111], which is conditioned on a fixed coordinate grid. We modify this grid

for any-resolution and patch-based synthesis.

Continuous-resolution generator. We treat each image as a continuous function

defined on a bounded normalized coordinate domain [0, 1]× [0, 1]. The generator 𝐺

always generates patches at a fixed pixel resolution 𝑝× 𝑝, but each patch implicitly

corresponds to a square sub-region, centered at v ∈ [0, 1]2, of the larger image.

Denoting the resolution of the larger image as 𝑠× 𝑠, we have that the patch size is 𝑝/𝑠

in normalized coordinates (see Figure 4-3, left). During training, we sample patches

from images at multiple scales 𝑠, either from the generator or from the multi-resolution
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Figure 4-3: Anyres-GAN overview. (Left) We parameterize images (real or synthetic) as
continuous functions over a normalized domain and extract random patches at various scales
𝑠, but constant resolution 𝑝. (Right) To train, we sample crops at random scales and offsets
v from full-size real images. The same crops are sampled from the generator, by passing it a
grid of the desired coordinates 𝑐v,𝑠, and injecting the image scale 𝑠 through modulation, in
addition to a global latent code 𝑧.

dataset, before passing them to the fixed-resolution discriminator 𝐷. Formally, our

generator takes three inputs: a regular grid of normalized continuous pixel coordinates

𝑐v,𝑠 ∈ R𝑝×𝑝×2, the resolution 𝑠 ∈ N of the (implicit) larger image the patch is extracted

from, and 𝑧, the latent code representing this larger image. It synthesizes the patch’s

pixel values at the sampled coordinates as:

𝐺(𝑧, 𝑐v,𝑠, 𝑠) = 𝐺(𝐹 (𝑐v,𝑠);𝑀(𝑧, 𝑠)), (4.1)

where 𝐹 is a Fourier embedding of the continuous coordinates [111], and 𝑀 is an

auxiliary function that maps the latent code and sampling resolution into a set of

modulation parameters for the StyleGAN3 generator (see § 4.3.3 for details). Our

method therefore modifies two components from StyleGAN3. First, we replace the

fixed coordinate grid with patch-dependent coordinates to train on variable-resolution

images; these coordinates are adjusted to account for upsampling in StyleGAN3.

Second, the added branch 𝑀 injects scale information throughout the generator.

At test time, we can generate images at arbitrarily high resolutions by sampling

the full continuous domain [0, 1]× [0, 1] at the desired sampling rate. Theoretically,
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the maximum resolution is infinite, but in practice the amount of detail that the

model can generate is determined by generator resolution 𝑝 and the resolutions of the

training images.

4.3.2 Two-phase training

We train our generator in two phases. In the first, we want the generator to learn to

generate globally-coherent images. For this, we disable the patch sampling mechanism

and pretrain the generator at a fixed scale, corresponding to the full continuous image

domain. That is, we fix 𝑠 = 𝑝, and v = (0.5, 0.5), which is equivalent to standard fixed-

resolution GAN training. Both the coordinate tensor 𝑐v,𝑠 and the scale conditioning

variable 𝑠 are constant in this phase, so we simply refer to the image generated as

𝐺fixed(𝑧) and follow the training procedure of StyleGAN3. In the second phase, we

enable patch sampling for both the real and synthetic images and continue training

the generator using variable-scale patches, so it learns to synthesize fine details at any

resolution. We found that using a copy of the pretrained fixed-scale generator 𝐺fixed

as a teacher model helps stabilize training in this phase.

Global fixed-resolution pretraining. During pretraining, we effectively resample

all the training images to a fixed resolution 𝑝× 𝑝, as in standard GAN training. Let

𝑥 ∼ 𝒟fixed denote an image sampled from this fixed size dataset. We optimize a

standard GAN objective with non-saturating logistic loss and 𝑅1 regularization on

the discriminator:

𝑉 (𝐷,𝐺(𝑧), 𝑥) = 𝐷(𝑥)−𝐷(𝐺(𝑧)), 𝑅1(𝐷, 𝑥) = ||∇𝐷(𝑥)||2,

𝐺fixed = argmin
𝐺

max
𝐷

E𝑧,𝑥∼𝒟fixed 𝑉 (𝐷,𝐺(𝑧), 𝑥)− 𝜆𝑅1

2
𝑅1(𝐷, 𝑥).

(4.2)

We use the recommended values for 𝜆𝑅1 , depending on generator resolution 𝑝 [111].

Mixed-resolution patch-based training. In the second phase, we enable multi-

resolution sampling, alternating between extracting random crops from our any-

resolution dataset and generating them with our continuous generator.

For synthetic patches, we sample a patch location v uniformly in the continuous
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domain [0, 1]× [0, 1]; and an arbitrary image resolution 𝑠 ≥ 𝑝, corresponding to the

implicit full image around the square patch. From those, we derive the sampling

coordinate grid 𝑐v,𝑠, and synthesize the patch image 𝐺(𝑧, 𝑐v,𝑠, 𝑠), as described earlier.

For ‘real’ patches, we sample an image from our dataset. Because this image can

have any resolution 𝑠im ≥ 𝑝, we crop it to a random square matching its smallest

dimension, then Lanczos downsample this square to a random resolution 𝑠× 𝑠 with

𝑠im ≥ 𝑠 ≥ 𝑝. Finally, we extract a random 𝑝× 𝑝 crop from the downsampled image,

recording its center v. To preserve the generator’s global coherence and continuous

generation ability, we sample at global scale 𝑠 = 𝑝 and v = (0.5, 0.5) (similar to

the pretraining step) with probability 50%. We found that image quality at global

resolution 𝑠 = 𝑝 degrades otherwise, and we refer to these generated full images of size

𝑝 × 𝑝 as “base images.” Our any-resolution GAN optimizes the following objective

during this phase:

𝐺* = argmin
𝐺

min
𝐷

E𝑧,{𝑥,𝑠,v}∼𝒟 𝑉 (𝐷,𝐺(𝑧, 𝑐v,𝑠, 𝑠), 𝑥)

+𝜆teacherℒteacher(𝐺,𝐺fixed, 𝑧)−
𝜆𝑅1

2
𝑅1(𝐷, 𝑥).

(4.3)

We use 𝜆teacher = 5; other values offer slight tradeoffs between similarity to the base

teacher model 𝐺fixed, and FID score (see supplemental). ℒteacher is an auxiliary loss

to encourage faithfulness to the pretrained fixed-resolution generator 𝐺fixed. The

architecture of 𝐷 remains the same as in the pretraining step; we found that modifying

the discriminator setup did not further improve results (see supplemental).

Teacher model. For the second training phase above, we initialize 𝐺 with the

pretrained weights of 𝐺fixed. Weights for discriminator 𝐷 are also kept for fine-tuning.

We keep a separate copy of 𝐺fixed with frozen weights, the teacher, for additional

supervision. We design a loss function that encourages the generated patch (at any

resolution), to match the teacher’s fixed-resolution output in the corresponding region,

after downsampling and proper alignment [94]. Formally, this loss is given by:

ℒteacher(𝐺,𝐺fixed, 𝑧) = 𝑑 (𝑚⊙ 𝑤v,𝑠(𝐺(𝑧, 𝑐v,𝑠, 𝑠)), 𝑚⊙𝐺fixed(𝑧)) , (4.4)
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where 𝑑 is the sum of a pixel-wise ℓ1 loss, and the LPIPS perceptual distance [92, 281].

The warp function 𝑤v,𝑠 transforms and resamples the generated high-resolution patch

using a band-limited Lanczos kernel, to project it in the coordinate frames of the

low-resolution, global image 𝐺fixed(𝑧). Because the warped patch does not cover the

entire image domain, we multiply it with a binary mask 𝑚 to indicate the valid pixels,

prior to computing loss 𝑑.

4.3.3 Implementation details

Scale-conditioning. In addition to the pixel location 𝑐v,𝑠, we also pass the global

resolution information 𝑠 to the generator. Knowledge of the global image scale is

important to enable continuous scale variations and proper anti-aliasing [33, 8]. We

found it beneficial to explicitly inject this information into all intermediate layers of

the generator. To achieve this, we use a dual modulation approach [285], embedding

the latent code 𝑧 and scale 𝑠 separately using two independent sub-networks (we use

the same mapping network architecture for each). The two outputs are summed to

obtain a set of modulation parameters 𝑀(𝑧, 𝑠), used to modulate the main generator

features. Architectural details of the generator 𝐺 and mapping network 𝑀 , can be

found in the supplemental.

Synthesizing large images. Our fully-convolutional generator can render image at

arbitrary resolutions. But images larger than 1024 × 1024 require significant GPU

memory. Equivalently, we can render non-overlapping tiles that we assemble into a

larger image. Our patch-based multi-resolution training and the Fourier encoding of

the spatial coordinates make the tile junctions seamless.

4.4 Experiments

We introduce a modified image quality metric that computes FID over multi-scale

image patches without downsampling, which is largely correlated to the standard

FID metric when ground truth high-resolution images are available (FFHQ), yet
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more sensitive to the quality of larger resolutions. We then compare our model

to alternative approaches for variable scale synthesis and super-resolution on other

natural image domains (§ 4.4.1). Finally, we investigate variations of our model and

training procedure to validate our design decisions (§ 4.4.2).

Data. Our method is general and can work on collections of any-resolution data. As

such, when targeting high-resolution generation, rather than starting over, we can

add additional high-resolution (HR) images to existing, fixed-size, low-resolution (LR)

datasets. Our datasets and their statistics are listed in Tab. 4.1. Figure 4-4 shows the

resolution distrbution in each dataset.

We begin initial experiments with a controlled setting of FFHQ, which contains

70K images at 1024 resolution. From these, we construct a varied-size dataset by (1)

using 256 resolution for all images (2) downsampling a 5K subset between 512-1024

(uniformly distributed) and (3) add 1k subset at full 1024. The last step enables us

to judiciously compare to methods that are limited to synthesizing images at strict

powers of 2. We refer to this mixture as FFHQ6k. We use the full 1024 dataset as

ground-truth for evaluation metrics.

In the remaining domains, we push current generation results to higher resolution

by scraping HR images from Flickr. In cases where a standard fixed-size dataset

is available (LSUN Churches [271] and Mountains [173]), we select the additional

HR images to approximately match the LR domain. Our final generators synthesize

realistic details despite the majority of the training set being LR. For Birds and

Churches, > 92% of the training set is at 256 resolution but our model maintains

quality beyond 1024; for Mountains > 98% of training set at 1024 but our model can

generate beyond 2048. These categories cover a range between objects (but without

the strong alignment of FFHQ) and outdoor scenes.

4.4.1 Continuous multi-scale image synthesis

Qualitative examples. We show qualitative examples in Fig. 4-5. Our generated

images preserve the fine details of HR structures, such as bricks, rocky slopes, feathers,
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Table 4.1: Any-resolution datasets and generator settings. We build upon low-
resolution (LR) datasets, and use it for fixed-size dataset pre-training. We add additional
high-resolution (HR) images, of mixed resolutions. Note that the number of HR images is
small (∼2-8% of LR size). Patches of size 𝑝 are sampled from both subsets during training,
with average sampled scale E[𝑠].

Domain
Dataset Generator

Source
# Imgs Resolutions Config Resolutions

LR HR LR HRmin HRmed HRmax 𝑝 E[𝑠]

Faces FFHQ 70,000 6000 256 512 819 1024 R 256 458
Churches LSUN & Flickr 126,227 6253 256 1024 2836 18,000 T 256 1061
Birds Flickr 112,266 7625 256 512 1365 2048 T 256 585
Mountains Flickr 507,495 9361 1024 2049 3168 12,431 T 1024 1823
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Figure 4-4: Training set size distributions. Histogram shows the size distribution of the
HR images (y-axis in log scale); pie chart indicates the proportion of LR to HR images.

or hair. Pushing the inference resolution towards and beyond the higher resolutions of

training images, we find that textured surfaces typically deteriorate first before edge

boundaries deteriorate eventually (Fig. 4-6).

Patch-FID metric. Standard FID evaluates global structure by first downsampling

all images to a common size of 299. By design, this ignores high-resolution details

(and itself can cause artifacts [174]). Therefore, we propose a modification, which we

dub ‘patch-FID’, to specifically evaluate texture synthesized at higher resolutions. Our

patch-FID randomly resizes and crops patches from the HR dataset, and computes

FID on real and generated patches, sampled at corresponding scales and locations. We

use 50k patches, matching standard FID. By avoiding downsampling, our patch-FID

is more sensitive to blurriness or artifacts at higher resolutions, resulting in larger

absolute difference compared to standard FID at 1024 resolution. As a sanity check,

when a full HR ground-truth is available, we find it is largely correlated to standard

FID (see Table 4.2).

To summarize, to evaluate structure, we compute standard FID on images generated
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Table 4.2: Varied-size training and in-
ference. Random-resize MS-PE [37] per-
forms varied-size synthesis, but assumes
a fixed-size dataset. AnyCost-GAN han-
dles varied training at powers of 2. Our
method directly utilizes training images at
any size, achieving better results by FID.
(† = copied from paper)

FFHQ6K FID pFID

256 512 1024 random

MS-PE [37]† 6.75 30.41 – –
Anycost [136] 4.24 5.94 6.47 18.39
Ours 3.34 3.71 4.06 2.96

Table 4.3: Comparison to super-resolution
using patch-FID (pFID). For each domain,
we compare our model to continuous-scale
(LIIF) and fixed-scale super-resolution (Real-
ESRGAN) models. Lower pFID suggests that
our model can generate realistic details at high
resolutions, not achievable with super-resolution
alone.

pFID (random)

FFHQ6K Church Bird Mountain

LIIF [33] 22.93 83.88 30.19 23.10
Real-ESRGAN [254] 16.92 23.04 16.10 19.05
Ours 2.96 9.89 6.52 7.99

at specified resolutions, e.g., FID (256). To evaluate texture, we sample patches at

random scales and locations and measure our patch-FID, which we denote as pFID

(random). Lower numbers are better in both cases.

Alternative methods of multi-size training and generation. Our generator

is encouraged to synthesize realistic high-resolution textures at training, even when

the discriminator does not get to see the full image. While MS-PE [37] also enables

continuous resolution synthesis, the discriminator learns only at a single resolution

and the generator is not trained patch-wise. We find that this downsampling for the

discriminator is detrimental to image quality at higher resolutions. Anycost-GAN[136]

performs image synthesis at powers-of-two resolutions by adding additional synthesis

blocks. For comparison, we modify it to handle a multi-size dataset by downsampling

images to the nearest power of two and training each layer only on the valid image

subset. Compared to Anycost-GAN, our model is more data-efficient, due to weight

sharing for generation at multiple scales. Anycost-GAN learns a separate module for

each increase in resolution, creating artifacts at higher resolutions when fewer HR

training images are available and higher FID scores (Tab. 4.2). Additionally, Anycost-

GAN increases the generator and discriminator size for synthesis at higher resolutions,

whereas our model incurs a constant training cost, regardless of the inference scale.

Comparison to super-resolution. Most super-resolution methods require LR/HR

image pairs, whereas there is no ground-truth HR counterpart to a LR image syn-

thesized by our fixed-scale generator 𝐺fixed. The teacher regularization encourages
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Figure 4-5: Qualitative any-resolution generations. The inset shows the entire
generated, high-resolution images (between 1000-3000 resolution), with enlarged regions
of interest outlined in the white box. Note that our model can render the image (or any
sub-region) at any resolution.

1x (256) 16x (4096)8x (2048)4x (1024)2x (512)

Figure 4-6: Extrapolation limits. We test the extrapolation capabilities of our model by
specifying the inference scale 𝑠. Typically, textures such as bricks and feathers deteriorate
first before edges degrade. The dotted line indicates when generation starts to exceed the
average scale sampled in training E[𝑠] (which is 585 for birds and 1061 for churches).
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Figure 4-7: Super-resolution comparisons. Qualitative comparisons of Lanczos upsam-
pling a patch from the base image (upsample), continuous (LIIF [33]) and fixed-factor (Real
ESRGAN [254]) super-resolution models, and our trained model. LIIF tends to amplify arti-
facts from the base image (e.g. the JPEG artifacts around the church). While Real-ESRGAN
is better at suppressing artifacts, it tends to overly smooth surfaces or synthesize grid-like
textures (mountain). Our model is not a super-resolution model; it can add additional details
to the low-resolution image but tolerates slight distortions in structure which are regularized
with the teacher weight.

similarity between 𝐺fixed and 𝐺’s outputs, but unlike super-resolution, this supervision

occurs at low-resolution, allowing variations in fine details. Figure 4-7 compares our

model to super-resolution methods applied to the output of 𝐺fixed. Our method pro-

duces much sharper details than LIIF [33], a recent continuous-scale super-resolution

technique, and cleaner images than the state-of-the-art Real-ESRGAN [254]. The

latter is a fixed-resolution model, so we run it iteratively until exceeding a target

resolution, and then Lanczos downsample the result to the target size. Real-ESRGAN’s

outputs are either overly smooth, or exhibit grid-like artifacts. Our method generates

realistic textures based on the low-resolution output of 𝐺fixed and reaches a lower

pFID (Tab. 4.3).

4.4.2 Model variations

Using the full high-resolution FFHQ dataset as a benchmark, we investigate individual

components of our architecture and training process. We train each model variation

for 5M images and record metrics from the best FID@1024 checkpoint. We only
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Table 4.4: Multisize training. Downsam-
pling or upsampling all images to a common
size, or using only the subset of the largest
images, worsens FID compared to our train-
ing strategy. (*) indicates our default setting.

FID pFID

256 512 1024 random

Resize down to 512 3.31 4.11 19.18 26.83
Resize up to 1024 3.46 13.43 4.86 6.65
Train 1024 subset 3.46 12.41 4.67 5.43
Multisize training (*) 3.37 4.41 4.47 4.28

Table 4.5: Number of HR images. Our
method is robust to a wide range of HR
images, even when only 1K images at HR
are available (<2% of the full ground-truth
dataset).

FID pFID

256 512 1024 random

1k (1.4%) 3.43 5.13 4.38 3.73
5k (7.1%) (*) 3.36 4.97 4.54 3.48
10k (14.2%) 3.46 4.96 4.65 3.54
70k (100%) 3.42 4.88 4.52 3.42

report quantitative metrics in the main paper and refer to the supplemental for further

evaluations and visual comparisons.

Impact of teacher regularization. Our full model uses an “inverse” teacher

regularizer to encourages a downsampled HR patch to match the low-resolution

teacher as described in 4.3.2. We also explored a variant with a “forward” teacher

loss, in which the generated patch is encouraged to match the upsampled teacher

output. This variation is qualitatively inferior and blurs details; it has worse FID at

higher resolutions (see supplemental for details and visuals). Removing the teacher

altogether improves pFID but degrades FID. Qualitatively, the generated patches

diverge significantly from the fixed-size global image. We hypothesize that the global

change in structure negatively impacts overall image quality, causing global FID

metrics to increase, but this cannot be captured from evaluating patches alone. We

found 𝜆teacher = 5 to provide the best balance between global and local image quality,

but we observe minimal differences in FID and pFID for other values, evidence that

the model can tolerate a range of values for this parameter. See supplemental for a

parameter sweep with full scores.

Removing scale conditioning degrades quality. We inject the scale information to

intermediate layers of the generator through scale-conditioning. Adding this improves

FID@1024 from 4.88 to 4.47, and pFID from 4.67 to 4.28.

Multi-size training improves fidelity at all scales. Our multi-size data pipeline

lets our model learn to synthesize at continuous scales, which is a strictly more

challenging than learning at a fixed scale. In Table 4.4, we investigate to what extent
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learning from images of varied sizes offers benefits over fixed-scale training on a smaller

dataset. Visual comparisons can be found in supplemental. In a first alternative, using

the same FFHQ-6K dataset, we resize all images down to 512 and train the model to

generate patches at 512× 512. In this case, the model performs well up to 512 scale,

but does not generalize beyond (e.g., 1024) since it cannot exploit the information

lost in downsampling. In two other variants, we train models for 1024 resolution in

the first case by upsampling all images up to 1024, in the second by keeping only the

1K subset of images at 1024 resolution. Both variants are trained to output images

specifically at 1024 resolution. The former approach (upsampling) increases blurriness.

In the latter, FID@1024 remains worse than that of our multi-size training, which can

take advantage of more data despite most of it being smaller than 1024.

Impact of number of HR images Due to the patch-based training procedure, we

find that our model can be trained with a small fraction of HR images, compared to

the 70k LR images in the dataset. In Table 4.5, we use progressively larger subsets of

HR images: 1k, 5k, 10k. We found that the FID scores are largely similar (within 0.3)

to using the entire 70k HR images. However, training with 1k or fewer HR images

shows evidence of divergence during training (see supplemental), but stabilizes by

5k HR images, For the remaining domains, we collect roughly 5K-10K images to

construct the HR dataset.

4.4.3 Properties of multi-scale generation

Correcting artifacts from low resolution. Because our model is not directly

trained with corresponding LR and HR image pairs, we find that there can be small

distortions between the upsampled base image and the HR generation from the same

latent code. In some cases, this can be a desirable property (Fig. 4-8). For instance,

the base generator on the birds dataset can struggle in synthesizing the eye of the

bird, which is less apparent at low resolutions, but more salient at high resolution.

Consequently, our HR generation will add the missing eye, and also synthesizes

additional feather and beak details. In the churches domain, because the LR and HR
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Figure 4-8: Model properties and failure cases. As fine details can be more difficult
to learn at low resolution, our model is capable of adding corrections when generating at
higher resolutions. In the case of inconsistencies between the LR and HR data sources,
the model deletes patterns that are not present in the HR dataset (e.g . watermarks and
compression artifacts), influenced by the teacher regularization weight. Failure cases include
biases towards circular or ring-like structures.

datasets are collected separately, we find that the synthesized watermarks and JPEG

artifacts at the base resolution disappear at higher resolution, because the HR dataset

we used is of higher quality and does not have any watermark. The similarity between

the LR and HR generations can be tuned using 𝜆teacher during training.

Failure Cases. Our model tends to inherit the artifacts from StyleGAN3, such as a

centered front tooth in FFHQ. In instances in which the base resolution image contains

uneven surfaces, the model may fail to fully mitigate them at higher resolutions. These

artifacts are often subtle at the low resolution, but become more apparent when

upsampling the base image or generating at a larger target scale. In some cases, our

model also has a tendency to generate “watery” circular or ring-like artifacts (Fig. 4-8).

4.5 Conclusion

We propose an image synthesis approach that can train on images of varied resolution

and perform inference at continuous resolutions. This lifts the fixed-resolution require-

ment of prior generative models, which discard higher-resolution details. To do this,

we train a generator jointly on a low-resolution dataset to learn global structure, and

on patches from the varied-size dataset to learn details. At inference time, we can
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synthesize an image at any resolution by supplying the appropriate coordinate grid and

scale factor to the generator. By using training images at their native resolutions and

a single model for continuous-resolution synthesis, our method can efficiently leverage

information present in only a handful of high-resolution images to complement a large

set of low-resolution images. This approach enables high-resolution synthesis without

a larger generator or large dataset of fixed-size, high-resolution images.

81



82



Chapter 5

Unbounded Persistent Landscapes

with 3D Camera Control

With minor modifications from:

Persistent Nature:

A Generative Model of Unbounded 3D Worlds

Lucy Chai, Richard Tucker, Zhengqi Li, Phillip Isola, Noah Snavely;

CVPR 2023.

The method presented in this chapter again builds coordinate transformations into

our synthesis model, but now focuses on 3D spatial transformations that allow us

to navigate within a 3D world representation, rather than the 2D transformations

used in any-resolution image synthesis. We design a generator that creates unbounded

landscape scenery, where the generated images are projections of the 3D world

according to the camera’s position and orientation. A key feature of our architecture

is the concept of “persistence,” which means that the underlying scene does not change

or morph as the camera moves, which is a common challenge in video generation

techniques. Trained on 2.5D supervision from single-view landscape datasets without

any 3D ground truth, the resulting model enables arbitrary camera motion through

large-scale natural scenery with circular flight patterns, combining the strengths of

recent models for unbounded auto–regressive prediction and persistent 3D generation.
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Figure 5-1: Persistent, unbounded synthesis. Our approach enables unconditional
synthesis of unbounded 3D nature scenes with a persistent scene representation (left), using
a scene layout grid representing a large-scale terrain model (depicted above as the checkered
ground plane). This representation enables us to generate arbitrary camera trajectories,
such as the six numbered views shown along a cyclic camera path (center). The persistence
inherent to our representation stands in contrast to prior auto-regressive methods [131] that
do not preserve consistency under circular camera trajectories (right); while the two images
shown on the right are at the start and end of a cyclic path, the terrain depicted is completely
different. Our method is trained solely from unposed, single-view landscape photos.

5.1 Introduction

Generative image and video models have achieved remarkable levels of realism, but

are still far from presenting a convincing, explorable world. Moving a virtual camera

through these models—either in their latent space [77, 98, 209, 20] or via explicit

conditioning [112]—is not like walking about in the real world. Movement is either

very limited (for example, in object-centric models [27]), or else camera motion is

unlimited but quickly reveals the lack of a persistent world model. Auto-regressive

3D synthesis methods exemplify this lack of persistence [137, 131]; parts of the scene

may change unexpectedly as the camera moves, and you may find that the scene

is entirely different when returning to previous positions. The lack of spatial and

temporal consistency can give the output of these models a strange, dream-like quality.

In contrast, machines that can generate unbounded, persistent 3D worlds could be

used to develop agents that plan within a world model [75], or to build virtual reality

experiences that feel closer to the natural world, rather than appearing as ephemeral

hallucinations [131].

We therefore aim to develop a unconditional generative model capable of generating
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unbounded 3D scenes with a persistent underlying world representation. We want

synthesized content to move in a way that is consistent with camera motion, yet we

should also be able to move arbitrarily far and still generate the same scene upon

returning to a previous camera location, regardless of the camera trajectory.

To achieve this goal, we model a 3D world as a terrain plus a skydome. The terrain

is represented by a scene layout grid—an extendable 2D array of feature vectors

that acts as a map of the landscape. We ‘lift’ these features into 3D and decode

them with an MLP into a radiance field for volume rendering. The rendered terrain

images are super-resolved and composited with renderings from the skydome model

to synthesize final images. We train using a layout grid of limited size, but can extend

the scene layout grid by any desired amount during inference, enabling unbounded

camera trajectories. Since our underlying representation is persistent over space and

time, we can fly around 3D landscapes in a consistent manner. Our method does not

require multiview data; each part of our system is trained from an unposed collection

of single-view images using GAN objectives.

Our work builds upon two prior threads of research that tackle generating immersive

worlds: 1) generative models of 3D data, and 2) generative models of infinite videos.

Along the first direction are generators of meshes, volumes, radiance fields, etc (e.g.,

[162, 27, 180]). These models represent a consistent 3D world by construction, and

excel at rendering isolated objects and bounded indoor scenes. Our work, in contrast,

tackles the challenging problem of generating large-scale unbounded nature scenes.

Along the second direction are methods like InfiniteNature [137, 131], which can indeed

simulate visual worlds of infinite extent. These methods enable unbounded scene

synthesis by predicting new viewpoints auto-regressively from a starting view. However,

they lack a persistent world representation; content may change when revisited.

Our method aims to combine the best of both worlds, generating boundless scenes

(unlike prior 3D generators) while still representing a persistent 3D world (unlike prior

video generative models). In summary:

• We present an unconditional 3D generative model for unbounded nature scenes

with a persistent world representation, consisting of a terrain map and skydome.
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• We augment our generative pipeline to support camera extrapolation beyond

the training camera distribution by extending the terrain features.

• Our model is learned entirely from single-view landscape photos with unknown

camera poses.

5.2 Related Work

Image and view extrapolation. Pioneering work by Kaneva et al . [103] proposed

the task of infinite image extrapolation by using a large image database to perform

classical 2D image retrieval, stitching, and rendering. More recently, various learning-

based 2D image inpainting [78, 272, 273, 139, 286, 228, 130, 195] and outpainting [255,

268, 232, 18, 134, 35] methods have been developed. These methods fill in missing

image regions or expand the field of view by synthesizing realistic image content that is

coherent with the partial input image. Beyond 2D, prior work has explored single-view

3D view extrapolation, often by applying 2D image synthesis techniques within a 3D

representation [260, 212, 190, 88, 191, 128, 100]. However, these methods can only

extrapolate content within a very limited range of viewpoints.

Video generation. Video generation aims to synthesize realistic videos from different

types of input. Unconditional video generation produces long videos often from noise

input [240, 160, 59, 222, 143, 20, 65], while conditional video generation generates

sequences by conditioning on one or a few images [249, 248, 256, 247, 87, 125, 249,

57, 44, 269, 275, 117], or a text prompt [86, 219]. However, applying these ideas in

3D requires supervision from multi-view training data, and cannot achieve persistent

3D scene content at runtime, since there is no explicit 3D representation. Some recent

work preserves global scene consistency via extra 3D geometry inputs such as point

clouds [149] or voxel grids [76]. In contrast, our method synthesizes both the geometry

and appearance of an entire world from scratch using a global feature representation

to achieve consistent generated content.

Generative view synthesis. Novel view synthesis aims to produce new views of

a scene from single [32, 239, 166, 238, 211, 260, 101, 212, 118, 191, 270] or multiple
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Figure 5-2: Overview of scene layout decoding. The layout generator 𝐺land samples
a random latent code to produce a 2D scene layout grid 𝑓land representing the shape and
appearance of a terrain map, and which can be spatially extended using a grid of latent
codes (see § 5.3.2). To render an image from a given camera, sampled points along camera
rays passing over the feature plane are decoded via an MLP into a color feature 𝑓color and
density 𝜎, which are then volume rendered. This produces a low-resolution image, mask,
depth, image features, and a projected noise pattern, which are provided to a refinement
network 𝐺up to produce final image, mask, and depth outputs.

image observations [127, 289, 155, 58, 36, 145, 189, 156, 250, 159, 9, 197, 208] by

constructing a local or global 3D scene representation. However, most prior methods

can only interpolate or extrapolate a limited distance from the input views, and do

not possess a generative ability.

On the other hand, a number of generative view synthesis methods have been

recently proposed utilizing neural volumetric representations [162, 203, 165, 47, 164,

71, 27, 186, 223]. These methods can learn to generate 3D representations from 2D

supervision, and have demonstrated impressive results on generating novel objects [180],

faces [71, 169, 27, 43], or indoor environments [187, 47]. However, none of these

methods can generate unbounded outdoor scenes due to lack of multi-view data for

supervision, and due to the larger and more complex scene geometry and appearance

that is difficult to model with prior representations. In contrast, our approach

can generate globally consistent, large-scale nature scenes by training solely from

unstructured 2D photo collections.

Our work is particularly inspired by recent perpetual view generation methods,

including InfiniteNature [137] and InfiniteNature-Zero [131], which can generate un-

bounded fly-through videos of natural scenes, and are trained on nature videos or photo

collections. However, these methods generate video sequences in an auto-regressive

manner, and therefore cannot achieve globally consistent 3D scene content. Our
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approach instead adopts a global scene representation that can be trained to gener-

ate consistent-by-construction and realistic novel views spanning large-scale scenes.

Concurrent works for scene synthesis InfiniCity [135] and SceneDreamer[34] leverage

birds-eye-view representations, while SceneScape [61] builds a mesh representation

from text.

5.3 Method

Our scene representation for unbounded landscapes consists of two components, a scene

layout grid and a skydome. The scene layout grid models the landscape terrain, and is

a 2D grid of features defined on a “ground plane.” These 2D features are intended

to describe both the height and appearance content of the terrain, representing the

full 3D scene — in fact, we decode these features to a 3D radiance field, which can

then be rendered to an image (§5.3.1). To enable camera motion beyond the training

volume, we spatially extend the 2D feature grid to arbitrary sizes (§5.3.2). Because

it is computationally expensive to generate and volume render highly detailed 3D

content at the scale we aim for, we use an image-space refinement network that adds

additional texture detail to rendered images (§5.3.3).

The second scene component is a skydome (§5.3.4), which is a spherical (panoramic)

image intended to model very remote content, such as the sun and sky, as well as

distant mountains. The skydome is generated to harmonize with the terrain content

described by the scene layout grid.

All the stages of our approach are trained with GAN losses (§5.3.5). In what

follows, we use the 3D coordinate convention that the ground plane is the xz-plane,

and the 𝑦-axis represents height above or below this plane. Generally, the camera

used to view the scene will be positioned some height above the ground.

5.3.1 Scene layout generation and rendering

To represent a distribution over landscapes, we take a generative approach following

the layout representation of GSN [47]. First, a 2D scene layout grid is synthesized

88



from a sampled random noise code 𝑧 passed to a StyleGAN2 [110] generator 𝐺land.

This creates a 2D feature grid 𝑓land, which we bilinearly interpolate to obtain a 2D

function over spatial coordinates 𝑥 and 𝑧:

𝑓land(𝑥, 𝑧) = Interpolate(𝐺land(𝑧), (𝑥, 𝑧)) (5.1)

To define a full 3D scene, we need a way to compute the content at any 3D location

(𝑥, 𝑦, 𝑧). We define a multi-layer perceptron 𝑀 that takes a scene grid feature, as well

as the height 𝑦 of the point at which we want to evaluate the scene content. The

outputs of 𝑀 are the 2D-to-3D lifted feature 𝑓color and the density 𝜎 at point (𝑥, 𝑦, 𝑧):

𝑓color, 𝜎 = 𝑀(𝑓land(𝑥, 𝑧), 𝑦). (5.2)

In this way, the 2D scene layout grid determines a radiance field over all 3D points

within the bounds of the grid[270, 47, 206]. That is, feature vectors in the grid encode

not just appearance information, but also the height (or possibly multiple heights) of

the terrain at their ground location.

To render an image from a desired camera pose, we cast rays r from the camera

origin through 3D space, sample points (𝑥, 𝑦, 𝑧) along them, and compute 𝑓color and 𝜎

at each point. We then use volume rendering to composite 𝑓color along each ray into

projected 2D image features 𝑓im, a disparity image 𝑑LR, and a sky segmentation mask

𝑚LR. We form an initial RGB image of the terrain, 𝐼LR, via a learned linear projection

𝑃 of these image features. This process is depicted in the left half of Fig. 5-2, and is

defined as:

𝑓im(r) =
𝑁∑︁
𝑖=1

𝑤𝑖𝑓color,𝑖, 𝑑LR(r) =
𝑁∑︁
𝑖=1

𝑤𝑖𝑑𝑖,

𝑚LR(r) =
𝑁∑︁
𝑖=1

𝑤𝑖, 𝐼LR = 𝑃𝑓im,

(5.3)

where 𝑖 ∈ {1..𝑁} refers to the index of each sampled point along ray r in order of

increasing distance from the camera, 𝑑𝑖 is the inverse-depth (disparity) of point 𝑖, and
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weights 𝑤𝑖 are determined from the volume rendering equations used in NeRF [156]

(see supplemental).

We intend the mask 𝑚LR to distinguish sky regions (which will be empty and

filled later using the skydome) from non-sky regions, and achieve this by training

using segmented real images in which color and disparity for sky pixels are replaced

with zero. Since to achieve zero disparity all weights along a ray must be zero (which

also results in a zero-valued color feature), this approach encourages the generator to

omit sky content. However, while we find that the model indeed learns to generate

transparent sky regions, land geometry can also become partially transparent. To

counter this, we penalize visible decreases in opacity along viewing rays using finite

differences of opacity 𝛼:

ℒtransparent(r) =
𝑁∑︁
𝑖=2

𝑤𝑖
max(𝛼𝑖−1 − 𝛼𝑖, 0)

𝛿𝑖
. (5.4)

5.3.2 Layout extension

While 𝐺land creates a fixed-size feature grid, our objective is to generate geometry of

arbitrary size, enabling long-distance camera motion at inference time. Hence, we

devise a way to extend the feature grid in the 𝑥 and 𝑧 dimensions. We illustrate

this process in Fig. 5-3, where we first sample noise codes 𝑧 in a grid arrangement,

where each 𝑧 generates a 2D layout feature grid of size 𝐻 ×𝑊 . To obtain a smooth

transition between these independently sampled layout features, we generalize the

image interpolation approach from SOAT (StyleGAN of all Trades) [40] to two

dimensions. We operate on 2× 2 sub-grids and blend intermediate features from each

layer of the generator as follows:

𝑓𝑘,𝑙+1 = 𝐺𝑙(𝑓𝑙, 𝑧𝑘); 𝑘 = {00, 01, 10, 11}

𝑓𝑙+1 =
∑︁

𝑘={00,01,10,11}

𝛽𝑘(𝑥, 𝑧)𝑓𝑘,𝑙+1.
(5.5)

For each of the four corner anchors 𝑘, we construct the modulated feature 𝑓𝑘,𝑙+1

by applying 𝐺𝑙 (the 𝑙-th layer of 𝐺land) in a fully convolutional manner over the
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Figure 5-3: Layout extension procedure. To extend the layout at inference time, we
sample noise codes 𝑧 in a grid arrangement. To smoothly transition between adjacent feature
grids, we use the SOAT (StyleGAN of All Trades) procedure [40] in 2D. Operating on a 2× 2
sub-grid, we apply each generator layer four times in fully convolutional manner over the
entire sub-grid, each time conditioned on a different corner latent code 𝑧, before multiplying
by bilinear blending weights. This process is repeated for each layer of the generator and each
sub-grid. Each 2× 2 sub-grid produces a 2𝐻 × 2𝑊 feature grid, and sub-grids are blended
together in an overlapping fashion to obtain an extended feature grid 𝑓land of arbitrary spatial
size.

entire sub-grid. We then interpolate between the four feature grids using bilinear

interpolation weights 𝛽𝑘(𝑥, 𝑧). By stitching these 2× 2 sub-grids in an overlapping

manner, we can obtain a scene layout feature grid of arbitrary size to use as 𝑓land.

Additional details are provided in the supplemental.

5.3.3 Image refinement

Due to the computational cost of volume rendering, training the layout generator

at higher resolutions becomes impractical. We therefore use a refinement network

𝐺up to upsample the initial generated image 𝐼LR to a higher-resolution result 𝐼HR,

while adding textural details (Fig. 5-2-right). We use a StyleGAN2 backbone for 𝐺up,

replacing the earlier feature layers with feature output 𝑓im and the RGB residual layers

with a concatenation of 𝐼LR, 𝑑LR, and 𝑚LR. To encourage the refined terrain image

𝐼HR to be consistent with the sky mask, the network also predicts a refined disparity

map and sky mask for compositing with the skydome (see §5.3.4):

𝐼HR, 𝑑HR,𝑚HR = 𝐺up(𝑓im, 𝐼LR, 𝑑LR,𝑚LR). (5.6)
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Eclip Gsky

skydome result

terrain image xHR sky output xsky composite Figure 5-4: Skydome generator.
Conditioned on the terrain image,
the skydome generator 𝐺sky synthe-
sizes distant content (e.g., sky pix-
els and remote mountains) that is
consistent with the generated ter-
rain using encoder 𝐸clip. 𝐺sky uses
cylindrical coordinates to produce
a panoramic image.

We compute a reconstruction loss between the initial and refined disparity and mask

outputs, and penalize 𝐺up for producing gray sky pixels in 𝐼HR outside the predicted

mask 𝑚HR. Please see the supplemental for more details.

For fine texture details, StyleGAN2 also uses layer-wise spatial noise in intermediate

generator layers (in addition to the global latent 𝑧). Using a fixed 2D noise pattern

results in texture ‘sticking’ as we move the camera [111], but resampling it every frame

reduces spatial coherence and removing it entirely results in gridding artifacts. To

avoid these issues and improve spatial consistency, we replace the 2D image-space noise

with projected 3D world-space noise, where the noise input to 𝐺up is the projection of

samples from a grid of noise, 𝑛. This noise pattern is drawn from a standard Gaussian

distribution defined on the ground plane at the same resolution of the layout features,

which is then lifted into 3D and volume rendered along each ray r:

𝑛(r) =
𝑁∑︁
𝑖=1

𝑤𝑖𝑛(𝑥, 𝑧). (5.7)

5.3.4 Skydome

We model remote content (sky and distant mountains) separately with a skydome

generator 𝐺sky (Fig.5-4). This generator follows the StyleGAN3 architecture [111], with

a mapping network and synthesis network conditioned on cylindrical coordinates [25].

We adapt it by conditioning on the terrain output: we encode terrain images 𝐼HR using

the pretrained CLIP image encoder 𝐸clip [183], and concatenate this to the style-code
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output of the mapping network as input into 𝐺sky:

𝐼sky = 𝐺sky(concat(𝐸clip(𝐼HR),mapping(𝑧))). (5.8)

Conditioning on the foreground terrain image encourages the skydome generator to

generate a sky that is consistent with the terrain content. This model trains on

single-view landscape images but can produce a full panorama at inference-time by

passing in coordinates that correspond to a 360∘ cylinder. The skydome is rendered

to an individual camera viewpoint using camera ray directions, giving the skydome

image 𝐼dome which is then composited with the terrain image using the sky mask:

𝐼full = 𝐼HR ⊙𝑚HR + 𝐼dome ⊙ (1−𝑚HR). (5.9)

5.3.5 Training

We train the layout generator (rendering at 32x32), refinement network (upsampling

to 256x256), and skydome generator separately. To train the refinement network,

we operate on outputs of the layout generator, freezing the weights of that model.

For the skydome generator, we train using real landscape images, and apply it

only to the outputs of the refinement network at inference time. We follow the

StyleGAN2 objective [110], with additional losses for each training stage, architecture,

and hyperparameters provided in the supplemental.

Dataset and camera poses. We train on LHQ [221], a dataset of of 90K unposed,

single-view images of natural landscapes. A number of LHQ images contain geometry

that is not amenable to “flying”, such as a landscape pictured through a window, or a

closeup of trees. Therefore, we perform a filtering process on LHQ prior to training

(see supplemental). We also obtain auxiliary outputs – disparity and sky segmentation

– using the pretrained DPT [184] model. Disparity and sky segmentation are used to

construct the real image distribution in the GAN training phases.

After filtering, we use 56,982 images for training, and augment with horizontal

flipping. During training we also need to sample camera poses. Prior 3D generators[47,
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26, 27, 203, 169, 71] either use ground-truth poses from a simulator, or assume an

object-centric camera distribution in which the camera looks at a fixed origin from

some radius. Because our dataset lacks ground truth poses, we first sample a bank

of training poses uniformly across the layout feature grid with random small height

offsets, and rotate such that the near half of the camera view frustum falls entirely

within the layout grid. Since the aerial layout should not be specific to any given

camera pose, we generate 𝑓land without any camera pose information, and then adopt

the sampling scheme from GSN[47] which samples a camera pose from the initial

training pose bank proportional to the inverse terrain density at each camera position,

to avoid placing the camera within occluding geometry.

5.4 Experiments

Given its persistent scene representation and the extensibility of the its layout grid,

our model enables arbitrary motion through a synthesized landscape, including long

camera trajectories. We show sample outputs from our model under a variety of camera

movements (§ 5.4.1); present qualitative and quantitative comparisons with alternate

scene representations, including auto-regressive prediction models and unconditional

generators defined for bounded or object-centric scenes (§ 5.4.2); and investigate

variations of our model to evaluate design decisions (§ 5.4.3).

5.4.1 Persistent, unbounded scene synthesis

Figure 5-5 shows example landscapes generated by our model with various camera

motions. As the camera moves (by rotating and/or translating) the generated imagery

changes in a way that is consistent with the underlying geometry, e.g . hills move across

the image or become closer. Extending the generated aerial feature grid allows us to

place the camera outside the distribution of training camera poses, while maintaining

both geometric and stylistic consistency. As illustrated in Figure 5-1 and our project

page, the persistent and extendable layout features enables synthetic ‘flights’ over

large distances that can also return to a consistent starting point.
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Figure 5-5: Visualization of nearby and extrapolated camera motion. Each row
shows a set of sampled viewpoints, shown in an overhead view in the first column, and the
corresponding rendered images in the other columns. Our model enables 3D-consistent view
synthesis, visible under rotating or translating camera trajectories. We can also extrapolate
the layout features at inference time, enabling camera motions outside of the training camera
distribution (shown as a black square in the last two rows) with a consistent scene style.

5.4.2 Comparing scene representations

We compare our model with three state-of-the-art methods. InfiniteNature-Zero is

an auto-regressive method that, given an initial frame, generates successive frames

sequentially by warping each image to the next based on depth [131]. It allows for

unbounded camera trajectories, but has no persistent world model. GSN [47] and

EG3D [27] are unconditional generative models: GSN uses a layout feature grid which

is also the basis of our model, but focuses on bounded indoor scenes with ground-truth

camera pose trajectories, while EG3D uses a tri-plane representation and primarily

focuses on objects and portraits. These methods have persistent world models (feature

grid and tri-plane representation) but do not allow for unbounded trajectories.

Quantitative comparisons. We evaluate image quality using FID [82], and multi-
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Model Persistent Unbounded FID Consistency

𝐶forward 1-step cycle

Inf Nat Zero [131] ✗ ✓ 28.15 1.84 3.94
Ours (128px) ✓ ✓ 26.09 2.12 0.00

Table 5.1: Comparison with InfiniteNature-Zero. Using camera motions from
InfiniteNature-Zero, we evaluate image quality as FID on 5K images after moving 100
steps forward (𝐶forward), one-step consistency as the L1 error when backwards warping one
camera step, and cycle consistency as the L1 error between the original frame and the result
after a pair of forward/backward steps. InfiniteNature-Zero is more consistent for a single
step, but it has non-zero cyclic consistency error, and image quality degrades after repeated
model applications. L1 values are multiplied by 100 throughout.

Model Persistent Unbounded FID Consistency
𝐶train 𝐶forward 𝐶random

GSN [47] ✓ ✗ 29.95 50.22 45.48 12.80
EG3D [27] ✓ ✗ 9.85 30.17 32.08 3.01
Ours ✓ ✓ 21.42 26.67 23.39 3.56

Table 5.2: Quantitative comparison to unconditional GANs. We evaluate image
quality as FID on 5K images on (a) training camera poses 𝐶train, (b) forward motion 𝐶forward
(See Table 5.1), (c) random camera poses 𝐶random. One-step consistency error is measured as
the L1 error when backwards warping the result after one camera step to the initial frame,
multiplied by 100. Once outside the training pose distribution our model generates better
images than other methods, with consistency close to that of EG3D.

view consistency using photometric error. To compare with InfiniteNature-Zero

(Table 5.1), we initialize with an image and depth map from our model, move the

camera forwards using a forward motion trajectory from InfiniteNature-Zero, and

evaluate image quality at a distance of 100 forward steps. Our model attains better FID,

showing that it does not suffer from image degradation due to successive applications

of an auto-regressive model. To compute one-step consistency error, we generate a

new frame at a position equivalent to one forward step of InfiniteNature-Zero, warp

it back to the original camera position using depth, and compute L1 error with the

original frame in the overlapping region. Because InfiniteNature-Zero uses explicit

warping as part of its model, it can achieve better one-step consistency, whereas

our 2D upsampling operation is more susceptible to geometric inconsistency. We

measure cyclic consistency error as the L1 error between the initial frame to the result

after a step forward and back. Because InfiniteNature-Zero lacks a persistent global
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representation, it has non-zero cyclic consistency error, whereas our model is fully

consistent with zero cyclic consistency error.

To compare with the unconditional generative models GSN and EG3D, we compute

FID on sets of output images corresponding to different distributions of camera

positions: camera poses used in training which are intended to overlap with the layout,

camera poses 100 steps forward from these mimicking InfiniteNature-Zero trajectories,

and a uniform distribution of randomly oriented cameras over the layout grid. As

seen in Table 5.2, GSN is the least successful method when applied to this domain.

EG3D generates high-quality images at training camera poses, but tends to represent

the scene as floating nearby clouds with planar mountains at the edges of the volume

(incorrect geometry). Our method generalizes better to new camera positions. GSN

has the highest one-step consistency error, while the consistency error of our model is

close to that of EG3D (which relies less on 2D upsampling). In the supplemental, we

experiment with an alternative architecture that builds on extendable triplane units

with lower consistency error and faster rendering speed.

Qualitative comparisons. In Fig. 5-6 we show example outputs of each model

over forward-moving and rotating trajectories. Due to its auto-regressive nature, the

quality of InfiniteNature-Zero’s output degrades somewhat as the camera trajectory

becomes longer. A more serious limitation is that, trained only on forward movement,

it is unable to synthesize plausible views under camera rotation. GSN and EG3D also

struggle with long camera trajectories, producing unrealistic outputs as the cameras

approach the spatial limits of the training camera distribution. In the case of GSN

applied to our setting, the results contain flickering and grid-like artifacts, which our

projected noise (§ 5.3.3) mitigates.

5.4.3 Model variations

To investigate individual components of our model, we separately evaluate variations

of the layout generator and refinement network.

Layout generator. The resolution of the scene layout grid and the number of
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Figure 5-6: Comparison to auto-regressive and bounded-volume 3D generative
models. Each row shows results for a given method on two generated scenes under different
camera motion, along with a disparity map. Compared to InfiniteNature-Zero, our model
enables long-range view synthesis by rendering a global scene description from different
viewpoints, rather than auto-regressively predicting successive frames. 3D generative models
like EG3D and GSN do not support view extrapolation on unbounded scenes. See our
webpage for animated results.
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Figure 5-7: Qualitative comparison of model variations. Each row shows a model
variant, visualizing generated geometry (as a rendered scene filled with a checkerboard
pattern), sky mask, rendered terrain, and final image composite. (Top) Without geometry
regularization, the model produces semi-transparent terrain. (Middle) Adding geometry
regularization (Eqn. 5.4) makes the terrain more solid, but there are inconsistencies between
the terrain and mask prediction. (Bottom) Our full model uses geometry regularization and
also adds a upsampler that operates on inverse-depth and sky mask inputs in addition to
RGB (Eqn. 5.6) to discourage boundary effects between the terrain and sky.
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Model
Samples
Per Ray

Layout
Resolution

FID
(𝐼LR)

Low 64 32 33.66
Medium 128 32 32.02
High 128 64 22.62
Full 128 256 16.06

Table 5.3: Variations on layout gen-
eration. Higher feature grid resolution
and more samples per ray yield the best
results, bounded by computational lim-
its. For speed, FID is computed on 5K
samples rendered at 32×32.

Refinement
Output

Projected
Noise

FID (𝐼HR) Consistency
𝐶train 𝐶random

𝐼HR ✗ 26.30 27.08 5.08
𝐼HR, 𝑑HR,𝑚HR ✗ 23.75 27.25 5.81
𝐼HR, 𝑑HR,𝑚HR ✓ 21.42 23.39 3.91

Table 5.4: Variations on the refinement net-
work. We find refining not only the low-resolution
image but also the depth and sky-mask improves
image quality, but can lead to jittery results. The
addition of projected noise into the upsampler re-
sults in smoother frames with lower consistency
error.

samples per ray affect the quality of the volume-rendered output 𝐼LR. As shown in

Table 5.3, higher resolution and more samples lead to the best image quality (FID

computed on 32×32 pixel images for speed, compared to segmented real images with

gray sky pixels). To maximize the capacity of layout generation and rendering within

computational limits we opt for a 256×256 feature grid with 128 samples per ray.

Refinement network. Next, we investigate the refinement stage, which upsamples

and refines the layout generator output. In our full model, the refinement network

operates not only on RGB images but also on inverse-depth and sky mask (Eqn. 5.6),

and uses projected noise for spatial consistency of texture detail (Eqn. 5.7). As shown

in Table 5.4, both help to improve our model’s FID and consistency error.

As shown in Fig. 5-7 (second row), upsampling only the RGB image 𝐼LR can lead

to output that is inconsistent with the generated sky mask, leading to temporally

unstable gaps in the final composited image. This figure also shows the effect of our

geometric regularization (Eqn. 5.4) in reducing unwanted transparency, especially in

distant terrain.

5.5 Discussion and conclusion

Limitations. A few drawbacks of our model include costly volume rendering limiting

the resolution of 𝐼LR, imperfect 3D consistency due to image-space refinement, and

imperfect or repeating geometry decoded from the scene layout features. We elaborate

in the supplemental.
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Conclusion. We present an unconditional world generator for unbounded synthesis

of persistent 3D nature scenes. We build persistent world representation by modeling

scene content with a spatially extendable layout feature grid which can be decoded

via volume rendering to form a terrain image. This rendered terrain is combined with

a separate skydome, representing infinitely far content, to synthesize novel viewpoints

supporting nearby and distant camera motions. Altogether, our model enables 3D

consistent image generation and view synthesis of unbounded scenes learned from

single-view, unposed landscape photos.
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Chapter 6

Epilogue

Driven by the collection of these large datasets and improvements in training techniques,

our ability to synthesize photorealistic images as improved rapidly over the past several

years. However, the practical use case of creating fully random imagery is limited,

thus we turn to methods that impart some manner of controlling the output during

the synthesis process. With these forms of control, we can better specify the content

we want the the image generator to produce.

In this dissertation, we explore two paths towards controllable content creation.

Using the emergent priors from pre-trained synthesis models, we are able to adjust

generated content according to learned perturbations to the latent codes or image

exemplars which are encoded into latent space. The key idea of emergent control is

that a model trained solely for the synthesis task functions as an effective image prior,

and we add control capabilities by holding the model fixed while manipulating its

inputs. The frozen generator allows us to maintain realistic outputs while adjusting

the latent code, so that we can achieve semantically meaningful changes that are

consistent with variations that we might observe in real images. On the other hand,

designed control trains the model jointly to synthesize images while obeying additional

control inputs via adjusted model architectures and training objectives. Here, we focus

on designing spatial constraints, which use coordinate conditioning and geometric

transformations within the model, allowing us to demonstrate variable-rate synthesis

and synthesis of unbounded 3D landscapes with camera control.
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Synthesis for visual analysis. The ability to create and edit synthetic images

not only allows us to give users creative control over generated content, but also

opens the possibility of using them for downstream visual analysis applications. Using

synthesis models as infinite data generators has been explored in the context of

learning image representations for classification tasks [185, 24, 99, 150, 199, 283],

with recent improvements driven by the development of text-to-image synthesis

models [236, 6, 198]. Additionally, these synthetic outputs can serve as stimuli for

human perceptual experiments [68, 62]. With the rise of synthetic content creation, it

is also important to develop mechanisms for detecting such material, using learned

detection models [251, 274, 23, 282, 294] for entirely synthesized content, or consistency

methods when parts of the input have been manipulated [91, 147].

Recent advances in text-to-image synthesis. The image synthesis pipeline

has undergone dramatic improvements within the past year (2022-2023) with the

rise of massive text-to-image datasets [202] and the development of diffusion and

transformer-based synthesis methods [29, 55, 48, 224, 226, 84] leading to massive

foundation models that generate high quality images by combining stochastic noise

sampling with text inputs [192, 30]. In contrast to adversarial objectives in which

two competing models must be carefully balanced, these alternatives offer more stable

training trajectories via an iterative synthesis procedure with ground truth targets, in

which the task is to gradually recover the training image starting from a randomly

sampled latent in multiple iterative steps. While GAN models have largely focused

on single domains or curated datasets like ImageNet, recent work has also developed

techniques for scaling up GAN frameworks to handle text-to-image synthesis on

arbitrary domains [201, 104].

However, even within the scope of these newly developed models, similar editing

goals remain – with just a text caption it is impossible to provide a precise description

of everything one might want to see in an image, so we often require additional

techniques to gain increased control over resulting output. Using these recent text-to-

image models as general-purpose image priors and adjusting the inputs and inference
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procedure allows for properties of emergent control over image editing [122, 241, 81,

54, 152, 63]. One particular application also enables 3D camera control from pretrained

2D diffusion models by optimizing a neural field or mesh using a text-to-image model

as a prior [180, 132, 61]. Alternatively, 3D controls can be incorporated into directly

into diffusion models with aspects of designed control, by reformulating the 3D domain

into 2.5D, 2D, or latent feature representations during model training [129, 216, 28,

264, 257]. As large vision models become increasingly difficult to train from scratch,

an increasingly common approach is a hybrid setup which leverages the emergent

priors of a pretrained model and further finetunes the model with additional designed

objectives for downstream editing [193, 121, 21, 278, 120, 64, 141].

Future directions of image synthesis. Image synthesis as a field is rapidly

progressing, scaling up with larger models and increased diversity of the context we

can create. However, synthesis today is not fully capable of representing everything

that we might observe in the world. Models today tend to be better at producing

object-centric results, but large-scale scenes and complex, detailed layouts remain

difficult to capture in a fully realistic manner. In addition, there are several ways that

we might imagine interacting with our synthesized content.

One possibility is framing synthesis as an iterative procedure, in which the model

can incrementally adjust its outputs based on intermediate user feedback. These

feedback systems have been deployed in text generation domains [56, 168], but image

synthesis today tends to be a single-shot process, in which the user provides some input

and the model produces an output, rather than an interactive, cyclical process. Doing

so brings about additional challenges, such as balancing between preserving content

from previous editing operations while making the adequate changes at subsequent

iterations.

The world itself is also does not exist in a static state; things can move and

change over time. While representing a moving camera within a generated scene is

one way of creating dynamic content, it does not address how the scene itself can

change. Currently, representing dynamic scenes has been handled via video generation
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techniques [222, 20, 219, 16], but these do not address the topic of interactive generation.

For example, we might imagine that if we interactively reconfigure objects in the scene,

the output might change as the result of the sequence of individual actions taken.

Representing dynamic, interactive content creation will require us to reevaluate how

we represent scenes, objects, and motion within our synthesis pipelines.

As our techniques for creating synthetic imagery improve, the fundamental problem

of how we can control aspects of the synthesized content continues to reappear.

Improved control can allow us to efficiently convert anything we imagine in our minds

directly into images, without needing to manually draw the individual pixel values.

Through methods of emergent control added to pretrained models or designed control

built into the model training process, we can develop techniques that allow image

generators to serve as even better creative assistants and increasingly realistic world

models, allowing synthesis to be a more useful tool in our everyday lives.
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Appendix A

Supplementary: GAN Steering

A.1 Additional Methodological Details

A.1.1 Optimization for the linear walk

We learn the walk vector using mini-batch stochastic gradient descent with the Adam

optimizer [114] in tensorflow, trained on 20000 unique samples from the latent space

𝑧. We share the vector 𝑤 across all ImageNet categories for the BigGAN model.

A.1.2 Implementation details for linear walk

We experiment with a number of different transformations learned in the latent space,

each corresponding to a different walk vector. Each of these transformations can

be learned without any direct supervision, simply by applying our desired edit to

the source image. Furthermore, the parameter 𝛼 allows us to vary the extent of the

transformation. We found that a slight modification to each transformation improved

the degree to which we were able to steer the output space: we scale 𝛼 differently for

the learned transformation 𝐺(𝑧 + 𝛼𝑔𝑤), and the target edit edit(𝐺(𝑧), 𝛼𝑡). We detail

each transformation below:

Shift. We learn transformations corresponding to shifting an image in the horizontal

X direction and the vertical Y direction. We train on source images that are shifted
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−𝛼𝑡 pixels to the left and 𝛼𝑡 pixels to the right, where we set 𝛼𝑡 to be between zero

and one-half of the source image width or height 𝐷. When training the walk, we

enforce that the 𝛼𝑔 parameter ranges between -1 and 1; thus for a random shift by 𝑡

pixels, we use the value 𝛼𝑔 = 𝛼𝑡/𝐷. We apply a mask to the shifted image, so that

we only apply the loss function on the visible portion of the source image. This forces

the generator to extrapolate on the obscured region of the target image.

Zoom. We learn a walk which is optimized to zoom in and out up to four times the

original image. For zooming in, we crop the central portion of the source image by

some 𝛼𝑡 amount, where 0.25 < 𝛼𝑡 < 1 and resize it back to its original size. To zoom

out, we downsample the image by 𝛼𝑡 where 1 < 𝛼𝑡 < 4. To allow for both a positive

and negative walk direction, we set 𝛼𝑔 = log(𝛼𝑡). Similar to shift, a mask applied

during training allows the generator to inpaint the background scene.

Color. We implement color as a continuous RGB slider, e.g., a 3-tuple 𝛼𝑡 = (𝛼𝑅, 𝛼𝐺,

𝛼𝐵), where each 𝛼𝑅, 𝛼𝐺, 𝛼𝐵 can take values between [−0.5, 0.5] in training. To edit the

source image, we simply add the corresponding 𝛼𝑡 values to each of the image channels.

Our latent space walk is parameterized as 𝑧+𝛼𝑔𝑤 = 𝑧+𝛼𝑅𝑤𝑅+𝛼𝐺𝑤𝐺+𝛼𝐵𝑤𝐵 where

we jointly learn the three walk directions 𝑤𝑅, 𝑤𝐺, and 𝑤𝐵.

Rotate in 2D. Rotation in 2D is trained in a similar manner as the shift operations,

where we train with −45 ≤ 𝛼𝑡 ≤ 45 degree rotation. Using 𝑅 = 45, scale 𝛼𝑔 = 𝛼𝑡/𝑅.

We use a mask to enforce the loss only on visible regions of the target.

Rotate in 3D. We simulate a 3D rotation using a perspective transformation along

the Z-axis, essentially treating the image as a rotating billboard. Similar to the 2D

rotation, we train with −45 ≤ 𝛼𝑡 ≤ 45 degree rotation, we scale 𝛼𝑔 = 𝛼𝑡/𝑅 where

𝑅 = 45, and apply a mask during training.

A.1.3 Linear NN(𝑧) walk

Rather than defining 𝑤 as a vector in 𝑧 space (Eq. 2.1), one could define it as a function

that takes a 𝑧 as input and maps it to the desired 𝑧′ after taking a variable-sized step

𝛼 in latent space. In this case, we may parametrize the walk with a neural network
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𝑤 = NN(𝑧), and transform the image using 𝐺(𝑧 + 𝛼NN(𝑧)). However, as we show in

the following proof, this idea will not learn to let 𝑤 be a function of 𝑧.

Proof. For simplicity, let 𝑤 = 𝐹 (𝑧). We optimize for 𝐽(𝑤, 𝛼) = E𝑧 [ℒ(𝐺(𝑧 + 𝛼𝑤), edit(𝐺(𝑧), 𝛼))]

where 𝛼 is an arbitrary scalar value. Note that for the target image, two equal edit

operations is equivalent to performing a single edit of twice the size (e.g., shifting by

10px the same as shifting by 5px twice; zooming by 4x is the same as zooming by 2x

twice). That is,

edit(𝐺(𝑧), 2𝛼) = edit(edit(𝐺(𝑧), 𝛼), 𝛼).

To achieve this target, starting from an initial 𝑧, we can take two steps of size 𝛼 in

latent space as follows:

𝑧1 = 𝑧 + 𝛼𝐹 (𝑧)

𝑧2 = 𝑧1 + 𝛼𝐹 (𝑧1)

However, because we let 𝛼 take on any scalar value during optimization, our objective

function enforces that starting from 𝑧 and taking a step of size 2𝛼 equals taking two

steps of size 𝛼:

𝑧 + 2𝛼𝐹 (𝑧) = 𝑧1 + 𝛼𝐹 (𝑧1) (A.1)

Therefore:

𝑧 + 2𝛼𝐹 (𝑧) = 𝑧 + 𝛼𝐹 (𝑧) + 𝛼𝐹 (𝑧1) ⇒

𝛼𝐹 (𝑧) = 𝛼𝐹 (𝑧1) ⇒

𝐹 (𝑧) = 𝐹 (𝑧1).

Thus 𝐹 (·) simply becomes a linear trajectory that is independent of the input 𝑧.

A.1.4 Optimization for the non-linear walk

Given the limitations of the previous walk, we define our nonlinear walk 𝐹 (𝑧) using

discrete step sizes 𝜖. We define 𝐹 (𝑧) as 𝑧+NN(𝑧), where the neural network NN learns
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a fixed 𝜖 step transformation, rather than a variable 𝛼 step. We then renormalize

the magnitude 𝑧. This approach mimics the Euler method for solving ODEs with a

discrete step size, where we assume that the gradient of the transformation in latent

space is of the form 𝜖𝑑𝑧
𝑑𝑡

= NN(𝑧) and we approximate 𝑧𝑖+1 = 𝑧𝑖 + 𝜖𝑑𝑧
𝑑𝑡
|𝑧𝑖 . The key

difference from A.1.3 is the fixed step size, which avoids optimizing for the equality in

(A.1).

We use a two-layer neural network to parametrize the walk, and optimize over 20000

samples using the Adam optimizer as before. Positive and negative transformation

directions are handled with two neural networks having identical architecture but

independent weights. We set 𝜖 to achieve the same transformation ranges as the linear

trajectory within 4-5 steps.

A.2 Additional Experiments

A.2.1 Model and data distributions

How well does the model distribution of each property match the dataset distribution?

If the generated images do not form a good approximation of the dataset variability,

we expect that this would also impact our ability to transform generated images. In

Fig. A-1 we show the attribute distributions of the BigGAN model 𝐺(𝑧) compared to

samples from the ImageNet dataset. We show corresponding results for StyleGAN

and its respective datasets in Appendix A.2.5. While there is some bias in how well

model-generated images approximate the dataset distribution, we hypothesize that

additional biases in our transformations come from variability in the training data.

A.2.2 Quantifying transformation limits

We observe that when we increase the transformation magnitude 𝛼 in latent space,

the generated images become unrealistic and the transformation ceases to have further

effect. We show this qualitatively in Fig. 2-3. To quantitatively verify this trends, we

can compute the LPIPS perceptual distance of images generated using consecutive
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pairs of 𝛼𝑖 and 𝛼𝑖+1. For shift and zoom transformations, perceptual distance is larger

when 𝛼 (or log(𝛼) for zoom) is near zero, and decreases as the the magnitude of 𝛼

increases, which indicates that large 𝛼 magnitudes have a smaller transformation

effect, and the transformed images appear more similar. On the other hand, color and

rotate in 2D/3D exhibit a steady transformation rate as the magnitude of 𝛼 increases.

Note that this analysis does not tell us how well we achieve the specific transforma-

tion, nor whether the latent trajectory deviates from natural-looking images. Rather,

it tells us how much we manage to change the image, regardless of the transformation

target. To quantify how well each transformation is achieved, we rely on attribute

detectors such as object bounding boxes (see A.2.3).

A.2.3 Detected bounding boxes

To quantify the degree to which we are able to achieve the zoom and shift transforma-

tions, we rely on a pre-trained MobileNet-SSD v1 ∗ object detection model. In Fig. A-3

and A-4 we show the results of applying the object detection model to images from

the dataset, and images generated by the model under the zoom, horizontal shift, and

vertical shift transformations for randomly selected values of 𝛼, to qualitatively verify

that the object detection boundaries are reasonable. Not all ImageNet images contain

recognizable objects, so we only use ImageNet classes containing objects recognizable

by the detector for this analysis.

A.2.4 Alternative walks in BigGAN

LPIPS objective

In the main text, we learn the latent space walk 𝑤 by minimizing the objective

function:

𝐽(𝑤, 𝛼) = E𝑧 [ℒ(𝐺(𝑧 + 𝛼𝑤), edit(𝐺(𝑧), 𝛼))] . (A.2)

∗https://github.com/opencv/opencv/wiki/TensorFlow-Object-Detection-API
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using a Euclidean loss for ℒ. In Fig. A-5 we show qualitative results using the LPIPS

perceptual similarity metric [280] instead of Euclidean loss. Walks were trained using

the same parameters as those in the linear-L2 walk shown in the main text: we use

20k samples for training, with Adam optimizer and learning rate 0.001 for zoom and

color, 0.0001 for the remaining edit operations (due to scaling of 𝛼).

Non-linear Walks

Following A.2.4, we modify our objective to use discrete step sizes 𝜖 rather than

continuous steps. We learn a function 𝐹 (𝑧) to perform this 𝜖-step transformation on

given latent code 𝑧, where 𝐹 (𝑧) is parametrized with a neural network. We show

qualitative results in Fig. A-6. We perform the same set of experiments shown in

the main text using this nonlinear walk in Fig. A-7. These experiments exhibit

similar trends as we observed in the main text – we are able to modify the generated

distribution of images using latent space walks, and the amount to which we can

transform is related to the variability in the dataset. However, there are greater

increases in FID when we apply the non-linear transformation, suggesting that these

generated images deviate more from natural images and look less realistic.

Additional Qualitative Examples

We show qualitative examples for randomly generated categories for BigGAN linear-L2,

linear LPIPS, and nonlinear trajectories in Figs. A-8, A-9, A-10 respectively.

A.2.5 Walks in StyleGAN

We perform similar experiments for linear latent space walks using StyleGAN models

trained on the LSUN cat, LSUN car, and FFHQ face datasets. As suggested by Karras

et al. [107], we learn the walk vector in the intermediate 𝑊 latent space due to

improved attribute disentanglement in 𝑊 . We show qualitative results for color, shift,

and zoom transformations in Figs. A-11, A-13, A-15 and corresponding quantitative

analyses in Figs. A-12, A-14, A-16. We show qualitative examples for the comparison
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of optimizing in the 𝑊 and 𝑧 latent spaces in Stylegan in A-19.

A.2.6 Walks in Progressive GAN

We also experiment with the linear walk objective in the latent space of Progressive

GAN [106]. One interesting property of the Progressive GAN interpolations is that

they take much longer to train to have a visual effect – for example for color, we

could obtain drastic color changes in Stylegan W latent space using as few as 2k

samples, but with progressive gan, we used 60k samples and still did not obtain as

strong of an effect. This points to the Stylegan w latent space being more “flexible”

and generalizable for transformation, compared to the latent space of progressive

GAN. Moreover, we qualitatively observe some entanglement in the progressive gan

transformations – for example, changing the level of zoom also changes the lighting.

We did not observe big effects in the horizontal and vertical shift transformations.

Qualitative examples and quantitative results are shown in Figs. A-17, A-18.

A.2.7 Qualitative examples for additional transformations

Since the color transformation operates on individual pixels, we can optimize the walk

using a segmented target – for example when learning a walk for cars, we only modify

pixels in segmented car region when generating edit(𝐺(𝑧), 𝛼). StyleGAN is able to

roughly localize the color transformation to this region, suggesting disentanglement of

different objects within the 𝑊 latent space (Fig. A-20 left) as also noted in Karras et al.

[107], Shen et al. [210]. We also show qualitative results for adjust image contrast

(Fig. A-20 right), and for combining zoom, shift X, and shift Y transformations

(Fig. A-21).

A.2.8 Additional results for improving model steerability

We further test the hypothesis that dataset variability impacts the amount we are

able to transform by comparing DCGAN models trained with and without data

augmentation. Namely, with data augmentation, the discriminator is able to see
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edited versions of the real images. We also jointly train the model and the walk

trajectory which encourages the model to learn linear walks. For zoom, horizontal

shift, and 2D rotate transformations, additional samples for three training approaches

– without data augmentation, with data augmentation, and joint optimization – appear

in Fig. A-22-A-24. Qualitatively, transformations using the model trained without

data augmentation degrade the digit structure as 𝛼 magnitude increases, and may even

change one digit to another. Training with data augmentation and joint optimization

better preserves digit structure and identity.
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Figure A-1: Comparing model versus dataset distribution. We plot statistics of the
generated under the color (luminance), zoom (object bounding box size), and shift operations
(bounding box center), and compare them to the statistics of images in the training dataset.
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Figure A-2: Perceptual distances along the transformation path. LPIPS Perceptual
distances between images generated from pairs of consecutive 𝛼𝑖 and 𝛼𝑖+1. We sample 1000
images from randomly selected categories using BigGAN, transform them according to the
learned linear trajectory for each transformation. We plot the mean perceptual distance and
one standard deviation across the 1000 samples (shaded area), as well as 20 individual samples
(scatterplot). Because the Rotate 3D operation undershoots the targeted transformation, we
observe more visible effects when we increase the 𝛼 magnitude.
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Figure A-3: Visualization of object boxes. Bounding boxes for random selected classes
using ImageNet training images.

Figure A-4: Object boxes for generated images. Bounding boxes for random selected
classes using model-generated images for zoom and horizontal and vertical shift transforma-
tions under random values of 𝛼.

113



Figure A-5: Optimization using perceptual losses. Linear walks in BigGAN, trained
to minimize LPIPS loss. For comparison, we show the same samples as in Fig. 2-1 (which
used a linear walk with L2 loss).

Figure A-6: Nonlinear walks in BigGAN. These are trained to minimize L2 loss for
color and LPIPS loss for the remaining transformations. For comparison, we show the same
samples in Fig. 2-1 (which used a linear walk with L2 loss), replacing the linear walk vector
𝑤 with a nonlinear walk.
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Figure A-7: Quantitative experiments for nonlinear walks in BigGAN. We show
the attributes of generated images under the raw model output 𝐺(𝑧), compared to the
distribution under a learned transformation model(𝛼), the intersection area between 𝐺(𝑧)
and model(𝛼), FID score on transformed images, and scatterplots relating dataset variability
to the extent of model transformation.
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- Color +- Zoom +
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- Rotate 2D + - Rotate 3D +

Figure A-8: Samples with L2 loss. Qualitative examples for randomly selected categories
in BigGAN, using the linear trajectory and L2 objective.

116



- Rotate 2D +

- Shift X +

- Zoom +

- Rotate 3D +

- Shift Y +

- Color +

Figure A-9: Samples with perceptual loss. Qualitative examples for randomly selected
categories in BigGAN, using the linear trajectory and LPIPS objective.
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Figure A-10: Samples with nonlinear trajectory. Qualitative examples for randomly
selected categories in BigGAN, using a nonlinear trajectory.
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Figure A-11: Samples using StyleGAN car generator. Qualitative examples for learned
transformations using the StyleGAN car generator.
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Figure A-12: StyleGAN car model transformation metrics. Quantitative experiments
for learned transformations using the StyleGAN car generator.
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Figure A-13: Samples using StyleGAN cat generator. Qualitative examples for learned
transformations using the StyleGAN cat generator.
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Figure A-14: StyleGAN cat model transformation metrics. Quantitative experiments
for learned transformations using the StyleGAN cat generator.
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Figure A-15: Samples using StyleGAN face generator. Qualitative examples for
learned transformations using the StyleGAN FFHQ face generator.
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Figure A-16: StyleGAN face model transformation metrics. Quantitative experiments
for learned transformations using the StyleGAN FFHQ face generator. For the zoom operation
not all faces are detectable; we plot the distribution as zeros for 𝛼 values in which no face is
detected. We use the dlib face detector [113] for bounding box coordinates.
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- Zoom + - Color +

- Shift X + - Shift Y +

Figure A-17: Samples using ProGAN face generator. Qualitative examples for learned
transformations using the Progressive GAN CelebaA-HQ face generator.
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Figure A-18: ProGAN face model transformation metrics. Quantitative experiments
for learned transformations using the Progressive GAN CelebA-HQ face generator.
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Target

w latent

z latent

- Brightness + - Brightness +

Figure A-19: StyleGAN latent space comparisons. Comparison of optimizing for color
transformations in the Stylegan w and z latent spaces.

- Contrast +- Color +

Figure A-20: Latent walk variations. Qualitative examples of optimizing for a color
walk with a segmented target using StyleGAN in left column and a contrast walk for both
BigGAN and StyleGAN in the right column.

Figure A-21: Combination of walk vectors. Qualitative examples of a linear walk
combining the zoom, shift X, and shift Y transformations. First row shows the target image,
second row shows the result of learning a walk for the three transformations jointly, and
the third row shows results for combining the separately trained walks. Green vertical line
denotes image center.
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argmin W + augargmin W argmin G,W

Figure A-22: DCGAN zoom visualization. Qualitative experiments on steerability with
an MNIST DCGAN for the Zoom transformation. Odd rows are the target images and even
rows are the learned transformations.

argmin W + augargmin W argmin G,W

Figure A-23: DCGAN shift visualization. Qualitative experiments on steerability with
an MNIST DCGAN for the Shift X transformation. Odd rows are the target images and
even rows are the learned transformations.
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argmin W + augargmin W argmin G,W

Figure A-24: DCGAN rotate visualization. Qualitative experiments on steerability
with an MNIST DCGAN for the Rotate 2D transformation. Odd rows are the target images
and even rows are the learned transformations.
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Appendix B

Supplementary: Latent Composition

B.1 Supplementary Methods

B.1.1 Additional training details

The loss function of the encoder contains image loss terms to ensure that the output

of the generator approximates the target image, and a latent recovery loss term to

ensure that the predicted latent code matches the original latent code. On the image

side, we use mean square error loss in conjunction with LPIPS perceptual loss [281].

The latent recovery loss depends on the type of GAN. Due to pixel normalization

in ProGAN, we use a latent recovery loss based on cosine similarity, as the exact

magnitude of the recovered latent code does not matter after normalization:

𝐿𝑧 = 1− 𝑧

||𝑧||2
· 𝐸(𝑥)

||𝐸(𝑥)||2
. (B.1)

For StyleGAN, we invert to an intermediate latent space, as it is known that in

this space semantic properties are better disentangled than in 𝒵 [107]. Furthermore,

allowing the latents to differ on different scales has been shown to better capture the

variability of real images [1]. During training, we therefore generate different latents

for different scales, and train the encoder to estimate different styles, i.e. estimate

𝑤 ∈ 𝒲+. Unlike the latent space of ProGAN, however, 𝑤 ∈ 𝒲+ is not normalized to
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the hypersphere. Instead of a cosine loss, we therefore use a mean square error loss as

the latent recovery loss:

𝐿𝑤 = ||𝑤 − 𝐸(𝑥)||2. (B.2)

We train the encoders using a ResNet backbone (ResNet-18 for ProGAN, and

ResNet-34 for Stylegan; He et al. [79]), modifying the output dimensionality to match

the number of latent dimensions for each GAN. The encoders are trained with the

Adam optimizer [114] with learning rate 𝑙𝑟 = 0.0001. Training takes from two days to

about a week on a single GPU, depending on the resolution of the GAN. For ProGAN

encoders, we use batch size 16 for the 256 resolution generators, and train for 500K

batches. For the 1024 resolution generator, we use batch size 4 and 400K batches.

We train the StyleGAN encoders for 680k batches (256 and 512 resolution) or 580k

batches (1024 resolution), and add identity loss [188] with weight 𝜆 = 1.0 on the

FFHQ encoder.

When training with masks, we take a small 6x6 patch of random uniform noise 𝑢,

upsample to the generator’s resolution, and sample a threshold 𝑡 from the uniform

distribution in range [0.3, 1.0] to create the binary mask:

𝑚 = 1 [Upsample(𝑢) > 𝑡]

𝑥𝑚 = 𝑚⊗ 𝑥
(B.3)

We also experimented with masks comprised of random rectangular patches [279], but

obtained qualitatively similar results. At inference time, the exact shape of the mask

does not matter: we can use hard coded rectangles, hand-drawn masks, or masks

based on other pretrained networks. Note that the mask does not distinguish between

input image parts – it is a binary mask with value 1 where the generator should try

to reconstruct, and 0 where the generator should fill in the missing region.

B.1.2 Additional details on composition

When creating automated collages from image parts, we use a pretrained segmentation

network [265] to extract parts from randomly sampled individual images. We manually
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define a set of segmentation class for a given image class, and, to handle overlap

between parts, specify an order to these segmentation classes. To generate a collage,

we then sample one random image per class. For church scenes, we use an ordering of

(from back to front) sky, building, tree, and foreground layers – this ensures that a

randomly sampled building patch will appear in front of the randomly sampled sky

patch. For living rooms, the ordering we use is floor, ceiling, wall, painting, window,

fireplace, sofa, and coffee table – again ensuring that the more foreground elements

are layered on top. For cars, we use sky, building, tree, foreground, and car. For faces

we order by background, skin, eye, mouth, nose, and hair. In Sec. B.2.4 we investigate

using other methods to extract patches from images, rather than image parts derived

from segmentation classes.

B.2 Supplementary Results

B.2.1 Additional applications

In the main text, we primarily focus on using the regression network as a tool to

understand how the generator composes scenes from missing regions and disparate

image parts. However, because the regressor allows for fast inference, it enables a

number of other real-time image synthesis applications.

Image Completion From Masked Inputs. Using the masked latent space re-

gressor in Eqn. 3.3, we investigate the GAN’s ability to automatically fill in unknown

portions of a scene given incomplete context. These reconstructions are done on parts

of real images to ensure that the regressor is not simply memorizing the input, as

could be the case with a generated input (the regressor is never trained on real images).

For example, when a headless horse is shown to the masked regressor, the rest of the

horse can be filled in by the GAN. In contrast, a regressor that is unaware of missing

pixels (Eqn. 3.2; RGB) is unable to produce a realistic output. We show qualitative

examples in Fig. B-1.
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Source Masked RGB RGBM
ProGAN Church

Source Masked RGB RGBM
StyleGAN Horse

Figure B-1: Image completion from masked inputs. Given a masked real image, a
regressor without knowledge of masked images (RGB) is unable to realistically reconstruct
the scene, while the regressor trained on masks inputs inpaints in the unknown region in a
way that is consistent with the given context (RGBM).

Multimodal Editing. Because the regressor only requires a single example of the

property we want to reconstruct, it is possible to achieve multimodal manipulations

simply by overlaying different desired properties on a given context image. Here, we

demonstrate an example of adding different styles of trees to a church scene. In each

of the context images, there is originally no tree on the right-hand side. We can

add different types of trees to each context image simply by replacing some pixels

with tree pixels from a different image, and performing image inversion to create the

composite. Here, we use a rectangular region as a mask, rather than following the

boundary of the tree precisely. However, note that, after inversion, the color of the sky

remains consistent in the composite image, and so does the building color in second

tree example. This image editing approach does not require learning separate clusters

or having labelled attributes, and therefore can be done with a single pair of images

without known cluster definitions, unlike the methods of Bau et al. [10] and Collins

et al. [42]. Furthermore, unlike methods based on segmentation maps [172, 73], styles

within each individual semantic category, e.g. the color of the sky, is also changeable

based on the provided input to the encoder.

Attribute Editing With A Single Unlabeled Example. Typically in attribute

editing using generative models, one requires a collection of labeled examples of the

attribute to modify; for example, we take a collection of generated images with and

without the attribute based on an attribute classifier, and find the average difference

in their latent codes [98, 182, 68, 210]. Here, we demonstrate an approach towards

attribute editing without using attribute labels (Fig. B-3). We overlay a single example
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Figure B-2: Latent regression for multimodal editing. Using latent regression, we can
perform multimodal editing to a context image. Each editing operation uses a single pair of
images. Here, our editing mask is a rough rectangular box. Note how in case of Tree 2, the
pasted region includes part of the church; the regressor attempts to include this part, and
the resulting re-generated building therefore looks different from the building in the other
examples.

of our target attribute (e.g. a smiling mouth or a round church tower), on top of the

context image we want to modify, and encode it to get the corresponding latent code.

We then subtract the difference between the original and modified latent codes, and

add it to the latent code of the secondary context image: 𝑧1,modified − 𝑧1 + 𝑧2. This

bypasses the need for an attribute classifier, such as one that identifies round or square

church towers.

Dataset Rebalancing. Because the latent regression inverter only requires a forward

pass through the network, we can quickly generate a large number of reconstructions.

Here, we use this property to investigate rebalancing a dataset (Fig. B-4). Using

pretrained attribute detectors from Karras et al. [107], we first note that there is a

smaller fraction of smiling males than smiling females in CelebA-HQ (first panel),

although the detector itself is biased and tends to overestimate smiling in general

compared to ground truth labels (second panel). The detections in the GAN generated

images mimic this imbalance (third panel). Next, using a fixed set of generated
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Figure B-3: Transferring manipulations to unseen images. We demonstrate the
transfer capability of the latent code manipulations. From a single pair of images, we can
compute a manipulation vector and apply it to a secondary image, which edits the secondary
image accordingly.

images, we randomly swap the mouth regions among them in accordance to our

desired proportion of smiling rates – we give each face a batch of 16 possible swaps and

taking the one that yields the strongest detection as smiling/not smiling based on our

desired characteristic (if no swaps are successful, the face is just used as is). We use a

hardcoded rectangular box region around the mouth, and encode the image through

the generator to blend the modified mouth to the face. After performing swapping on

generated images, this allows us rebalance the smiling rates, better equalizing smiling

among males and females (fourth panel). Finally, we use the latent regression to

perform mouth swapping on the dataset, and train a secondary GAN on this modified

dataset – this also improves the smiling imbalance, although the effect is stronger in

males than females (fifth panel). We note that a limitation of this method is that

the rebalanced proportion uses the attribute detector as supervision, and therefore

a biased or inaccurate attribute detector will still result in biases in the rebalanced

dataset.

B.2.2 Comparing composition with latent space interpolation

In the main text, we compare our composition approach to two types of interpolations

– latent 𝛼-blending and pixel 𝛼-blending – on a living room generator. Here, we show
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Figure B-4: Dataset rebalancing using latent space regression. From pretrained
attribute detectors, a smaller fraction of males smile than females in CelebA-HQ, and the
GAN samples mimic this trend. By swapping mouths in the GAN samples, we can equalize
male and female smiling rates. Next, we do this swap and invert operation on the dataset
and retrain a GAN on the modified dataset, which also improves balance in smiling rates
although the effect is stronger for the male category.

equivalent examples in church scenes. In Fig. B-5, we demonstrate a “tree” edit, in

which we want the background church to remain the same but trees to be added in

the foreground. Compared to latent and pixel 𝛼-blending, the composition approach

better preserves the church while adding trees, which we quantify using masked L1

distance. Similarly, we can change the sky of context scene – e.g. by turning a clear

sky into a cloudy one in Fig. B-6, where again, using composition better preserves the

details of the church as the sky changes, compared to 𝛼-blending.

In Fig B-7, we show the result of changing the smile on a generated face image.

For the smile attribute, we also compare to a learned smile edit vector using labelled

images from a pretrained smile classifier. We additionally measure the the facial

embedding distance using a pretrained face-identification network∗ – the goal of the

interpolation is to change the smile of the image while reducing changes to the rest of

the face identity, and thus minimize embedding distance. Because the mouth region

is small, choosing the interpolation weight 𝛼 by the target area minimally changes

the interpolated image (𝛼 > 0.99), so instead we use an 𝛼 = 0.7 weight so that

all methods have similar distance to the target. While the composition approach

and applying learned attribute vector perform similarly, learning the attribute vector

requires labelled examples, and cannot perform multimodal modifications such as

applying different smiles to a given face.

∗https://github.com/timesler/facenet-pytorch
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Figure B-5: Quantifying reconstruction fidelity: adding trees. Comparison of image
editing outcomes when adding trees (Target) to different scenes (Context). The overlay of
these two components is shown in Collage, where we use a mask to indicate missing regions.
We compare (1) Composition: using the encoder and generator to blend the images together
to (2) Latent 𝛼-blend: interpolation in the latent codes of the encoded images and (3) Pixel
𝛼-blend: interpolation in pixel space, which then passes through the encoder to pull the
image closer to the image manifold. (Right) Over 500 randomly sampled images, we find
that the composition approach is better able to match properties of both the context and
target images compared to the two alpha-blending techniques.
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Figure B-6: Quantifying reconstruction fidelity: changing sky. Comparison of image
editing outcomes when changing the sky of a scene, using similar encoder-based Composition,
Latent 𝛼-blend, and Pixel 𝛼-blend methods as above.
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Figure B-7: Quantifying reconstruction fidelity: add smile. Comparison of image
editing outcomes using the same encoder-based Composition, Latent 𝛼-blend, and Pixel
𝛼-blend methods as above when adding a smile to a face. We also compare these approaches
to the modifications produced by edit vector learned from attribute labels.
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B.2.3 Loss ablations

When training the regression network, we use a combination of three losses: pixel loss,

perceptual loss [281], and a latent recovery loss. In this section, we investigate the

reconstruction result using different combinations of losses on the ProGAN church

generator. In the first case, we do not enforce latent recovery, so the encoded latent

code does not have to be close to the ground truth latent code but the encoder and

generator just need to reconstruct the masked input image. In the second case, we

investigate omitting the perceptual loss, and simply use an L2 loss in image space.

Since the encoders are trained with L2 loss and the VGG variant of perceptual loss, we

evaluate with L1 reconstruction and the AlexNet variant of perceptual loss. Training

with all losses leads to reconstructions that are more perceptually similar (lower LPIPS

loss) compared to the two other variants, while per-pixel L1 reconstruction is not

greatly affected (Tab. B.1). We show qualitative examples of the reconstructions on

masked input in Fig. B-8.

Table B.1: Encoder network ablations. Table of masked L1 and LPIPS-Alexnet
reconstruction errors for encoder networks trained with all losses, no latent loss, and no
perceptual loss.

All Losses No Latent No LPIPS

L1 0.194 0.194 0.197
LPIPS(alex) 0.291 0.305 0.318

B.2.4 Additional composition results

Comparing different composition approaches. In Fig B-9, we show examples

of extracted image parts, the collage formed by overlaying the image parts, and the

result of poisson blending the images according to the outline of each extracted part.

We further compare to variations of the encoder setup, where (1) RGB: the encoder is

not aware of missing pixels in the collaged input, (2) RGB Fill: we fill the missing

pixels with the average color of the background layer, and (3) RGBM: we allow the

encoder and generator to inpaint on missing regions. Table B.2 shows image quality

metrics of FID (lower is better; Heusel et al. [82]) and density and coverage (higher
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Figure B-8: Visualization of encoder variations. Qualitative examples of reconstructions
from masked inputs on encoders trained with different combinations of loss terms.

is better; Naeem et al. [161]) and masked L1 reconstruction (lower is better) for

each generator and domain. To obtain feature representations for the density and

coverage metrics, we resize all images to 256px and use pretrained VGG features prior

to the final classification layer [218]. While the composite input collages are highly

unrealistic with high FID and low density/coverage, the inverted images are closer to

the image manifold. Of the three inversion methods, the RGBM inversion tends to

yield lower FID and higher density and coverage, while minimizing L1 reconstruction

error. We compare the GAN inversion methods to Poisson blending [177], in which we

incrementally blend the 4-8 image layers on top of each other using their respective

masks. As Poisson blending does not naturally handle inpainting, we do not mask the

bottom-most image layer, but rather use it to fill in any remaining holes in the blended

image. We find that Poisson blending is unable to create realistic composites, due to

the several overlapping, yet misaligned, image layers used to create the composites.

Comparing different image reconstruction generators. How are image priors

different across different image reconstruction pipelines? Our encoder method relies on
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Figure B-9: Qualitative examples of automatic image composition. We extract
parts of sampled images and overlay them to form a rough collage. We compare Poisson
blending the image parts (we use the bottom-most image layer to fill in any remaining
holes in the collaged image) to encoder-based methods that invert the collage through the
generator, either without knowledge of missing pixels (RGB and RGB Fill methods), or
with the objective of inpainting the missing regions (RGBM). While the RGB and RGB Fill
methods also demonstrate an alignment-correcting effect, we find quantitatively that the
RGBM encoder tends to have lower FID over 50K samples (Tab. B.2).

a pretrained generator, and trains an encoder network to predict the generator’s latent

code of a given image. Therefore, it can take advantage of the image priors learned

by the generator to keep the result close to the image manifold. Here, we compare

to different image reconstruction approaches, such as autoencoder architectures or

optimization methods rather than feed-forward inference. We construct the same

set of input collages using parts of real images and compare a variety of image

reconstruction methods encompassing feed-forward networks, pretrained GAN models,

encoder networks. Since some reconstruction methods are optimization-based and

thus take several minutes, we use a set of 200 images. We then compute the L1
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Table B.2: Quantitative comparison of automated collaging. The latent regressor
and generator pulls the unrealistic composite images closer to the real manifold, yielding high
density and coverage and lower FID on output, compared to the collaged inputs and Poisson
blending. For ProGAN models, we use PyTorch models from Bau et al. [11]; for StyleGAN
models, we use a Pytorch conversion of the Tensorflow models from Karras et al. [107].

Model Metric GAN
Samples

GAN
Reconstructions Collage

Collage
Filled

Poisson
Blended

RGB
Inverted

RGB Filled
Inverted

RGBM
Inverted

ProGAN
Church

FID 8.01 6.72 21.20 27.35 24.12 10.85 12.90 9.40
Density 0.94 1.04 0.15 0.15 0.45 1.02 0.92 1.23
Coverage 0.78 0.82 0.22 0.22 0.41 0.71 0.74 0.78

Masked L1 – – – – – 0.26 0.28 0.26

ProGAN
Living Room

FID 13.17 10.46 72.82 69.95 47.84 19.50 17.70 14.90
Density 0.69 0.86 0.01 0.03 0.28 0.98 0.81 1.05
Coverage 0.63 0.69 0.02 0.02 0.26 0.60 0.59 0.64

Masked L1 – – – – – 0.33 0.34 0.30

ProGAN
CelebA-HQ

FID 10.43 12.38 81.82 82.09 53.76 16.24 15.35 17.41
Density 1.27 1.55 0.11 0.14 0.28 1.14 1.19 1.69
Coverage 0.83 0.84 0.03 0.03 0.15 0.72 0.74 0.78

Masked L1 – – – – – 0.26 0.26 0.24

StyleGAN
Church

FID 3.90 4.27 15.66 22.89 16.92 6.13 6.75 6.09
Density 0.88 1.06 0.15 0.14 0.41 1.31 1.31 1.50
Coverage 0.85 0.87 0.26 0.25 0.50 0.85 0.86 0.87

Masked L1 – – – – – 0.32 0.32 0.30

StyleGAN
Car

FID 2.31 2.98 17.44 141.21 15.38 6.23 5.87 5.38
Density 1.07 1.32 0.37 0.42 0.61 1.69 1.53 1.51
Coverage 0.94 0.94 0.44 0.36 0.54 0.92 0.91 0.91

Masked L1 – – – – – 0.32 0.34 0.30

StyleGAN
FFHQ

FID 2.86 6.27 92.15 92.00 36.54 26.25 25.63 24.09
Density 1.17 1.61 0.16 0.17 0.26 1.67 1.58 2.01
Coverage 0.90 0.89 0.02 0.02 0.24 0.67 0.67 0.74

Masked L1 – – – – – 0.30 0.30 0.28

reconstruction error in the valid region of the input, density (measures proximity to

the real image manifold; Naeem et al. [161]), and FID (measures realism; Heusel et al.

[82]; but note that we are limited to small sample sizes due to optimization time).

For the church domain, we first compare to four methods that do not rely on a

pretrained GAN network; rather, the generator and encoder is jointly learned using an

autoencoder-like architecture. (1) We train a CycleGAN [293] between image collages

and the real image domain, creating a network that is explicitly trained for image

composition in an unpaired manner, as there are no ground-truth “composited” images

for the randomly generated image collages. (2) We use a pretrained SPADE [172]

network which creates images from segmentation maps, but information about object

style (e.g. color and texture) is lost in the segmentation input. (3) We use a pretrained

inpainting model that is trained to fill in small holes in the image [272], but does not

correct for misalignments or global color inconsistencies between image parts. (4) We
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train Deep Image Prior (DIP) networks [242] which performs test-time optimization

on an autoencoder to reconstruct a single image, where using a masked loss allows it

to inpaint missing regions.

Next, we use the ProGAN and StyleGAN2 pretrained generators, and experiment

with different ways of inverting into the latent code. Methods that leverage a pretrained

GAN for inversion, but are optimization-based rather than feed-forward include (5&6)

LBFGS methods [138] on ProGAN and StyleGAN, which iteratively optimizes for

the best latent code starting from the best latent among 500 random samples, (7)

Multi-Code Prior [72], which combines multiple latent codes in the intermediate layers

of the GAN, and (8) a StyleGAN2 projection method using perceptual loss [107].

For all optimization-based GAN inversion methods, we modify the objective with a

masked loss to only reconstruct valid regions of the input.

We use our trained regressor network for the remaining comparisons. (9&10) We

use our ProGAN and StyleGAN regressors to encode the input image as initialization,

and then perform LBFGS optimization. (11&12) We use our ProGAN and StyleGAN

regressors in a fully feed-forward manner.

Tab. B.3 summarizes the methods and illustrates the tradeoff between reconstruc-

tion (L1), realism (Density and FID), and optimization time. Due to the unrealistic

nature of the input collages, a method that reduces reconstruction error is less real-

istic, whereas a more realistic output may offer a worse reconstruction of the input.

Furthermore, methods that are not feed-forward incur substantially more time per

image. Fig B-10 shows qualitative results, where in particular the third example is

a challenging input where the lower part of the tower is missing. The two encoders

demonstrate an image prior in which the bottom of the tower is reconstructed on

output. While DIP can inpaint missing regions, it cannot leverage learned image prior.

CycleGAN can fill in missing patterns, but with visible artifacts, whereas SPADE

changes the style of each input component. Iteratively optimizing on a pretrained

generator can lose semantic priors as it optimizes towards an unrealistic input.

On the face domain, we compare (1) the inpainting method of Yu et al. [272]

pretrained on faces, (2) the Im2StyleGAN method [1] which optimizes within the 𝒲+
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Table B.3: Quantifying reconstruction/realism tradeoff on churches. On a set of 200
input collages constructed from random image parts, we compare compositional properties
of several image reconstruction approaches including methods based on autoencoder-style
networks that do not leverage a pretrained GAN, methods based on optimization on the latent
code of a pretrained GAN, and methods based on encoder networks to regress the latent code.
Autoencoder-based and optimization-based methods can achieve lower reconstruction error
(L1; lower is better), but are less realistic (Density; higher is better). Another tradeoff is
optimization time, as feed-forward methods are orders of magnitude faster than optimization-
based approaches. We also report FID (lower is better), but our sample size is limited due
to the latency of optimization-based approaches.

Inversion
Method

GAN-
Based

Encoder-
Based

Feed-
Forward L1 (↓) Density (↑) FID (↓) Time (s) (↓)

1. CycleGAN ✓ 0.14 0.43 74.63 0.10
2. SPADE ✓ 0.50 1.01 137.96 0.07
3. Inpainting ✓ 0.00 0.34 72.86 0.02
4. DIP 0.04 0.18 86.44 98.90
5. ProGAN LBFGS ✓ 0.23 1.04 53.64 188.94
6. StyleGAN LBFGS ✓ 0.13 0.50 84.97 368.92
7. Multi-Code Prior ✓ 0.13 0.21 104.34 477.93
8. StyleGAN Projection ✓ 0.23 0.25 62.62 86.87
9. ProGAN Encode+LBFGS ✓ ✓ 0.23 0.88 49.60 66.55
10. StyleGAN Encode+LBFGS ✓ ✓ 0.15 0.38 64.29 176.96
11. Ours: ProGAN Encoder ✓ ✓ ✓ 0.32 0.79 55.11 0.02
12. Ours: StyleGAN Encoder ✓ ✓ ✓ 0.36 1.86 48.08 0.03

latent space of StyleGAN, and (3) the ALAE model [178] which jointly trained the

encoder and generator. More similar to our approach, (4&5) the In-domain encoding

and diffusion methods [291] encodes and optimizes for a latent code of StyleGAN

that matches the target image. (6) We modify and retrain the Pixel2Style2Pixel

network (PSP; Richardson et al. [188]), which also leverages the StyleGAN generator,

to perform regression with arbitrarily masked regions. The PSP network uses a feature

pyramid to predict latent codes. (7&8) We use our regressor network on ProGAN and

StyleGAN, which uses a ResNet backbone and predicts the latent code after pooling

all spatial features.

Qualitatively, we find that the optimization-based Im2StyleGAN [1] algorithm is

not able to realistically inpaint missing regions in the input collage. While the ALAE

autoencoder [178] exhibits characteristics of blending the collage into a cohesive output

image, the reconstruction error is higher than that of the GAN-based approaches.

The In-domain encoder method [291] does not correct for misalignments in the inputs,

resulting in low density, although the subsequent optimization step is able to further

reduce L1 distance (Fig. B-11). The PSP network modified with the masking objective
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is conceptually similar to our regressor; we find that it is better able to reconstruct

the input image, but produces less realistic output. This suggests that an encoder

which processes the input image globally before predicting the latent code output can

help retain realism in output images. We measure reconstruction (L1) and realism

(Density and FID) over 200 samples in Tab. B.4.

Table B.4: Quantifying reconstruction/realism tradeoff on faces. We construct 200
input collages from random face image parts, and compare to several image reconstruction
methods. Again, we find a tradeoff between better reconstruction (low L1) and better realism
(higher Density, lower FID), due to the imperfect nature of the input collages. There is no
ground truth image that perfectly reconstructs the input yet is realistic.

Inversion
Method

GAN-
Based

Encoder-
Based

Feed-
Forward L1 (↓) Density (↑) FID (↓)

1. Inpainting ✓ 0.02 0.33 90.17
2. Im2StyleGAN ✓ 0.21 0.20 106.79
3. ALAE ✓ 0.33 0.47 80.13
4. In-domain Encoder ✓ ✓ ✓ 0.21 0.44 77.43
5. In-domain Diffusion ✓ ✓ 0.12 0.40 73.74
6. Masked PSP ✓ ✓ ✓ 0.15 0.52 73.06
7. Ours: ProGAN Encoder ✓ ✓ ✓ 0.27 1.55 57.20
8. Ours: StyleGAN Encoder ✓ ✓ ✓ 0.26 1.21 64.33

Composing images using alternative definitions of image parts. In the main

text, we focus on creating composite images using a pretrained segmentation network.

However, we note that the exact process of extracting image parts does not matter, as

the encoder and generator form an image prior that will remove inconsistencies in the

input. In Fig. B-12 we show composites generated using the output of a pretrained

saliency network [140], and in Fig. B-13 we show compositions using hand-selected

compositional parts, where the parts extracted from each image do not have to

correspond precisely with object boundaries.

Editing with global illumination consistency. A property of the regressor

network is that it enforces global coherence of the output, despite an unrealistic input,

by learning a mapping from image to latent domains that is averaged over many

samples. Thus, it is unable to perform exact reconstructions of the input image, but

rather exhibits error-correcting properties when the input is imprecise, e.g. in the case

of unaligned parts or abrupt changes in color. In Fig. B-14, we investigate the ability
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of the regressor network to perform global adjustments to accommodate a desired

change in lighting – such as adding a reflections or changing illumination outside of

the manipulated region – to maintain realism at the tradeoff of higher reconstruction

error.

Improving compositions on real images. As the regressor network is trained to

minimize reconstruction on average over all images, it can cause slight distortions on

any given input image. To retain the compositionality effect of the regressor network,

yet better fit a specific input image, we can finetune the weights of the regressor

towards the given input image. Generally, a few seconds of finetuning suffices (30

optimizer steps; < 5 seconds), and subsequent editing on the image only requires a

forward pass. We demonstrate this application in Fig. B-15.

Random composition samples. We show additional random samples of the

generated composites across the ProGAN and StyleGAN2 generators for a variety of

image domains in Fig. B-16 and Fig. B-17.
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Figure B-10: Comparing across encoder-decoder or generator-only setups. For
each example, we show the input collage created from randomly selected parts of images
(Input), and four autoencoder-based methods (CycleGAN, SPADE, Inpaint, DIP) in which
the encoder and decode is trained jointly; as these are fully convolutional they lack global
semantic priors. Next, we show four optimization-based methods (ProGAN & StyleGAN
LBFGS, Multi-Code Prior, StyleGAN Projection); these can better match the target collage
after optimizing for reconstruction, but they are orders of magnitude slower, making real-time
interaction infeasible, and also lose semantic priors (as in the “floating tower” in the third
example). We then show the combination of our encoder with LBFGS optimization, and
our encoder using only a forward pass. While the feed-forward approach retains the tower
prior and enables real-time interaction, its can distort the input image parts, illustrating a
tradeoff between reconstruction and realism.
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Figure B-11: Face composites across GAN-based generators. We show the input im-
age, a collage from parts of random images (Input). We compare to Inpainting, Im2StyleGAN
which iteratively optimizes for a latent code, the ALAE autoencoder where the generator and
encoder is trained jointly, the In-domain encoder and diffusion which encodes and optimizes
the latent, a masked version of the Pixel2Style2Pixel (PSP) network, and our masked encoder
approaches (ProGAN Encoder and StyleGAN encoder).
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Saliency Context Collage Inverted
ProGAN CelebA-HQ

Saliency Context Collage Inverted
StyleGAN Car

Figure B-12: Automatic composition using saliency. Qualitative examples of automatic
image composition using a pretrained saliency network to generate input collages rather than
a segmentation network. Note that in the second car example, the collage overlays the blue
car with the yellow car still visible, but inversion via the encoder corrects this inconsistency.

Context Modification Composite
ProGAN Living Room

Context Modification Composite
StyleGAN Church

Figure B-13: Collages from user inputs. Qualitative examples of collages based on user-
selected regions and the corresponding generator output. Note that the selected regions do not
have to coincide neatly with object boundaries, and the generator will blend inconsistencies
in the inputs together.
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Context Modification Composite

ProGAN Living Room StyleGAN Church

Context Modification Composite

Figure B-14: Non-local editing effects. We investigate the capabilities of our instance-
based regression and editing approach to modify lighting effects, similar to [12]. Editing
lighting induces non-local changes, as the network must also change regions outside of the
modified region to ensure global consistency – for example the reflection of the window on
the floor (ProGAN Living Room), or changes in the illumination of the building (StyleGAN
Church) – indicating a tradeoff between reconstructing the input versus creating a realistic
image overall.

Context Modifications Collage Input Composite

Figure B-15: Finetuned encoder for collaging on real faces. To improve the recon-
struction towards real faces, yet preserve the properties of real-time composition, we can
slightly finetune the regressor towards a context image (30 gradient steps, < 5 seconds).
Subsequent modifications to the context image can be performed using just a feed-forward
pass, enabling fast editing to create image composites.
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(a) ProGAN CelebA-HQ

(b) ProGAN Church

(c) ProGAN Living Room

Figure B-16: Additional collages: ProGAN. Random samples of automatically generated
colleges using a pretrained ProGAN generator.
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(a) StyleGAN FFHQ

(b) StyleGAN Church

(c) StyleGAN Car

Figure B-17: Additional collages: StyleGAN. Random samples of automatically
generated colleges using a pretrained StyleGAN generator.
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B.2.5 Additional part variation results

Here, we show additional qualitative results similar to those in Fig. 3-8 in the main

paper. In each case, the heatmap shows appearance variation when changing the part

marked in red. In Fig. B-18, it can be seen that the variation is usually strongest in

the face part that is changed, indicating that the composition of face parts learned by

the model is a good match for our intuitive understanding of a face. In Fig. B-19, we

vary a single superpixel of a car. The resulting variations show regions of the images

that commonly vary together (such as the floor, the body of the car, or the windows),

which can be interpreted as a form of unsupervised part discovery.
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Figure B-18: Part variation visualization: faces. When changing semantic parts of a
face (such as the eyes or the hair, shown in red), the resulting change in the image is often
limited to those parts, indicating that the model parses faces into meaningful and intuitive
components.
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Figure B-19: Part variation visualization: cars. Our encoder-generator pair can be
used to detect correlated parts of objects. Here, the value indicates how much a pixel changes
when the superpixel shown in red is changed; oftentimes, semantic segments emerge, such as
the car body, windows, the street, or the background.
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Appendix C

Supplementary: Anyres-GAN

In the supplementary, we first demonstrate an extension of our approach towards

panorama generation (Section C.1). In Section C.2, we provide additional qualita-

tive and quantitative comparisons to baselines (super-resolution methods, discrete-

resolution and oracle generators), explore additional model variations, and investigate

the detectability of our method using an off-the-shelf forensics method. We provide

implementation details in Section C.3.

C.1 Panorama Generation Extension

Our default training setup assumes that we use low-resolution images to learn global

context and patches from high-resolution images to learn details. An alternative

setup to learn from patches directly, without ever knowing the entire global context.

One such scenario is panorama generation, where a large-scale dataset would be

much more difficult to obtain than single images. We investigate this setup on the

Mountains domain, in which the generator is tasked with synthesizing a panorama from

landscape images, without training directly on panoramas. Accordingly, we modify the

[0, 1]× [0, 1] coordinate grid to [−𝜋, 𝜋]× [0, 1], and enforce continuity on the endpoints

by using a sine and cosine encoding prior to Fourier feature embedding. At training

time, we sample a “slice” of the coordinate grid for generation corresponding to a

random viewing angle, but at inference time the entire panorama can be synthesized by

157



specifying the full grid of coordinates. In this case, we find that it is important to use a

cross-frame discriminator, in which the discriminator straddles the boundary between

two generated slices to enable seamless boundaries in the panorama. Qualitative

results are shown in Fig C-1. At inference time, we can spatially interpolate the

𝑤 latent code with arbitrary spacing, which generates seamless infinite landscapes

(Fig. C-2).
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Figure C-1: Panorama generation from patches. We modify our training framework to
train without the global image context. We map our coordinate grid to [−𝜋, 𝜋]× [0, 1] and
use a cross-frame discriminator to enable seamless transitions between patches. The model
is trained with FOV = 60∘. The vertical white line indicates a full 360∘ revolution.
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Figure C-2: Infinite image generation. By spatially adjusting the latent code only at
inference time, the same model is capable of generating infinite landscapes, shown on multiple
lines here for visibility.

C.2 Experiments

C.2.1 Dataset collection
Table C.1: Dataset
sources. Image sources
for construction of our
varied-resolution datasets.

Domain Flickr Source

Church Church Exteriors

Mountains Mountains Anywhere

Birds Birding in the Wild

To collect our varied-size dataset, we scrape image collec-

tions from Flickr photo groups (Tab. C.1). In cases where

a standard fixed-resolution dataset is available (e.g . LSUN

Churches [271]), we seek to find photos that approximately

match the domain of the standard dataset. Due to domain

mismatches between LSUN and the photos scraped from
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𝑁(𝜇, Σ)𝐹inception

Resize
(to 299)

PatchFID
(texture)

𝑁(𝜇, Σ)𝐹inception

FID
(structure)

CropInput image database

Fréchet
Distance

Fréchet
Distance

Figure C-3: Preprocessing for FID and patch-FID (pFID). FID evaluates global
structure, but downsamples all images to a common 299px size which ignores higher resolution
details. pFID takes images crops instead rather than downsampling to capture texture realism
at higher resolutions. We use both to measure structure and texture properties.

Flickr, we manually filter the collected images to approximately match the LSUN

domain, which remains tractable for the few thousand HR images used in the patch-

based training phase. As is standard practice [235, 173], and to not violate license

permissions, we will release the image IDs but not the images directly.

C.2.2 Patch-FID

We describe details of our Patch FID metric, introduced in Section 4.4.1 of the main

paper. The metric is aimed at better capturing the realism of details at high resolution

by avoiding downsampling to capture texture details. In our setting, we have a smaller

number of real images present at various resolutions. Standard FID, which focuses on

global structure, does not capture these varied-resolution details. We modify the FID

pipeline to avoid downsampling global images at higher resolutions to a fixed 299 pixel

width. Instead, we randomly sample patches of size 𝑝 from real images at global scale

𝑠 and locations 𝑐v,𝑠, and generate the corresponding patch 𝐺 (𝑧,𝑐v,𝑠,𝑠). The number of

samples is crucial to getting an accurate estimate in FID calculation [39], and 50,000

is typically used. A benefit of this patch-sampling procedure also means that we can

obtain the necessary large number of patches for FID computation, more than the
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Figure C-4: pFID vs FID@1024. These two
metrics are largely correlated. FID@1024 generates
images at 1024 resolution and then downsamples
images, which assumes a fixed-size dataset and
ignores details present at higher resolution. On
other domains where a ground-truth HR dataset is
not available, we primarily use pFID to measure
sample quality, particularly in high-resolution detail
regions.

available number of real images in the HR dataset. In the Mountains generator, where

the patch size 𝑝 is larger than 299, we subsequently also select a random 299-pixel crop

from the patches to compute the image features. Because this avoids downsampling

the generated content, we find that it is more sensitive to image quality at high

resolutions. Using the full FFHQ dataset as ground-truth, we find that our patch-FID

metric is largely correlated to the standard FID numbers at 1024 resolution (Fig. C-4).

Therefore, we use Patch-FID as a metric of sample quality on our datasets collected

from Flickr, when a full high-resolution dataset of images all at the same resolution is

not available.

C.2.3 Additional quantitative results

In Table 4.3 of the main text, we report comparisons of our method and off-the-shelf

super-resolution methods using the patch-FID metric. We report additional metrics

in Table C.2 here, including the FID at base resolution (the result of the pretraining

step), and FID at a higher resolution after downsampling all images in the HR dataset

(between 5k-10k images, which is lower than the typical 50k used to compute FID) to

a common size. Notably, the base resolution FID is largely similar before and after

patch-based training, and in the case of FFHQ and Birds, patch-based training at

higher resolutions even improves the low-resolution FID. Without direct multi-scale

training, however, the fixed-size model obtained from the pretraining step does not

naturally generalize to higher resolutions. We find that our pFID metric is more

discriminative to differences in image quality at higher resolutions. In particular,
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Table C.2: Alternative FID evaluation metrics. We primarily use pFID, which avoids
downsampling synthesized content and evaluates multiscale patches, as an evaluation metric.
Here, we also report FID at the base resolution from the result of fixed-size pretraining (Fixed-
Size), and compare to global FID metrics after downsampling the HR images to a common
size. On FFHQ, we also tried applying GFP-GAN [253] which is a facial super-resolution
model.

FFHQ6K Church Birds Mountain

FID pFID FID pFID FID pFID FID pFID

256 1024 random 256 1024 random 256 512 random 1024 down random

Fixed-Size 3.71 33.80 52.95 3.39 242.10 146.24 3.92 12.69 55.42 3.09 13.42 46.20
Upsample – 11.70 17.29 – 14.21 80.48 – 7.67 30.57 – 4.53 20.00
LIIF – 7.05 22.93 – 18.66 83.88 – 7.29 30.19 – 4.55 23.10
Real-ESRGAN – 19.04 16.92 – 12.26 23.04 – 8.51 16.10 – 7.60 19.05
GFP-GAN – 19.15 16.27 – – – – – – – – –
Ours 3.34 4.06 2.96 3.84 6.98 9.89 3.78 6.29 6.52 3.14 4.33 7.99

the LIIF super-resolution model tends to obtain better FID@1024 (corresponding to

super-resolving generated images to 1024 resolution and computing FID) compared

to Real-ESRGAN, but the outputs are visually blurry. Because our pFID does not

perform downsampling, it can better capture this blurriness, reflected in an increased

pFID. In another variant, we compute pFID on patches of size 1024 synthesized by the

Mountain generator, and then subsequently downsample them, which we denote as

pFID (down), rather than cropping. Again, we find that this downsampling operation

can obscure image deterioration at higher resolution, producing artificially lower FID

scores compared to pFID computed without downsampling.

C.2.4 Comparison to powers-of-two synthesis

Using the same set of generator weights, our model can synthesize images at a specified

scale by simply providing the corresponding 𝑠 and 𝑐v,𝑠 inputs. On the other hand,

other methods for multi-resolution synthesis [136, 106, 45, 105] generate images that

are iteratively enlarged by a factor of two, by adding additional network layers. These

methods are typically introduced to impove training stability. For this baseline, we

modify the recent Anycost-GAN [136] framework to fit our varied-size training setting.

Specifically, we downsample all images in FFHQ6K to the nearest power of two, and

train the corresponding network layers only on the appropriate subset of data. To

generate at any resolution below 1024, we take the nearest model output that is larger
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than the target resolution, and apply Lanczos downsampling. Similar to our approach,

we start with a pretrained model at 256 resolution, and initialize both the generator

and discriminator with pretrained weights. Because each increase in output resolution

involves training additional weights, and the number of images at a given resolution

decreases as resolution increases, we find that this training approach yields visual

artifacts at higher resolutions, shown in Fig. C-5.
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Figure C-5: Comparison to Anycost-GAN. Using the same FFHQ6K dataset, we train
an Anycost-GAN [136] and compare it to our model. While Anycost-GAN adds additional
modules to increase synthesis resolution, our model shares weights across resolutions. Note
that the output from Anycost-GAN contain more visual artifacts, particularly in finely
textured regions such as hair.

C.2.5 Comparison to oracle generator

In Section 4.4 of the paper, we describe our experimental setup on the face domain,

and in Table 4.5, we show competitive performance training on few HR images, even

compared training on the whole HR dataset. We provide additional details and

visualizations here.

We use the FFHQ dataset as a collection of 70k high-resolution ground-truth

images. To simulate more “in-the-wild” settings, we use a fraction (6k) of HR images

for patch-based training with a generator of size 𝑝 = 256, where only 1k of the images
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Table C.3: Oracle comparisons. Comparison of our patch generator (6k images, varied
sizes) to oracle generators which train on the entire FFHQ dataset (70k images, 1024
resolution). Although the oracle generators attain better FID, our method enables synthesis
at continuous resolutions and can train without assuming that all images are resized to a
common resolution. We also include pFID at the maximum 1024 scale.

FID pFID

256 512 1024 random 1024

SGAN2 Oracle 3.05 2.81 2.69 2.26 4.83
SGAN3 Oracle 3.54 3.23 3.06 2.44 4.29
Patch (Ours) 3.34 3.71 4.06 2.96 8.01

are the full 1024 resolution, and the remainder are uniformly downsampled between 512

and 1024 prior to training. As a comparison, we also evaluate two oracle models that

train a generator directly for the 𝑠 = 1024 global image, using the entire 70K images

in the FFHQ dataset, and Lanczos downsample the result for FID computations at

other resolutions. We also evaluate a variant of pFID, by holding the scale fixed at the

maximal resolution and randomly sampling crop locations (pFID 1024), in addition

to our original pFID metric that randomly samples both scale and location (pFID

random). Note that this evaluation is only possible for FFHQ controlled setting, as

all images are present at the maximal 1024 size.

Despite being trained to generate patches, our generator can approximately match

the frequency content in real images, and that of a StyleGAN3 model trained for 1024

resolution generation on the full FFHQ dataset (Fig. C-6). While StyleGAN2 achieves

better FID than StyleGAN3, we find that it has a different frequency profile that is

less similar to that of real images. We compare the FID of these oracle models with

our continuous patch model in Tab. C.3. While the oracles can achieve lower FID and

pFID variants, we note that training the oracle assumes that a sufficient number of

high-resolution images of the same size are available, and trains the model specifically

for a fixed resolution, whereas we employ mixed resolution training on fewer than 10%

of the full HR dataset. Our training strategy therefore allows us to take advantage of

the varied resolutions of images in the wild, which is not possible in the oracle setting.
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Figure C-6: Comparison of frequency distribution. We plot the frequency spectrum
of real images, StyleGAN2 and StyleGAN3 trained on the entire FFHQ dataset at 1024
resolution, and our Patch Generator which is trained on 𝑝× 𝑝 patches of FFHQ6K (which
contains approximately 1k images at 1024 resolution and 5k at lower resolutions). The
frequency distributions are similar, suggesting that even a smaller generator is able to
approximate fine textures well.

C.2.6 Additional model variations

In Section 4.4.2 of the main text, we describe and study variations of our model. Here,

we provide additional quantitative and qualitative results and study additional factors.

Alternative metrics. In addition to FID and pFID, we also report precision and

recall [196] for our model, naive upsampling, and super-resolution models (Tab. C.4).

Super-resolution obtains lower precision (suggesting out-of-distribution results) and

similar or lower recall. Upsampling obtains similar or better precision, but lower recall

(suggesting that is does not sufficiently cover the real image distribution). Here, we

also include pFID measured at the maximum resolution for FFHQ (1024).

Variations on teacher regularization. In the main text, we introduce variations

on the teacher regularization including “forward” and “inverse” loss formulations, and

discarding the teacher regularization all-together. Tab. C.5 shows the FID comparisons

of these three variants, in which the “inverse” loss obtains the best FID scores at
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Table C.4: Precision and recall. We
evaluate additional precision and recall met-
rics [196], and their corresponding patch
variants, for our model, naive upsampling,
and super-resolution methods on the FFHQ
dataset. We also include pFID at a fixed
1024 scale evaluated in Tab. C.3.

Precision Recall pFID

1024 Patch 1024 Patch 1024

Upsample 0.68 0.77 0.37 0.20 31.70
Real-ESRGAN 0.40 0.54 0.51 0.47 20.04
GFP-GAN 0.48 0.62 0.34 0.32 20.58
Ours 0.69 0.68 0.47 0.55 8.01

Table C.5: Variations of teacher regular-
izer on FFHQ6k. The inverse teacher reg-
ularization outperforms forward regulariza-
tion, and adding a scale-conditioning branch
further improves higher resolutions. Omit-
ting the teacher harms global structure. (*)
indicates default setting.

FID pFID

256 512 1024 random

Forward teacher 3.23 4.21 5.35 6.06
Inverse teacher 3.35 4.18 4.88 4.67
No teacher 5.50 5.93 7.13 3.17
Inverse + scale (*) 3.37 4.41 4.47 4.28
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Figure C-7: Qualitative examples of model variations. (Top) Using an inverse
teacher loss and the scale conditioning branch generates sharper details while also preserving
similarity to the base image. (Bottom) We compare our multi-size training approach to
methods that do not take advantage of different image sizes and instead train for a fixed
resolution. Fixed-resolution training cannot generalize to other resolutions, and upsampling
images leads to blurring. Our final model is able learn from mixed-resolution training images
and also synthesize at arbitrary resolutions.

the highest 1024 resolution. Adding the scale-conditioning branch to inject scale

information throughout the generator further improves FID@1024 and pFID. We

show qualitative examples in Fig. C-7 (top), where the inverse teacher with scale-

conditioning input can synthesize the cleanest details while still being similar to the

base image.

As default, we set 𝜆teacher = 5 during the patch-based training phase. Changing

167



Table C.6: Teacher regularization. Teacher
regularization weight trades off between improved
detail synthesis (pFID) and global realism (full
image FIDs). We choose an in-between value
(𝜆teacher = 5); this value can be adjusted based
on desired similarity to the base resolution. (*)
indicates our default setting.

FID pFID L1
256 512 1024 random

𝜆teacher = 0 5.50 5.93 7.13 3.17 0.16
𝜆teacher = 2 3.42 4.58 5.46 3.15 0.10
𝜆teacher = 5 (*) 3.37 4.41 4.47 4.28 0.08
𝜆teacher = 10 3.46 4.25 4.61 5.39 0.07

Table C.7: Patch sampling. We sample
patches from the HR dataset at global res-
olutions between (𝑠min, 𝑠max). The same
model architecture trained on patches
from higher resolution images improves
the synthesis result at 1024 resolution. (*)
indicates our default setting.

FID pFID

256 512 1024 random

(256, 512) 5.20 5.92 19.01 35.66
(256, 1024) 3.43 4.16 4.61 4.19
(512, 1024) (*) 3.28 4.04 4.16 3.61

𝜆teacher balances between local image quality and similarity to the base resolution

image, where higher 𝜆teacher offers the most similarity to the base resolution with

lower L1 difference, but lower 𝜆teacher improves pFID, suggesting better quality of the

synthesized patches (Tab. C.6).
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Figure C-8: Number of training images. While FID numbers are similar, we find that
using 1K HR images for training shows some evidence of divergence. The training dynamics
of 5K images is similar to that of the full dataset.

Fixed-size vs Multi-size training. Fig C-7 (bottom) shows an example of a

synthesized patch comparing our multi-size training to strategies of fixed-size training.

Fixed-size training does not naturally generalize to other sizes, causing deterioration

in image quality when sampled at resolutions not equal to the training resolution.

Upsampling the training images to a common resolution introduces blurriness in

the synthesized output. The result of training on only the subset of images at 1024

resolution looks qualitatively similar to that of multi-scale training, but multi-scale

training attains better FID metrics and is able to use more images for training.

Changing the number of training images. While the model FID scores remain

168



largely similar (within a range of 0.3) when training on 1k to 70k high-resolution

images, we found that using 1k images showed some evidence of training divergence

(Fig. C-8). On the other hand, the training trajectory of using 5k images looks

largely similar to that of using the full HR dataset (70k) images. Therefore, when

collecting images for the remaining domains, we aim to collect between 5k-10k images

to construct the HR dataset.
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Figure C-9: Impact of sampling resolutions. Using the same model architecture and
FFHQ6k dataset, we sample images (top) from 256 to 512 resolution, and (bottom) from 512
to 1024 resolution. The dotted line indicates when inference resolution exceeds the maximum
training resolution. Watery artifacts start to appear when extrapolation, but this can be
tempered by simply training on patches from larger images.

Investigating the impact of sampling resolutions. Our FFHQ6k dataset contains

images between 512 and 1024 resolution, and during training the images are randomly

downsampled from their native resolution, and can be optionally clipped at an upper

resolution. Here, we conduct experiments to study the effects of these sampling

ranges. When training the model on resolutions 𝑠 sampled between 256 and 512,

the image quality declines by 1024 resolution at inference time and contains visual

artifacts (Tab. C.7, Fig. C-9). Taking the same image and model architecture, but

instead training on resolutions between 256 and 1024 offers better FID@1024, and

sampling from 512 to 1024 resolution further improves FID@1024. As before, all

models are trained on patches of size 𝑝 = 256, and the model is jointly trained on

the fixed-size dataset to preserve FID@256. Accordingly for the other domains, our
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sampled resolutions for HR dataset range between the native resolution 𝑠im and the

minimum resolution of the HR images. These results suggest that the synthesized

resolution can be dictated by the training images; simply adding patches from higher

resolution images can allow the same model to better synthesize at a higher resolution.

We also tried an experiment using a separately trained smaller 128px patch generator

and the same 512 to 1024 resolution patch sampling scheme, but obtained worse FID

(8.38 at 1024 resolution compared to 4.16 for our default model); we hypothesize this

is because may be due to worse FID from the initial pretraining phase that carries

over to the patch training phase (5.14 compared to 3.71 for our default model).

Table C.8: Discriminator variations.
Our default discriminator, which jointly
trains globally on the LR dataset and
patches from the HR dataset attains
the best FID metrics. Other changes
to the discriminator did not improve
performance. (*) indicates default.

FID pFID

256 512 1024 random

Default Discriminator (*) 3.28 4.04 4.16 3.61

No Base Resolution 9.96 4.23 4.69 2.92

Two Discriminators 3.82 4.63 5.34 3.38

Scale-conditioned Discriminator 31.81 71.33 89.38 120.06

Changing the discriminator. Our final

model introduces changes to the generator, but

keeps the same discriminator from the initial

pretraining step. During patch-training, the

discriminator must also learn to distinguish be-

tween real and synthesized patches. Here, we

investigate alternatives of changing the discrimi-

nator setup (Tab. C.8). (1) We remove sampling

from the LR dataset, now causing the discrimi-

nator to focus entirely on patches. This causes pFID to improve but the remaining

global FIDs to worsen. In particular, this allows the generator to forget how to

synthesize at the base resolution, causing a large increase in FID@256. The impact

of sampling from the base resolution and the teacher regularization have similar

outcomes: both encourage global coherence, but the teacher has a stronger effect than

base resolution training. (2) We also try adding a second discriminator so that one

focuses entirely on the global low-resolution image, and the other entirely on patches.

Both discriminators are initialized with the result from pretraining, but we find that

this setting leads to suboptimal metrics, compared to using a single discriminator. (3)

We inject scale information into the discriminator following a similar method as the

generator via weight modulation. In this case, the training becomes unstable as the

discriminator is able to out-compete the generator.
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Removing the pretraining step. Our final model is first pretrained at a fixed,

smaller resolution before varied-size patch training is enabled. This pretraining phase

encourages global coherence and also serves as the teacher model later during patch-

based training. We conduct an experiment in which the initial pretraining step is

omitted, and the model is trained on randomly sampled patches from the start of

training. When trained with the same number of HR image patches, the model without

global pretraining suffers in both structure and texture – FID for 1024px generated

images is 26.78 and pFID is 8.64 – compared to our original model which performs

global pretraining at low resolution – FID at 1024px is 4.50 and pFID is 3.46 after

10M training images.

C.2.7 Detectability
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Figure C-10: Detection score. We run the
model from Wang et. al [251] on our Birds
and Mountains datasets. All scores are above
chance of 50%. Note in both cases, the de-
tectability of our network trends upwards with
resolution.

A concern with improved image gener-

ation is the potential for more convinc-

ing deceiving images, particularly those

of higher resolution, which is the focus

of our work. We use the off-the-shelf

detector from Wang et al. [251] on our

Birds (generated 256 → 2048) and Moun-

tains (1024 → 4096) generators, across

a large range of resolutions. As shown

in Figure C-10, the scores are well above

chance (50%) across both datasets and

resolutions. Interestingly, the curve generally trends upwards, indicating that while

higher resolution images may look more natural, they are also easier to detect.

C.3 Additional Implementation Details

Building off the StyleGAN3 [111] architecture, we describe our coordinate conditioning

and scale modulation branch applied to enable generation of multi-scale patches during
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the second training phase.

C.3.1 Patch-based training

Extracting patches from varied size images From our dataset of images 𝒟, we

sample an image 𝑥𝑖 ∈ R𝐻𝑖×𝑊𝑖×3 ∼ 𝒟, with short-side 𝑠im = min(𝐻𝑖,𝑊𝑖), and take an

𝑠im-by-𝑠im square crop. We then Lanczos downsample the image to an intermediate

resolution 𝑠 ∈ [𝑝, 𝑠im], which provides “free” additional views from the same image,

without introducing image corruptions.

Next, we sample a random crop of size 𝑝 and record the sampling location 𝑣 ∈
R2. To summarize this procedure, we obtain a patch 𝑥 ∈ R𝑝×𝑝×3 from these two

operations, while saving the sampled image resolution 𝑠 and patch center location

v = (v𝑥,v𝑦) ∈ [0, 1]2 for later use.

𝑥, 𝑠,v = Crop(Downsample(𝑥𝑖)) (C.1)

Synthesizing patches from the generator. Given a set of patches from the image

dataset, the generator is tasked with synthesizing images at the corresponding patch

locations. To transform the normalized coordinate domain [0, 1] × [0, 1] into patch

coordinates, we apply a transformation matrix to each 2D location 𝑐 in homogenous

coordinates:

𝑐v,𝑠 = 𝑇patch * 𝑐 =

⎡⎢⎢⎢⎣
𝑝
𝑠

0 v𝑥

0 𝑝
𝑠

v𝑦

0 0 1

⎤⎥⎥⎥⎦ * 𝑐 (C.2)

Following StyleGAN3, these transformed coordinates are then encoded as 𝐾

random Fourier channels by multiplying by frequencies 𝐵 ∈ R𝐾×2 and adding phases

𝜑 ∈ R𝐾 . For patch synthesis, the Fourier feature extraction at index (ℎ,𝑤) becomes:

𝐹ℎ,𝑤(𝑐v,𝑠) = sin
(︀
2𝜋𝐵𝑐v,𝑠 + 𝜑

)︀
∈ R𝐾 , (C.3)
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C.3.2 Scale-conditioning branch

As individual coordinate positions 𝑐v,𝑠 do not directly convey scale information, we

found it beneficial additionally incorporate the scale input to intermediate layers of

the generator. To do this, we first normalize the target scale 𝑠 to [0, 1] using:

𝑠 =
𝑠− 𝑝

𝑠max − 𝑝
(C.4)

where 𝑠max is selected from dataset statistics and is only present as a normalization

factor, but does not clip the upper synthesis bound during inference. Empirically, we

found that adding a small offset factor (we use 0.1) to the normalized target scale 𝑠

allows for smoother interpolations between resolutions by avoiding a discontinuity at

zero.

We then encode 𝑠 using a parallel mapping network of identical architecture to

the latent mapping network 𝑀(𝑧), and add the two inputs after undergoing a layer-

specific affine transformation into style-space [261, 175] to obtain the final modulation

parameter 𝑀(𝑧, 𝑠)𝑘 at layer 𝑘:

𝑀(𝑧, 𝑠)𝑘 = (𝑊𝑧,𝑘 *𝑀𝑧(𝑧) + 𝑏𝑧,𝑘) + (𝑊𝑠,𝑘 *𝑀𝑠(𝑠) + 𝑏𝑠,𝑘) (C.5)

Because the modulation parameter is a multiplicative factor on the network weights

and the scale-conditioning portion is added only during the secondary patch-wise

training step, we initialize 𝑏𝑧,𝑘 = 1 and 𝑏𝑠,𝑘 = 0 to allow the network to smoothly

transition between the initial pretraining step and secondary patch-based training.

C.3.3 Training procedure

We train our models on four to eight V100 GPUs with 16GB memory. By sampling

fixed-size patches, the memory and compute footprint remain constant during training.

For FFHQ, we finetune our initial fixed-scale generator from the pretrained FFHQ-

U model [111], which reaches a minimum FID within 4M training images. In the

remaining domains, we perform the pretraining step from scratch, retaining the
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checkpoint with the lowest FID, computed over 25M image samples, before continuing

with the second, mixed-resolution training phase. Our training procedure is compatible

with both 3×3 and 1×1 kernel sizes in StyleGAN3 (T & R configurations, respectively).

For the patch-based training step, we proceed with the model configuration that reaches

the best FID in pretraining, which is typically Config T with the exception of the

FFHQ domain.
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Appendix D

Supplementary: Persistent Nature

In supplemental materials, we investigate an alternative 3D feature representation

based on extendable triplane units D.1. We provide additional implementation details

of our method in Section D.2, additional ablations in Section D.3, and we provide

further discussion on our model in Section D.4.

D.1 Extended Triplane Variation

Instead of decoding the scene from a 2D layout feature grid and height of a 3D point

above this layout plane, we also experiment with a model variation that adds vertical

support planes parallel to the XY and YZ planes. Thus, the layout features are

described by a 2D extended XZ layout feature grid, and sets of orthogonal support

planes shown in pink in Fig. D-1-left. Decoding a given 3D point projects the point

to the XZ plane, the four nearest vertical planes (two parallel to XY and two parallel

to YZ, which are weighted linearly according to the distance of the point from each

plane).

Qualitatively, the triplane model achieves more geometry diversity, with more

mountainous terrain compared to the feature layout model. We attribute this to the

additional support provided from the vertical feature planes. Additionally, the vertical

feature planes allow for a lighter decoding network with higher neural rendering

resolution, allowing for faster video rendering and improved temporal consistency
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(lower one-step consistency error) due to less reliance on a 2D upsampling operation.

We show qualitative examples in Fig. D-2 with video results on our project page, and

quantitative evaluations in Tab. D.1. Quantitatively, while this extended triplane

variation does not output perform the layout model in terms of FID, we hypothesize that

the FID may be impacted by two possible factors: first, this model requires inference-

time camera height adjustment to avoid intersecting with increased complexity of

the generated geometry, and second, interpolation between vertical feature planes

qualitatively produces more muted colors compared to the real image distribution.

Ebg Gbg

Gland

x
y

z

z z
Gxy Gxz Gyz

SOATyz

SOATxz

SOATxy

Extended Triplane Triplane + 3D SOAT 

Figure D-1: Diagram of extended triplane representation. The extended triplane
representation adds a sequence of orthogonal vertical feature planes outlined in pink in
addition to the ground plane features outlined in white (left). Each unit consists of a
triplane representation [27] generated from three independent generators – 𝐺𝑋𝑌 , 𝐺𝑋𝑍 , and
𝐺𝑌 𝑍 – tied to the same latent code and mapping network (right). At inference time, the
features of each generator are stitched along the appropriate dimensions using the SOAT
procedure [40].

We also investigate the impact of using a projected 3D noise pattern as input into

the extended triplane upsampler, with results in Tab. D.2. While this improves FID

and consistency in the layout representation, we find that the benefits of the projected

noise are more limited in the extended triplane setting. Adding projected noise offers

improvements in FID, but also a small increase in consistency error. Qualitatively, the

model outputs are similar with and without the projected noise, perhaps attributed

to decreased reliance on the upsampling operation.
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Model FID Consistency Render
Time (s)

𝐶train 𝐶forward 𝐶random

Extended Layout 21.42 26.67 23.39 3.56 8.49
Extended Triplane 24.47 34.89 34.76 2.29 0.16

Table D.1: Extended Layout vs. Extended Triplane. While the extended layout
representation presented in the main paper attains better image quality (lower FID scores),
the extended triplane representation offers improved consistency (lower one-step consistency
error) and dramatically faster video rendering (as the layout model requires supersampling for
video smoothness). We hypothesize that inference-time camera adjustments and interpolation
between vertical feature planes may negatively impact FID for the extended triplane model,
despite its ability to generate more complex and diverse landscape geometry.

Model FID Consistency
𝐶train 𝐶forward 𝐶random

Without Noise 24.47 34.89 34.76 2.29
With 3D noise 25.31 33.30 33.28 3.06

Table D.2: Effect of 3D Projected Noise. Adding projected noise into the upsampler
of the extendable triplane representation offers improvements in FID but is slightly more
inconsistent, but still more consistent than the layout model.

Figure D-2: Extendable triplane visualization. Qualitative examples of rendering
from the extendable triplane representation. This representation results in larger scene
and geometry diversity compared to the layout feature representation, with improved 3D
consistency.
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D.2 Additional Methodological Details

D.2.1 Preprocessing

(a) Training Images (b) Removed Images

Figure D-3: Result of dataset filtering. The dataset filtering step (a) retains images
that contain sufficient sky pixels near the top of the image, and (b) removes images that are
not typical images of landscapes. These atypical images include images without sky pixels,
or images with nearby occluding objects such as windows or trees. The filtering criteria is
based on sky segmentation and disparity estimation obtained from DPT [184].

Dataset Filtering. To remove images in the LHQ [221] dataset that contain occluding

objects close to the camera, we apply filtering criteria to construct the training dataset.

Using the segmentation output of DPT [184], we detect the sky region and boundaries

of the resulting binary sky mask. As the segmentation results can include small

regions with inconsistent labels (e.g . small holes in the sky), we remove all bounded

regions with area under 250 pixels to create a more unified sky mask. Next, using this

segmentation mask we filter out images for which any of the following hold: (1) there

are more than three bounded sky regions, (2) more than 90% of the scene is not sky

pixels, (3) more than 40% of the upper one-fifth of the image is not sky pixels, and

(4) less than 80% of the lower quarter of the image is not sky pixels. The first three

criteria are meant to filter out images that contain occluding structures (such as trees

or windows) or images in which there is no sky region present. The fourth criteria is

meant to filter out images taken from unusual camera angles (such as from underneath

a bridge). Using the monocular depth prediction from DPT, we also remove images

containing too many vertical edges: images are removed if the 99th percentile of the

pixel-wise finite difference is greater than 0.05, which tends to be indicative of trees
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or man-made buildings. Fig. D-3 shows examples of images that were retained for

training, and those that were filtered out.

Disparity Normalization. Using the monocular depth prediction from DPT, we

normalize the disparity values between 0 and 1 using the 1st and 99th percentile values

per image. Next, we clip the minimum disparity for non-sky regions and rescale the

disparity values to correspond to the near and far bounds used in volumetric rendering

(see § D.2.2). We use 0.05 for our clip value and 1/16 for the scale factor; this means

that after normalization, the disparity values for non-sky pixels range from 1/16 to 1.

The disparity for the sky pixels is clamped at zero.

(a) Cameras
for training

(b) Cameras
after forward motion

(c) Cameras
randomly oriented

Figure D-4: Illustration of camera distributions. (a) Cameras used for training are
sampled with a random translation uniformly over the scene layout feature grid, with rotation
sampled to overlap with this feature grid. To evaluate view extrapolation, we (b) move the
cameras forward a distance equivalent to 100 steps of InfiniteNature-Zero [131], corresponding
to roughly halfway across the scene layout grid, or (c) randomly sample a random translation
and random rotation.

Camera Poses. We sample training camera poses with a random (𝑥, 𝑧) position within

the layout grid, and a rotation such that the near half of the view frustrum lies entirely

within the training grid. To simulate the forward motion of InfiniteNature-Zero [131],

we move the camera forward a distance equivalent to 100 steps of InfiniteNature-Zero,

corresponding to roughly half of the scene layout grid. To evaluate view extrapolation,

we randomize the position and rotation of the cameras at inference time. These

settings are illustrated in Fig. D-4.
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D.2.2 Training and implementation

Training objective

Each stage of our model is trained following the StyleGAN2 objective [110], with a

non-saturating GAN loss 𝑉 and 𝑅1 regularization [153]:

𝑉 (𝐷,𝐺(𝑧), 𝐼) = 𝐷(𝐼)−𝐷(𝐺(𝑧)),

𝑅1(𝐷, 𝐼) = ||∇𝐷(𝑥)||2,

𝐺 = argmin
𝐺

max
𝐷

E𝑧,𝐼∼𝒟 𝑉 (𝐷,𝐺(𝑧), 𝐼)+

𝜆𝑅1

2
𝑅1(𝐷, 𝐼),

(D.1)

where 𝐺,𝐷 refer to the corresponding generator and discriminator networks at each

training stage, and 𝑥 refers to real images sampled from dataset 𝒟. Additional

auxiliary losses for each part of the model are described in the following sections.

Layout Generator

Our layout generator is based on the architecture from GSN [47], which is comprised

of two components: 𝐺land, which synthesizes the scene layout grid, and 𝑀 which

decodes the 2D layout feature into a 3D feature.

The layout generator 𝐺land follows StyleGAN2 [110], which generates a 256× 256

grid of features 𝑓land ∈ R32. 𝐺land contains three mapping layers and the maxi-

mum channel dimension is capped at 256; all other parameters are unchanged from

StyleGAN2.

The network 𝑀 is modeled after the style-modulated MLP from CIPS [5], con-

taining eight layers with a hidden channel dimension of 256 and producing features

𝑓color ∈ R128. The constant input to 𝑀 is replaced with the 𝑦-coordinate (height above

the ground plane), and the modulation input is the interpolated feature from 𝑓land.

We adapt the rendering procedure of GSN to handle unbounded outdoor scenes.

For volumetric rendering, we set the near bound to 1 and the far bound to 16,

which corresponds to the scale factor used in disparity normalization during data

180



preprocessing. Each scene layout feature has a unit width of 0.15, such that the full

width of the feature grid is 256 × 0.15 = 38.4, which is slightly over twice the far

bound distance. We omit positional encoding from 𝑀 , as we found that including

positional encoding yielded grid-aligned artifacts in generated images; we also omit

the view direction input. Camera rays are sampled using FOV = 60∘ with linearly

spaced sampling between the near bound and the far bound. We use inverse-depth

(disparity) supervision rather than depth supervision so that we can represent content

at infinite distances. This also encourages the terrain generator to create empty space

in the sky content, which will be filled with the skydome generator.

We use the volumetric rendering equations from NeRF [156], in which the weights

𝑤𝑖 of the 𝑖-th point along a ray depends on densities 𝜎 which is predicted by multi-layer

perceptron 𝑀 and the distance between samples 𝛿:

𝛼𝑖 = 1− exp (−𝜎𝑖𝛿𝑖) , 𝑤𝑖 = 𝛼𝑖 exp
(︀
−

𝑖−1∑︁
𝑗=1

𝜎𝑗𝛿𝑗
)︀
. (D.2)

Our training procedure for the layout decoder follows that of GSN [47], which

provides the real RGB image 𝐼RGB and disparity 𝑑 (obtained from DPT) to the

discriminator 𝐼 = {𝐼RGB, 𝑑}, and also adds a reconstruction loss on real images using

a decoder network 𝐺𝜑 on discriminator features 𝐷𝜑:

ℒrec = (𝐼 −𝐺𝜑(𝐷𝜑(𝐼)))2. (D.3)

The full GAN objective follows Eqn. D.1 with weights 𝜆𝑅1 = 0.01 and 𝜆rec = 1000, and

we follow the optimizer settings from StyleGAN2 and train for 12M image samples.

Because the layout decoder tends to generate semi-transparent geometry, which

also causes unrealistic sky masks, we regularize the geometry following Eqn. 4 in the

main document, and add the sky mask into the discriminator. We finetune with this

additional loss for 400k samples with 𝜆transparent which linearly increases from zero to

𝜆transparent = 80 over the finetuning procedure.
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Figure D-5: Layout extension. We adapt the
procedure in SOAT [40] for 2D layout extension.
Operating on each layer of the generator, we take
the incoming feature grid 𝑓𝑙, and construct the
outgoing feature grid using the generator weights
conditioned on each corner latent code 𝑧 (the con-
ditioning uses weight modulation on the mapping
network outputs in StyleGAN2 [110]). Then, these
four outgoing feature maps are multiplied with bi-
linear weights 𝛽 and the result is summed, to obtain
the blended feature for the next layer 𝑓𝑙+1.

Layout extension

We use the procedure of SOAT [40] in two dimensions to smoothly transition between

adjacent feature grids sampled from independent latent codes. SOAT proceeds by

operating on 2x2 sub-grids and stitching each layer of intermediate features in the

generator (Fig. D-5). To start, we simply concatenate the StyleGAN constant tensors,

to obtain a feature grid 𝑓0 of size 2𝐻0 × 2𝑊0, where 𝐻0 and 𝑊0 are the height and

width of the constant tensor. For each subsequent layer 𝑓𝑙+1, we modulate the weights

𝐺𝑙 with each of four corner latent codes (after applying the mapping network to obtain

the style-code) and apply it in a fully convolutional manner to 𝑓𝑙, obtaining 𝑓𝑘,𝑙+1 of

size 2𝐻𝑙 × 2𝑊𝑙. Then, we multiply each of 𝑓𝑘,𝑙+1 with bilinear interpolation weights

𝛽 and take the sum to obtain 𝑓𝑙+1. This procedure is repeated for each layer of the

generator, obtaining a an output feature grid of size 2𝐻 × 2𝑊 . To reduce the effect

of padding, these output feature grids are tiled in an overlapping manner, with a 50%

overlap on each side and with weights that linearly decay to zero away from the center

of the tile.

Refinement Network

The refinement network 𝐺up uses a truncated StyleGAN2 backbone, which replaces

the feature input of the 32× 32 block with the 32× 32 rendered feature 𝑓im and initial

image 𝐼LR, depth 𝑑LR, and sky mask 𝑚LR. The skip connection of the upsampler

takes in 𝐼LR, 𝑑LR, 𝑚LR and predicts 𝐼HR, 𝑑HR, and 𝑚HR. Following the noise injection
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operation in StyleGAN2, we replace the image-space 2D noise tensor with our 3D-

consistent projected noise (Eqn. 7 in the main document). This network uses two

mapping layers, taking as input the style latent vector from 𝐺land.

We add an additional objective to encourage consistency between the refined color

pixels and the sky mask:

ℒconsistency = |𝑑HR − 𝑑LR↑|+ |𝑚HR −𝑚LR↑|,

ℒsky = exp(−20 *
∑︁
𝑐

|𝐼HR[𝑐]|) *𝑚HR.
(D.4)

The loss ℒconsistency encourages the high resolution depth and mask outputs to match

their upsampled low resolution counterparts (this results in a smoother outcome

compared to downsampling the high resolution outputs). The loss ℒsky encourages

pixel colors to be nonzero (reserved for the gray sky color) when 𝑚HR = 1, by summing

over the three channels 𝑐 of the predicted image 𝐼HR; this is meant to encourage the

RGB colors produced refinement network to be consistent with the mask and depth

outputs. The refinement network is trained with the GAN objective (Eqn. D.1) with

weights 𝜆𝑅1 = 4, 𝜆consistency = 5, and 𝜆sky = 100, and the discriminator loss is applied

only on the RGB images.

Due to the computational costs of volume rendering, we train the refinement

network on 32×32 inputs to produce 256×256 outputs. For 30 fps video visualizations,

we supersample the camera rays at 8x spatial density and apply depth-based filtering

to the noise input to improve video smoothness; however all metrics in the paper are

computed without supersampling for additional smoothness.

We note that while StyleGAN3 [111] is intended to resolve the texture sticking

effect caused by the noise input in StyleGAN2, replacing 𝐺up with a StyleGAN3

backbone resulted in worse image quality in our setting with FID 67.90, compared to

FID 21.42 for our final model.
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Skydome Generator

The skydome generator takes as input the CLIP [183] embedding of a single terrain

image, and predicts a sky output that is consistent with the terrain. The generator

architecture follows StyleGAN3 [111] adapted with cylindrical coordinates to generate

360∘ panoramas [25].

For the terrain input, we take the filtered LHQ dataset and select the non-sky pixels

with normalized disparity greater than 1/16 (this leaves some background mountains

to be predicted). We follow the training procedure from [25] with a few adaptations. In

addition to concatenating the CLIP embedding of the terrain image to the style-code,

the generated sky is composited with the terrain input prior to the discriminator

with 50% probability, which is compared to full RGB images from LHQ. The 50%

compositing behavior ensures that the bottom of the generated skydome can still

appear realistic (when unmasked), while also matching provided terrain image (when

masked). This portion is trained with the 𝜆𝑅1 = 2 in the GAN objective (Eqn. D.1),

with randomly sampled cylindrical coordinates and a cross-frame discriminator applied

to the boundary of two adjacent frames.

D.2.3 Extendable triplane implementation

To construct the extendable triplane representation, we modify the triplane model

from EG3D [27] to generate three planes from independent synthesis networks 𝐺𝑋𝑌 ,

𝐺𝑋𝑍 , and 𝐺𝑌 𝑍 , tied to the same latent code and mapping network. Similar to our

layout feature model, we train the terrain generator on sky-segmented images and

disparity maps as input into the low-resolution discriminator to help the model learn

geometry. The upsampler portion of this model and the training procedure is the same

as EG3D, using 𝜆𝑅1 = 10. To prevent the model from rendering the segmented sky

color (we use white for the sky color, following the background color of NeRF [156]),

we finetune the model penalizing for white pixels when the sky mask is one:

ℒsky = exp(−5 *
∑︁
𝑐

(𝐼LR[𝑐]− 1) *𝑚LR. (D.5)
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(a) Accumulated ray density with
separate skydome

(b) Accumulated ray density without
separate skydome

Figure D-6: Training without a separate skydome. We supervise the sky content with
zero inverse-depth (infinite distance) to ensure that the camera does not intersect the sky
as the layout features are extended. As such, we model content at infinite distances with a
separate skydome model, such that the terrain model treats sky regions as empty space (left).
Without the separated skydome, the model is forced to put sky content at finite distances
leading to foggy, semi-transparent content near the camera (right).

The finetuning operation is performed for 400K samples with 𝜆sky increasing from

zero to 40 during training. At inference time, we perform SOAT [40] feature stitching

to each generator along the appropriate dimensions to obtain the extended triplane

representation. As the skydome model does not train on generated images, we use

the same skydome model as before. We use 50 randomly sampled camera poses

for training, which improves the geometry diversity (more mountainous terrain) the

compared to using 1K random training poses.

D.3 Additional Experiments

D.3.1 Training without a separate skydome

Modelling faraway content separately is a common strategy in unbounded scene-

reconstruction [9, 76]. To ensure that we cannot intersect the skydome as we arbitrarily

extend the layout features, we use zero inverse-depth for sky pixels, which can only

render a solid color as the weight of all points along the ray must be zero to obtain zero

inverse-depth. In this experiment, we train 𝐼LR using the same training strategy as our

final 𝐼LR model, but instead supervise with full RGB images rather than sky-segmented

RGB images. This corresponds to training the model without a separate skydome. We
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find that without the separate skydome, the model learns incorrect geometry, as it is

forced to place some density at finite distances in order to render content in the sky to

match the training distribution. Figure D-6 shows the difference in ray accumulations

from models trained with the skydome (prior to opacity regularization) and without

the skydome. The model without the skydome places semi-transparent content in the

sky region, which creates a fog-like effect when moving the camera throughout the

landscape.

D.3.2 Changing the number of sampled cameras

We train our model using a set of one thousand cameras with randomly sampled

translations within the layout feature grid, and rotations such that the camera view

frustum overlaps with the feature grid. However, one limitation of this training

strategy is that we find the model can learn repeating geometry, such that the

rendered disparity map may look similar when sampling different random latent

codes at the same camera position, despite the pixel color values being different. We

hypothesize that the diversity of camera poses sampled during training may obscure

the repeating geometry effect from the discriminator, as images sampled from different

camera poses will appear different in terms of both color and geometry.

To investigate this effect, we train another model using only five camera poses

during training. The disparity maps per camera pose show more diversity in this

setting, however we find that this setting results in “holes” and incorrect geometry

in the landscape when moving the camera away from the training poses, illustrated

in Figure D-7. We use one thousand training cameras as our default setting, but a

more optimal setting may involve fewer training cameras, while still ensuring adequate

coverage over the feature grid.

D.4 Discussion

A limiting factor of our method is the reliance on a volume rendering operation to

decode the 2D layout feature grid into a 3D feature at each sampled point along the ray.
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(a) 1K training cameras; training poses (b) 5 training cameras; training poses

(c) 1K training cameras;
independent test poses

(d) 5 training cameras;
independent test poses

Figure D-7: Adjusting the set of training cameras. We plot disparity maps corre-
sponding to training with one thousand cameras, and five cameras. (a) With our default
setting of one thousand training cameras with camera origins uniformly sampled over the
layout feature grid, we find that the model can learn repeating geometry, such that the
disparity map generated from the same pose but different latent codes tends to look similar
(each row corresponds to the same pose), despite the RGB colors appearing different. (b)
With fewer training cameras, the models learns more diversity in the rendered geometry,
where again each row corresponds to the same camera pose. (c & d) However, the model
trained with one thousand cameras generalizes better to an independent set of cameras,
whereas the model trained with five cameras has a greater frequency to put holes in the
decoded landscape (evidenced by completely black disparity maps, or disparity maps that
have no nearby content and thus are darker overall) or regions of solid content without sky
(evidenced by disparity maps that do not fade to black near the top of each image). We
use one thousand training cameras as our default setting, but a more optimal setting may
involve fewer training cameras, while still ensuring adequate coverage over the feature grid.

Due to this operation, the rendered output 𝐼LR can only be trained at low resolution

(32x32), and does not learn to generate detailed textures. (In contrast to NeRF-style

models which can use per-ray supervision, we must render a complete image as an

input for the discriminator.) We rely on a refinement module to upsample the result

and add additional textures, but any refinement in image space is prone to losing 3D

consistency. Our extended triplane variation reduces the computational expense of

187



volume rendering by reducing the capacity of the decoder MLP and increasing the

capacity of the feature representation, thus allowing for neural rendering at 64x64

resolution (we find that geometry degrades at higher resolutions) and decreasing

reliance on the upsampler. While we did not find improvements when training on

rendered patches, improved patch sampling techniques could help in adding more

detail to the rendered result [223].

As our model does not have explicit 3D or aerial supervision, we find that it may

generate unnatural or repeating geometry. This can appear as thin mountains, sloping

water, or hills of a similar shape but different appearance when sampling from different

random noise codes.
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