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Abstract

We consider the problem of predicting power failure cascades due to branch failures.
We propose several flow-free models using machine learning techniques like support
vector machines, naive Bayes classifiers, and logistic regression. These models predict
the grid states at every generation of a cascade process given the initial contingency.
Further, we also propose a model based on graph neural networks (GNNs) that pre-
dicts cascades from the initial contingency and power injection values. We train the
proposed models using a cascade sequence data pool generated from simulations. We
then evaluate our models at various levels of granularity. We present several error
metrics that gauge the models’ ability to predict the failure size, the final grid state,
and the failure time steps of each branch within the cascade. We benchmark the
proposed models against the influence model proposed in the literature. We show
that the proposed machine learning models outperform the influence models under
every metric. We also show that the graph neural network model, in addition to being
generic over randomly scaled power injection values, outperforms multiple influence
models that are built specifically for their corresponding loading profiles. Finally, we
show that the proposed models reduce the computational time by almost two orders
of magnitude.
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Chapter 1

Introduction

1.1 Motivation

Modern power grids often experience unpredictable component failures that are caused

due to an exogenous event like a tree branch falling, bad weather, failure of an aged

device, or an operator error. These random failures, if not treated properly, can prop-

agate rapidly through the grid, potentially resulting in large scale blackouts. Hence, it

is important to study such failure cascades as part of the power contingency analysis.

Further, power grids have seen a recent surge in outages [1] due to extreme weather

conditions [2, 3] and power grid aging [4], causing significant losses to businesses, in-

dustries, and healthcare sectors [5, 6]. Additionally, the move towards electrification

of fossil fuel technologies [7] makes the modeling and prediction of power failures in-

creasingly important. However, failure cascade prediction is a difficult task due to the

complex and time varying nature of interactions between various grid components.

1.2 Related Work

1.2.1 Flow-Based Methods

There have been several studies performed on historical failure cascade data [8–11].

However, the scarce historical records of cascading failures are not representative of
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all the possibilities, leaving potential blackouts concealed. To tackle this challenge,

numerical simulations and analysis of different initial outages have been studied based

on power flow models. This involves solving the static power flow problem step-by-

step and determining the sequence of quasi-static transmission link overflows [12,

13]. However, the AC power flow model is computationally expensive, while the

computationally tractable DC power flow model has been shown to underestimate

the failure sizes [14].

1.2.2 Flow-Free Methods

To overcome the high complexity of flow-based methods, efforts have been devoted to

constructing flow-free models of failure cascades. The branching process is a popular

tool that measures the distribution of the number of outages in a cascade [9, 10],

and the random chemistry algorithm together with such a distribution can efficiently

estimate the overall blackout risk [15,16]. Moreover, a model to predict blackout oc-

currence has been proposed using chemical master equation in [17]. The expectation-

maximization algorithm has been used to estimate interactions between branches

during a cascade in [18]. The branch interactions have also been captured using the

interaction [19] and influence [11, 20] models. The above flow-free models aspire to

capture the cascade flow dynamics from data, obtained either from simulations or

historic outage records. This approach of designing cascade models from data has led

researchers to investigate fast and accurate machine learning models.

1.2.3 Machine Learning Techniques

Machine learning has been used in power system analysis in various settings [21–23].

For example, as power flow calculation using Newton-Raphson is computationally

expensive, more efficient power flow calculation methods have been proposed using

deep [24] and convolutional [25] neural networks. Moreover, in the area of cascade

prediction, support vector machines have been employed in blackout prediction [26],

cascade failure size estimation [27], and load loss estimation [28]. A performance
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comparison of various machine learning tools like support vector machines, k-nearest

neighbors, logistic regression, and decision trees for cascade size estimation is done

in [27]. Additionally, methods using Bayes networks have been proposed for failure

cascade prediction in [29]. Despite being computationally efficient, these techniques

fail to take advantage of the power grid topology information leading us to explore

techniques that use graph neural networks.

1.2.4 Graph Neural Network Methods

Graph neural networks (GNNs) are a type of neural networks that operate on graph-

structured data [30, 31]. They process input graphs by repetitively updating the

information at each node based on its neighbors, thereby leveraging the underlying

graph topology. There have been recent applications of GNNs in the field of power

networks. One such application is the design of computationally efficient power flow

solvers. In [32–34], GNNs are trained in a supervised way to imitate the Newton-

Raphson power flow solver. Whereas [35,36] follow an unsupervised learning method

that minimizes the violation of Kirchoff’s laws. GNNs have also been used to design

fast optimal power flow solvers [37,38].

Moreover, GNNs have seen recent application in the field of power failure cascades.

GNN based methods have been proposed for predicting grid safety from the grid

operation conditions [39, 40]. Additionally, GNNs have been used for real time grid

monitoring tasks during a cascade, like predictions of optimal load shedding [41],

total load lost [42], and fraction of tripped branches [43]. All these works involve a

graph-level prediction task, i.e. they predict a particular property of the grid as a

whole. GNNs can also be used for edge-level and node-level prediction tasks. For

example, in [44], a node-level vulnerability metric called the Avalanche Centrality is

predicted for all nodes of the grid using GNNs.

The existing works as discussed above are focused on characterizing one or two

aspects of failure cascades, like load loss, failure size, or blackout possibility, lacking

a comprehensive evaluation of the cascade at finer levels of granularity. This is done

in [20], where an influence model is trained to predict the power grid states at every

17



generation of the cascade. However, the influence model approach cannot generalize

for variable loading as it only takes the initial contingency as its input and not the

power injection or the power flow values. A flow-based GNN model has been proposed

in [45] that can generalize for variable power injections. However, this model is

centered around predicting the power flow values in a step-by-step manner to obtain

the sequence of branch overflows. Hence, even though this technique speeds up the

cascade prediction process compared to traditional methods, it still involves a high

computational overhead in handling the formation of islands during the cascade, such

as identification of islands and rebalancing the load and power generation within

islands.

1.3 Problem Formulation

We consider the power failure cascade process due to branch failures. In this setting,

a failure cascade begins with an initial failure of one or more branches in the grid.

The initial branch failures perturb the power flow in the grid, leading other branches

to overload and trip. The new failures further cause additional branches to trip and

so on, consequently triggering a cascade process. The cascade process can be grouped

into generations in time [10], which we refer to as time steps.

We represent the power grid by a directed graph G = (V,E), where the nodes V

represent buses and the directed edges E represent branches. For a branch e ∈ E

at time t, we choose the branch state se[t] to be its binary operational state, which

can either be 0 (failed) or 1 (active). We define the network state at time t as

s[t] := (se[t])e∈E.

Our goal is to predict the cascade sequence s := (s[t])T−1
t=0 for a given initial con-

tingency s[0] (the network state at t = 0) where T is the cascade length. However, we

assume that once a branch fails, it stays in the failed state for the rest of the cascade.

This allows us to define the failure step of a branch e, the time step at which its

state changes from 1 to 0, as fe :=
∑︁T−1

t=0 se[t]. From this failure step fe, we can fully

recover the branch states se[t], and hence s, by setting se[t] = 1 for 0 ≤ t < fe and

18



se[t] = 0 for fe ≤ t < T for all e ∈ E. Hence, instead of predicting s directly, we

design a model that predicts the branch failure steps f := (fe)e∈E.

1.4 Contributions

In this thesis, we build several flow-free models for cascade sequence prediction with-

out requiring power flow calculation at every generation of the cascade. We summarize

our contributions below.

1. We propose several flow-free models using machine learning techniques like the

support vector machines, naive Bayes classifiers, and logistic regression. Given

the initial contingency, these models predict the grid state at every generation

of a cascade, providing a way to comprehensively evaluate cascades at various

levels of granularity.

2. We propose a flow-free model based on GNN that predicts grid states at every

generation of a cascade. This model takes as input the node power injection

values, the initial contingency, and the grid topology. Hence, the GNN model

can be generalized over variable load injection profiles.

3. We use the cascading failure simulator oracle from [15] to generate a cascade

sequence dataset to train our models. We then evaluate the performance of our

models at various levels of granularity including prediction of the failure size,

the final grid state, and the failure steps within a cascade.

4. We benchmark our models against the influence model and show that the ma-

chine learning models have much lower error rates. Further, we show that the

GNN model, in addition to being generic over randomly scaled loading values,

outperforms different load-specific influence models under every metric.

5. We perform a runtime analysis and show that the proposed models reduce the

prediction time by almost two orders of magnitude compared to the DC power

flow calculation based simulators.
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1.5 Outline

The rest of the thesis is organized as follows. We propose the machine learning models

in Chapter 2 and propose the GNN model in Chapter 3. We discuss the cascading

failure simulator oracle with which we generate the data required to train and evaluate

our models in Chapter 4. We also discuss several implementation details in Chapter

4. We present graph-level prediction performance of the models in Chapter 5, branch-

level prediction performance of the models in Chapter 6, and runtime performance of

the models in Chapter 7. We end with some concluding remarks in Chapter 8.
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Chapter 2

Machine Learning Techniques for

Failure Cascade Prediction

In this chapter, we propose several models based on machine learning techniques

to predict cascade sequences from the given initial contingency. We explore three

classifiers from the machine learning domain: the naive Bayes classifier, the support

vector machine classifier, and the logistic regression classifier. The proposed models

take as input the initial contingency s[0] and predict the cascade failure steps fe of

all branches e ∈ E. We formally define the proposed models in the following sections.

2.1 Naive Bayes Model

2.1.1 Prerequisite

We first explain the naive Bayes classifier [46] before we explain how we adapt it

to solve our problem. A naive Bayes classifier naiveBayes takes a vector x⃗ :=

[x1, x2, ..., xn] as input and predicts a label ˆ︁y := naiveBayes(x⃗) ∈ {0, ..., K − 1}.

For our problem, we explore a suitable variant called the Bernoulli naive Bayes clas-

sifier, in which each of the inputs is binary ∀j, xj ∈ {0, 1}. The mechanics of such a

classifier is explained below.

On a high level, the naive Bayes classifier tries to find a label y that maximizes
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the conditional probability P(y | x⃗). We modify this conditional probability using the

Bayes theorem as follows.

P(y | x⃗) = P(y)P(x⃗ | y)
P(x⃗)

=
P(y)P(x1, ..., xn | y)

P(x⃗)
. (2.1)

Further, the classifier assumes conditional independence among the input features

(hence, the name naive Bayes) allowing the numerator to be decomposed as follows.

P(y | x⃗) =
P(y)

∏︁
j P(xj | y)
P(x⃗)

. (2.2)

Hence, for a given input, the naive Bayes classifier predicts the output label by picking

the y that maximizes the above probability.

ˆ︁y = naiveBayes(x⃗) := arg max
y∈{0,...,K−1}

P(y)
∏︂
j

P(xj | y) (2.3)

The probabilities P(y) can be estimated as the fraction of samples in training

dataset whose labels are y. And since xj ∈ {0, 1}, the probabilities P(xj | y) can be

estimated as follows.

P(xj | y) = P(xj = 1 | y)xj + P(xj = 0 | y)(1− xj) (2.4)

where, the probabilities P(xj = 1 | y) and P(xj = 0 | y) can be estimated from

training dataset again by counting the frequencies of data samples.

2.1.2 Naive Bayes for Cascade Prediction

In our cascade prediction problem, our goal is to predict the failure time step fe for

all branches e ∈ E given the initial contingency s[0]. For this purpose, we use a set

of naive Bayes classifiers {naiveBayese, e ∈ E}, where each naive Bayes classifier

naiveBayese is associated with the prediction task of a particular branch e ∈ E.

Analogous to the previous subsection, for each classifier naiveBayese, we treat the

initial contingency s[0] as the classifier’s input vector x⃗ and treat the classifier’s output
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ˆ︁y as the failure step prediction ˆ︁fe with possible labels {0, ..., T − 1}. Hence, our

proposed naive Bayes model is composed of |E| naive Bayes classifiers that predict

the failure steps of all branches as follows.

∀e ∈ E, ˆ︁fe = naiveBayese(s[0]) (2.5)

We train each of these |E| classifiers separately using training data as explained

in the previous subsection by treating s[0] as the input vectors x⃗ and treating the

true failure steps fe as the target labels y.

2.2 Support Vector Machine Model

2.2.1 Prerequisite

We first explain the support vector machine (SVM) classifier [47] before we explain

how we adapt it to solve our problem. Similar to naive Bayes, an SVM classifier svm

takes a vector x⃗ ∈ Rn as input and predicts a label ˆ︁y := svm(x⃗) ∈ {0, ..., K − 1}.

The SVM classifier contains trainable parameters wk ∈ Rn and bk ∈ R correspond-

ing to each label k ∈ {0, ..., K − 1}. It predicts the label ˆ︁y as

ˆ︁y := svm(x⃗) = arg max
k∈{0,...,K−1}

wT
k x⃗+ bk. (2.6)

Note that we are using the linear variant of SVMs. Now, given the training data

with input-output pairs (x⃗i, yi), i = 1, ...,m, the training phase involves learning the

parameters wk and bk by solving the following optimization problem for each class

k ∈ {0, ..., K − 1} separately. This type of classification in which we are predicting

whether the output is a particular label or not for each label separately (note the
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term I(yi = k)) is called one-versus-rest classification.

min
wk,bk,γ

1

2
wT

k wk + C
n∑︂

i=1

γk,i (2.7)

subject to (2I(yi = k)− 1)(wT
k x⃗i + b) ≥ 1− γk,i and γk,i ≥ 0 for all i = 1, ..., n.

where, I(·) represents the indicator function, γk,i represents the distance of each sam-

ple i = 1, ...,m away from the decision hyperplane that separates the label k from

other labels, and C is a penalty term that controls the extent of regularization. We

refer the reader to [47] for details on this optimization problem and its solution.

2.2.2 Support Vector Machines for Cascade Prediction

In our cascade prediction problem, our goal is to predict the failure time step fe for

all branches e ∈ E given the initial contingency s[0]. For this purpose, we use a set

of SVM classifiers {svme, e ∈ E}, where each classifier svme is associated with the

prediction task of a particular branch e ∈ E. Analogous to the previous subsection,

for each classifier svme, we treat the initial contingency s[0] as the classifier’s input

vector x⃗ and treat the classifier’s output ˆ︁y as the failure step prediction ˆ︁fe with

possible labels {0, ..., T − 1}. Hence, our proposed SVM model is composed of |E|

SVM classifiers that predict the failure steps of all branches as follows.

∀e ∈ E, ˆ︁fe = svme(s[0]) (2.8)

We train each of these |E| classifiers separately using training data as explained

in the previous subsection by treating s[0] as the input vectors x⃗ and treating the

true failure steps fe as the target labels y.
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2.3 Logistic Regression Model

2.3.1 Prerequisite

We first explain the logistic regression classifier [48] before we explain how we adapt it

to solve our problem. Similar to naive Bayes and SVM, a logistic regression classifier

regression takes a vector x⃗ ∈ Rn as input and predicts a label ˆ︁y := regression(x⃗) ∈

{0, ..., K − 1}.

The logistic regression classifier contains trainable parameters wk ∈ Rn and bk ∈

R, where each parameter corresponds to a label k ∈ {0, ..., K − 1}. The classifier

predicts the probability ˆ︁pk(x⃗) := P(y = k|x⃗) for each label k ∈ {0, ..., K − 1} as

ˆ︁pk(x⃗) := P(y = k|x⃗) = exp(wT
k x⃗+ bk)∑︁K−1

l=0 exp(wT
l x⃗+ bl)

. (2.9)

Then, it predicts the output label as

ˆ︁y := regression(x⃗) = arg max
k∈{0,...,K−1}

ˆ︁pk(x⃗) (2.10)

Now, given the training data with input-output pairs (x⃗i, yi), i = 1, ...,m, the

training phase involves learning the parameters wk and bk by solving the following

optimization problem.

min
w

1

2

K−1∑︂
k=0

wT
k wk − C

m∑︂
i=1

K−1∑︂
k=0

I(yi = k) log ˆ︁pk(x⃗i) (2.11)

where, C is a penalty term that controls the extent of regularization, and I(·) is the

indicator function. We refer the reader to [48] for details on this optimization problem

and its solution.

2.3.2 Regression Model for Cascade Prediction

In our cascade prediction problem, our goal is to predict the failure time step fe for

all branches e ∈ E given the initial contingency s[0]. For this purpose, we use a set
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of regression classifiers {regressione, e ∈ E}, where each classifier regressione is

associated with the prediction task of a particular branch e ∈ E. Analogous to the

previous subsection, for each classifier regressione, we treat the initial contingency

s[0] as the classifier’s input vector x⃗ and treat the classifier’s output ˆ︁y as the failure

step prediction ˆ︁fe with possible labels {0, ..., T − 1}. Hence, our proposed regression

model is composed of |E| logistic regression classifiers that predict the failure steps

of all branches as follows.

∀e ∈ E, ˆ︁fe = regressione(s[0]) (2.12)

We train each of these |E| classifiers separately using training data as explained

in the previous subsection by treating s[0] as the input vectors x⃗ and treating the

true failure steps fe as the target labels y.
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Chapter 3

The Graph Neural Network Model

The machine learning models proposed in Chapter 2 do not take the node power injec-

tion values as input. Hence, it is not possible to generalize a single machine learning

model to predict cascades under variable loading profiles. Further, the machine learn-

ing models do not take advantage of the information available regarding the graph

topology. Thus, in order to build a model that can predict cascade sequences for any

given loading profile, we propose a model based on GNNs that take the node power

injection as one of its inputs.

3.1 Model Definition

The proposed model takes as input the topology of the grid G = (V,E), the initial

contingency s[0] ∈ {0, 1}|E|, and the power injection values Pv ∈ R at each node

v ∈ V . The model predicts the cascade failure steps fe of all branches e ∈ E. In

this model, we process the input data in multiple stages as explained in the following

subsections. Fig. 3-1 shows a block diagram that summarizes the model.

3.1.1 Initial Stage

We start by removing the edges corresponding to failed branches in the initial con-

tingency and get the new set of edges E ′ = {e ∈ E : se[0] = 1}. Then, we pass the
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(a) Initial stage (left) and attention stage (right).

Averaging Stage 1
(averaging adjacent
edges and branches)

Averaging Stage K
(averaging adjacent
edges and branches)

(b) Hidden stage.

(c) Final stage.

Figure 3-1: Block diagram of the GNN model.
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node power injection values Pv through a neural network to obtain the hidden latent

features ˜︁Pv ∈ RL as follows.

∀v ∈ V, ˜︁Pv = Hinitial(Pv) (3.1)

where, the mapping Hinitial : R→ RL represents a dense neural network

Hinitial(Pv) = σ(WM
initial...σ(W

2
initialσ(W

1
initialPv+b1initial)+b2initial)...+bMinitial) (3.2)

where, the weights and biases W initial and binitial are trainable parameters of ap-

propriate dimensions. These parameters will be learned during the training phase.

Further, σ is a non-linear function like sigmoid, tanh, or rectified linear unit (ReLU).

Note that the same neural network is being used on all the nodes v ∈ V i.e. the

weights and biases are not a function of v.

Further, we use these values ˜︁Pv to initiate the edge hidden features h0
e as follows.

∀e = (u, v) ∈ E ′, h0
e = h0

(u,v) = ˜︁Pu − ˜︁Pv (3.3)

where, a directed edge e ∈ E ′ is represented as e = (u, v) with u, v ∈ V being its

source and destination nodes respectively.

3.1.2 Attention Stage

In this stage, we generate several attention coefficients that will be necessary in the

later stages. But first, for an edge e = (u, v) ∈ E ′, we define the set of adjacent edges

as Ne = N(u,v) = {(u,w) : w ∈ V, (u,w) ∈ E ′} ∪ {(w, v) : w ∈ V, (w, v) ∈ E ′}.

Now, we generate two types of attention coefficients: the edge-to-edge coefficients

aed for every two neighboring edges e ∈ E ′, d ∈ Ne; and the node-to-edge coefficients

(beu, bev) for all edges e = (u, v) ∈ E ′ and their nodes u, v. We generate these attention

coefficients by passing the given initial contingency s[0] through dense neural networks

as follows.

a = Hattn
edge-edge(s[0]), b = Hattn

node-edge(s[0]) (3.4)
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where, a is the collection of edge-to-edge coefficients a = (aed){e,d∈E′:d∈Ne,d ̸=e}, and

b is the collection of node-to-edge coefficients b = (beu, bev)e=(u,v)∈E′ . The mappings

Hattn
edge-edge : R|E| → R

∑︁
e∈E′ (|Ne|−1) and Hattn

node-edge : R|E| → R2|E| represent two dense

neural networks

Hattn
edge-edge(s[0]) = σ(W attn,M

edge-edge...σ(W
attn,1
edge-edges[0] + battn,1edge-edge)...+ battn,Medge-edge) (3.5)

Hattn
node-edge(s[0]) = σ(W attn,M

node-edge...σ(W
attn,1
node-edges[0] + battn,1node-edge)...+ battn,Mnode-edge) (3.6)

where, the weights and biases will be learned through back propagation in training,

and σ is a non-linear function like sigmoid, tanh, or rectified linear unit (ReLU).

These attention coefficients will be used in the next hidden stage, where we repet-

itively update edge hidden features by weighted-averages of neighboring edge and

node hidden features. The attention coefficients will act as weights for this purpose.

They represent how much weight, or attention, needs to be given on adjacent edges

and nodes while updating an edge’s hidden features.

3.1.3 Averaging Stage (Hidden Layers)

In this stage, we pass the outputs of the initial stage h0
e through a sequence of K

averaging steps. In each step k = 1, ..., K, we calculate the weighted average of

neighboring branch and node features and pass them through a neural network to

obtain the new branch features. Here, the coefficients obtained as outputs from the

attention stage are used as weights in the calculation of weighted averages. This is

formally described in the following equation.

∀k = 1, ..., K, ∀e = (u, v) ∈ E ′,

hk
e =

hk−1
e

|Ne|
+Hk

edge-edge

(︄ ∑︂
d∈Ne,d̸=e

aed√︁
|Ne|

√︁
|Nd|

hk−1
d

)︄

+Hk
node-edge

(︄
beu ˜︁Pu + bev ˜︁Pv

2

)︄
(3.7)
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where, K is the total number of averaging steps, hk
e is the edge hidden feature of

edge e at k-th averaging step, and Ne is the set of edges that are adjacent to and

including e. The coefficients aed and bue are the edge-to-edge and node-to-edge atten-

tion coefficients respectively outputted by the attention stage. Finally, the functions

Hk
edge-edge, H

k
node-edge : R

L → RL for k = 1, ..., K represent dense neural networks

Hk
edge-edge(·) = σ(W k,M

edge-edge...σ(W
k,1
edge-edge(·) + bk,1edge-edge)...+ bk,Medge-edge) (3.8)

Hk
node-edge(·) = σ(W k,M

node-edge...σ(W
k,1
node-edge(·) + bk,1node-edge)...+ bk,Mnode-edge) (3.9)

where, the weights and biases will be learned through back propagation during the

training phase, and σ is a non-linear function like sigmoid, tanh, or rectified linear

unit (ReLU). Note that these neural networks are the same for all edges.

3.1.4 Final Stage

In the final stage, we predict the failure step probability values ˆ︁pe := [ˆ︁pe,0, ..., ˆ︁pe,T−1]

for all branches e ∈ E ′, where each entry ˆ︁pe,t is the predicted probability that branch

e fails at time t. We do this by passing the output of last averaging step hK
e through

a dense neural network as follows.

∀e ∈ E ′, ˆ︁pe = Hfinal(h
K
e ) ∈ [0, 1]T (3.10)

where, the function Hfinal : RL → RT represents a dense neural network

Hfinal(h
K
e ) = σ(WM

final...σ(W
2
finalσ(W

1
finalh

K
e + b1final) + b2final)...+ bMfinal) (3.11)

where, the weights W final and biases bfinal will be learnt during the training phase,

and σ is a non-linear function like sigmoid, tanh, or rectified linear unit (ReLU).

However, in this neural network, the last non-linear function needs to be softmax, so

that its outputs represent valid probability values. Finally, the failure steps of edges
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is predicted by picking the index with the highest predicted probability value,

∀e ∈ E ′, ˆ︁fe = arg max
t=0,...,T−1

ˆ︁pe,t. (3.12)

3.2 Model Training

In this section, we discuss the training of the proposed GNN model using the cross

entropy loss function and the Adam optimizer. The goal here is to learn all the

trainable weights and biases present in all the stages of our model. This includes the

weights and biases of the following neural networks: the neural network Hinitial in the

initial stage, the neural networks Hattn
edge-edge and Hattn

node-edge in the attention stage, the

neural networks Hk
edge-edge (k = 1, ..., K) and Hk

node-edge (k = 1, ..., K) in the averaging

stage, and the neural network Hfinal in the final stage.

We start by initializing these weights and biases randomly. We then update these

weights and biases in multiple iterations. In each iteration, we first sample a random

batch of cascade samples Dbatch ⊂ Dtrain from the training dataset Dtrain. For these

samples, we run two routines called the forward pass and back propagation. In forward

pass, we obtain the model’s prediction and calculate the cross entropy loss between the

prediction and the true labels. In back propagation, we calculate the gradients of the

loss with respect to each parameter (weights and biases) and update the parameters

using this loss gradient. We repeat this process over multiple iterations of random

batches until the loss value has been reduced to a required minimum threshold value.

We discuss the details of these routines in the following subsections.

3.2.1 Forward Pass

During forward pass, we simply run the GNN model on all the samples in Dbatch,

obtain the model’s predicted output values, and save these values. Specifically, we

run a forward pass through the model and save the model’s predicted failure step

probability values ˆ︁pde := [ˆ︁pde,0, ..., ˆ︁pde,0] for all branches e ∈ E, where each entry ˆ︁pde,t is

the predicted probability that the branch e fails at time step t. We also save all the
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intermediate variables calculated during the forward pass like edge hidden features

hk
e for all e ∈ E, k = 1, ...K, transformed node injection values ˜︁Pv for all v ∈ V , and

attention coefficients aed, bev for all e, d ∈ E, v ∈ V .

Now that we have the model’s prediction, we can calculate the cross entropy loss

between these predicted values and the true values. Let fd
e for any branch e ∈ E be

the true time step at which the branch failed. Then the cross entropy loss for this

train sample d and branch e is defined as Cd
e := − log ˆ︁pd

e,fd
e
. Note that the constraint∑︁

t ˆ︁pde,t = 1 is already satisfied since the final layer of the model’s final stage is a

softmax layer. So it is enough to penalize only the predicted probability value of the

index corresponding to t = fd
e . Finally, we can accumulate the loss of all the branches

and samples of the training batch by calculating the following average value.

Cbatch :=
1

|Dbatch|
∑︂

d∈Dbatch

1

|E|
∑︂
e∈E

Cd
e =

1

|Dbatch|
∑︂

d∈Dbatch

1

|E|
∑︂
e∈E

− log ˆ︁pde,fd
e
. (3.13)

3.2.2 Back Propagation

Now to update the model parameters, we calculate the gradients of the cross entropy

loss with respect to each parameter of the model using the chain rule. We do this

in a backward manner starting from the final stage and going back to the averaging

stage, and finally to the attention and initial stages.

Final Stage

Consider the final stage of the model. Recall that the final stage includes the following

operations.

∀e ∈ E ′, ˆ︁pe = Hfinal(h
K
e ). (3.14)

Hence, the final stage contains the dense neural network Hfinal(·), whose weights

and biases need to be learned. Let the parameters of this dense neural network be

W final and bfinal (weights and biases respectively). Expanding the internal calcula-
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tions within the neural network Hfinal(·), the final stage now looks as follows.

∀e ∈ E ′, ˆ︁pe = Hfinal(h
K
e ) = σ(W finalh

K
e + bfinal) (3.15)

where, σ is a non-linear activation function (in this case, softmax). Note that the

dense neural networks in practice and in our experiments have more than one layers

Hfinal(h
K
e ) = σ(WM

final...σ(W
2
finalσ(W

1
finalh

K
e +b1final)+b2final)...+bMfinal). However,

here we describe for brevity the neural network with only one layer. We update these

parameters W final and bfinal as follows.

1. We can first calculate the gradient of the cross entropy loss ∇ˆ︁peCbatch with

respect to the final stage output ˆ︁pe. From (3.13), the gradient is given as

∇ˆ︁peCbatch =
1

|Dbatch|
∑︂

d∈Dbatch

1

|E|
∇ˆ︁pe

(︄∑︂
e′∈E

Cd
e′

)︄

=
1

|Dbatch|
∑︂

d∈Dbatch

1

|E|
∇ˆ︁peCd

e

=
1

|Dbatch||E|
∑︂

d∈Dbatch

∇ˆ︁pe
(︂
− log ˆ︁pde,fd

e

)︂
=

1

|Dbatch||E|
∑︂

d∈Dbatch

− 1ˆ︁pd
e,fd

e

Ifd
e
.

where, It represents a one-hot vector with an unit entry at t-th element and

zeros everywhere else.

2. Using this gradient, we can calculate the loss gradients∇W final
Cbatch and∇bfinal

Cbatch

with respect to the parameters W final and bfinal from (3.15) using chain rule

as

∇W final
Cbatch =

(︁
∇ˆ︁peCbatch ⊙ σ′(W finalh

K
e + bfinal)

)︁
·
(︁
hK
e

)︁T
, (3.16)

∇bfinal
Cbatch = ∇ˆ︁peCbatch ⊙ σ′(W finalh

K
e + bfinal) (3.17)

where, ⊙ represents element-wise multiplication and σ′ is the derivative of the
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non-linear activation function. Recall that we have saved the values of all the

intermediate variables during the forward pass. So we do have access to values

like hK
e making the gradient calculation possible.

3. Now, the values of the parameters can be updated as

W final ←W final − η∇W final
Cbatch, (3.18)

bfinal ← bfinal − η∇bfinal
Cbatch (3.19)

where, η is the step size. Note that the update rule shown above is followed by

the gradient descent optimizer. However, we use the Adam optimizer to train

our model, whose update rule is slightly more involved. We refer the reader

to [49] for details about the parameter update rule of the Adam optimizer.

4. Additionally, we can also calculate the gradient ∇hK
e
Cbatch with respect to the

input hK
e to this final stage. Applying chain rule on (3.15),

∇hK
e
Cbatch = (W final)

T ·
(︁
∇ˆ︁peCbatch ⊙ σ′(W finalh

K
e + bfinal)

)︁
(3.20)

This gradient calculation will be useful to extend the chain rule to other stages

as explained in the later paragraphs.

After we update the parameters of the final stage, we can use the chain rule again

to propagate further back to the averaging stage, the attention stage and the initial

stage. We explain this briefly below without going into the mathematical details.

Averaging Stage

Recall that the averaging stage contains dense neural networks Hk
edge-edge(·) and Hk

node-edge(·)

for all k = 1, ..., K, whose parameters need to be learned in training. Let the weights

of these neural networks be W k
edge-edge and W k

node-edge. Let the biases of these networks

be bkedge-edge and bknode-edge. To update the parameters of these neural networks, we fol-

low a similar procedure as the final stage. We start with the gradient ∇hK
e
Cbatch which
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has already been calculated in (3.20) and do the following for each k = K,K−1, ..., 1.

1. Using the chain rule and using the calculated gradient value ∇hk
e
Cbatch, we can

calculate the loss gradients ∇W k
edge-edge

Cbatch, ∇W k
node-edge

Cbatch, ∇bkedge-edge
Cbatch,

and ∇bknode-edge
Cbatch with respect to the weights and biases.

2. Once we have the gradients, we can update the weights and parameters as

W k
edge-edge ←W k

edge-edge − η∇W k
edge-edge

Cbatch (3.21)

W k
node-edge ←W k

node-edge − η∇W k
node-edge

Cbatch (3.22)

bkedge-edge ← bkedge-edge − η∇bkedge-edge
Cbatch (3.23)

bknode-edge ← bknode-edge − η∇bknode-edge
Cbatch (3.24)

3. Finally, using the value of∇hk
e
Cbatch and using chain rule again, we can calculate

the gradient ∇hk−1
e

Cbatch required to update the parameters of step k − 1. We

repeat this procedure until we have updated the parameters of all K steps of

the averaging stage.

Attention Stage and Initial Stage

Using the gradient values calculated in the previous step, we can further apply chain

rule to calculate the loss gradients ∇aCbatch, ∇bCbatch with respect to the attention

coefficients a and b. This can be used to update the parameters of neural networks

Hattn
edge-edge(·) and Hattn

node-edge(·) in the attention stage.

Similarly, we can calculate the loss gradients ∇ ˜︁Pv
Cbatch with respect to the trans-

formed node injection values ˜︁Pv and with this, we can update the parameters of the

neural network Hinitial(·) in the initial stage of the model.

This way, we can use back propagation to update all the parameters within the

GNN model at each iteration of the training process. We keep repeating the feed

forward and back propagation pair with random training batches until the model’s

prediction loss has reached a required minimum threshold.
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Chapter 4

Results: Data Synthesis and Design

Specifications

4.1 Data Synthesis

In this section, we explain the data synthesis approach we use to generate the data

useful for training the proposed models. We follow the cascading failure simulator

(CFS) oracle proposed in [15] to generate the training data. However, historic data

obtained from utility records or synthetic data generated from other oracles can also

be used to train our model without any changes to its architecture.

4.1.1 The Cascading Failure Simulator Oracle

As summarized in Algorithm 1, the CFS oracle simulates the cascade process for a

given initial contingency s[0] and power injection values (Pv)v∈V , and outputs the

failure steps f := (fe)e∈E. The CFS oracle treats branch failures deterministically, a

branch e is treated to be failed whenever the power flow ge through it crosses its given

capacity value ce. The oracle also assumes that optimal redispatch is not applicable

within a fast cascade. However, it does perform urgent load shedding and generation

curtailment in case of power mismatch. We implement the CFS oracle in MATLAB,

where we use the MATPOWER toolbox [50] to get the graph topology and branch
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capacity values. We also use the toolbox’s DC power flow solver to calculate the

branch power flow values.

Algorithm 1 Simulating failure cascade using the CFS oracle.
Input: The grid topology G = (V,E), the initial contingency s[0], the capacity
values of branches (ce)e∈E, and the power injection values (Pv)v∈V .
Output: The branch failure steps in the cascade (fe)e∈E.
initialize t← 0; overloaded ← true.
while overloaded do

1) E ← {e ∈ E : se[t] = 1}.
2) Detect all the islands (disconnected sub-graphs) that appear. If the whole
network is connected, then it can be viewed as the only island.
for each island do

a) Specify a bus as the slack bus of the island.
b) Rebalance the power injection within the island by either generation cur-
tailment or load shedding depending on whether the supply exceeds demand
in the island.
c) Recompute the power flow values ge within the island for each branch of
the island.

end for
3) s[t+ 1]← s[t]; ∀e ∈ E : ge > ce, se[t+ 1]← 0.
4) if s[t+ 1] = s[t] then overloaded ← false end if
5) t← t+ 1.

end while
return f =

∑︁
t s[t].

4.1.2 Data for Machine Learning Models

Using the CFS oracle, we generate a data pool Dα of size M as summarized in Al-

gorithm 2. Each sample in the data pool Dα is a tuple (s[0], (fe)e∈E) containing a

random initial contingency and the corresponding cascade failure steps respectively.

All the samples in this dataset Dα are generated by scaling the node power injections

by a constant value α. Specifically, in each sample, we first generate random |E| − 2

initial contingencies s[0] by selecting two branches randomly, say e1, e2, and setting

their states to failed se1 [0] = se2 [0] = 0. Then, we scale the default power injection

values obtained from the MATPOWER toolbox uniformly across all nodes by a con-

stant given scaling value α to get (Pv)v∈V . Finally, we use the CFS oracle described

in Algorithm 1 to get the cascade failure steps (fe)e∈E for each sample.
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Algorithm 2 Generating the failure cascade data pool for machine learning models.
Input: The grid topology G = (V,E), power injection values (Pv)v∈V that are
already scaled by a constant value α, and required data pool size M .
Output: The failure cascade data pool Dα.
initialize Dα ← {}.
while |Dα| < M do

1) s[0]← Random |E| − 2 initial contingency.
2) (fe)e∈E ← CFS oracle’s output for (s[0], (Pv)v∈V , G).
3) Dα ← Dα appended with (s[0], (Pv)v∈V , (fe)e∈E).

end while
return Dα.

4.1.3 Data for the GNN Model

We generate a data pool D of size M as summarized in Algorithm 3. Each sample in

the data pool D is a tuple (s[0], (Pv)v∈V , (fe)e∈E) containing a random initial contin-

gency, randomly scaled power injection values, and the corresponding cascade failure

steps respectively. Specifically, in each sample, we first generate random |E| − 2 ini-

tial contingencies s[0] by selecting two branches randomly, say e1, e2, and setting their

states to failed se1 [0] = se2 [0] = 0. Then, we scale the default power injection values

obtained from the MATPOWER toolbox uniformly across all nodes by a random

scaling value α ∼ Unif[1, 2] to get (Pv)v∈V . This way, our data pool contains cascades

at various loading and initial contingencies. Finally, we use the CFS oracle described

in Algorithm 1 to get the cascade failure steps (fe)e∈E for each sample.

Algorithm 3 Generating the failure cascade data pool for the GNN model.
Input: The grid topology G = (V,E), default power injection values (P 0

v )v∈V , and
required data pool size M .
Output: The failure cascade data pool D.
initialize D ← {}.
while |D| < M do

1) s[0]← Random |E| − 2 initial contingency.
2) α← Unif[1, 2]; ∀v ∈ V, Pv ← αP 0

v .
3) (fe)e∈E ← CFS oracle’s output for (s[0], (Pv)v∈V , G).
4) D ← D appended with (s[0], (Pv)v∈V , (fe)e∈E).

end while
return D.
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4.2 Model Design Specifications

In this section, we discuss the design details of the proposed models that we use to

evaluate the performance of the models in this work.

4.2.1 GNN Model

To train the GNN model, we generate data pools D for two power grids, IEEE89 and

IEEE118, which are available in the MATPOWER toolbox using the data synthesis

methods explained in Section 4.1.3. The two generated datasets each contain 200,000

cascade sequence samples, each sample simulated on a random initial contingency

and random uniform scaling as discussed in the previous section. We get the required

graph topology, default power injection values, and branch capacities (we set the

unavailable capacities to twice the default power flows through the branches) from

the MATPOWER toolbox. In both cases, we split 90% of the dataset D into train

Dtrain and 10% to test Dtest sets.

We train two instances of the proposed GNN model, one corresponding to the

IEEE89 case and another to the IEEE118 case. We build the instances in Python us-

ing the neural network modules available in the PyTorch library [51]. The implemen-

tation can be found in https://github.com/sathwikchadaga/failure-cascade.

4.2.2 Machine Learning Models

To train the machine learning models, we generate data poolsDα for three power grids,

IEEE89, IEEE118, and IEEE1354, which are available in the MATPOWER toolbox

using the data synthesis methods explained in Section 4.1.2. For each of these IEEE

systems, we generate eleven datasets Dα for scaling values α = 1.00, 1.10, ..., 2.00.

The generated datasets each contain 10,000 cascade sequence samples, each sample

simulated on a random initial contingency as discussed in the previous section. We get

the required graph topology, default power injection values, and branch capacities (we

set the unavailable capacities to twice the default power flows through the branches)

from the MATPOWER toolbox. In all cases, we split 90% of the dataset Dα into
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train Dα
train and 10% to test Dα

test sets.

We train instances of the machine learning models (naive Bayes, SVM, and re-

gression) corresponding to the IEEE89, IEEE118, and IEEE1354 cases. Note, how-

ever, that the machine learning models do not take node power injection values into

consideration, making them specific to a single loading profile. Hence, it is impossi-

ble to generalize a single machine learning model over all random load scaling val-

ues. Thus, for each IEEE system and for each of SVM, naive Bayes, and regression

models, we build multiple instances of the model for different load scaling values

α and train them using the generated data pool Dα
train. We build these models in

Python using the Scikit-Learn library [52]. The implementation can be found in

https://github.com/sathwikchadaga/failure-cascade.

4.2.3 Influence Model

Finally, we use the performance of the influence model [20] as a benchmark since

this model can evaluate metrics in almost the same granularity level as the GNN and

the machine learning models. Similar to the machine learning models, we cannot

generalize a single influence model over all random load scaling values. Thus, we

train multiple instances of the influence models specialized for different load scaling

values and IEEE systems. The implementation can be found in https://github.

com/sathwikchadaga/failure-cascade.
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Chapter 5

Results: Graph Level Performance

In this chapter, we evaluate the trained models on several metrics that capture the

graph-level prediction performance. We first define several evaluation metrics in Sec-

tion 5.1 like the graph-level failure size error rate, final state error rate, and failure

step error rate. We then show the performance of the proposed machine learning

models in Section 5.2 using the defined metrics. We show that the regression model

performs the best among them. Finally, we show the performance of the GNN model

in Section 5.3. Here, we show that the GNN model, in addition to being generic

over randomly scaled loading values, outperforms the load-specific influence models

and competes with the load-specific regression models. An implementation of these

models can be found in https://github.com/sathwikchadaga/failure-cascade.

5.1 Performance Metrics Definitions

5.1.1 Failure Size Error Rate

The cascade failure size is defined as the number of branches in the failed state at the

end of a cascade. The failure size error rate lαsize at a load scaling value α encapsulates

the average error in model’s prediction of the cascade failure size. Formally, let

Dα
test ⊂ Dtest be the set of test samples whose input load scaling is α. For a sample

d ∈ Dα
test (with a random |E| − 2 initial contingency), let Ed

failed ⊂ E be the set of
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edges that truly fail and let ˆ︁Ed
failed ⊂ E be the set of edges that are predicted to have

failed, then failure size error rate at this load scaling value is given by

lαsize =
1

|Dα
test|

∑︂
d∈Dα

test

||Ed
failed| − | ˆ︁Ed

failed||
|Ed

failed|
. (5.1)

5.1.2 Final State Error Rate

The final state error rate lαstate at a load scaling value α represents the error in model’s

prediction of the network state at the end of the cascade. Formally, if the true final

state of a cascade sample d ∈ Dα
test (with a random |E| − 2 initial contingency) is

sd[T ] = (sde[T ])e∈E, and its predicted final state is ŝd[T ] = (ŝde[T ])e∈E, then the final

state error rate at this load scaling value is given by

lαstate =
1

|Dα
test|

∑︂
d∈Dα

test

1

|E|
∑︂
e∈E

⃓⃓
sde[T ]− ŝde[T ]

⃓⃓
. (5.2)

5.1.3 Failure Step Error Rate

Failure step error lαfailure−step is the error between model’s predicted failure steps and

the true failure steps at a load scaling value α. If the true failure steps in a sample

d ∈ Dα
test (with a random |E|−2 initial contingency) is fd = (fd

e )e∈E and the predicted

failure steps are ˆ︁fd = ( ˆ︁fd
e )e∈E, then the failure step error at this load scaling value is

given by

lαfailure−step =
1

|Dα
test|

∑︂
d∈Dα

test

1

|E|
∑︂
e∈E

|fd
e − ˆ︁fd

e |. (5.3)

5.2 Results for the Machine Learning Models

In this section, we present the graph-level performance metrics defined in Section 5.1

for the proposed machine learning models: the regression model, the SVM model, and

the naive Bayes model. Note, however, that none of these models take node power

injection values into consideration, making them specific to a single loading profile.

Hence, it is impossible to generalize a single model over all random load scaling values
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α. Thus, we build multiple instances of these models, each trained on a unique load

scaling value, and plot their error rates as a function of their corresponding load

scaling values. Specifically, for a given IEEE bus, we train eleven instances of the

regression model, eleven instances of the SVM model, and eleven instances of the

naive Bayes model that are specific to load scaling values of 1.00, 1.10, ..., 2.00.

5.2.1 Failure Size Error Rate

Fig. 5-1 shows the failure size error rates of the regression, SVM, and naive Bayes

models trained and tested on IEEE89, IEEE118, and IEEE1354 (left to right) datasets.

Note again that, since these models cannot be generalized over variable loading val-

ues, each of the points in the plot corresponds to a different instance of the model

that is specifically trained for its corresponding load scaling value. As can be seen,

the regression models have the best performance followed by the SVM models at all

load scaling values. The naive Bayes models perform worse than others as expected

because of their independence assumption.
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Figure 5-1: Failure size error rates lαsize of various machine learning models for IEEE89,
IEEE118, and IEEE1354 (left to right) against load scaling values α.

5.2.2 Final State Error Rate

Similar to the previous metric, Fig. 5-2 shows the final state error rates of various

load-specific instances of the regression, SVM, and naive Bayes models trained and

tested on IEEE89, IEEE118, and IEEE1354 (left to right) datasets. As can be seen,

the regression models have the best performance at all load scaling values. The worst
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case final state error rate is 4.1%, which is experienced by the naive Bayes model at

a load scaling value of 1.3 for the IEEE89 case.
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Figure 5-2: Final state error rates lαstate of various machine learning models for IEEE89,
IEEE118, and IEEE1354 (left to right) against load scaling values α.

5.2.3 Failure Step Error Rate

Similar to the previous metric, Fig. 5-3 shows the failure step error rates of various

load-specific instances of the regression, SVM, and naive Bayes models trained and

tested on IEEE89, IEEE118, and IEEE1354 (left to right) datasets. Similar to the

previous metrics, the regression models outperform the naive Bayes and SVM models

at all scaling values.

1 1.2 1.4 1.6 1.8 2

0.1

0.2

0.3

0.4

Load scaling

Fa
ilu

re
ti

m
e

st
ep

er
ro

r
(g

en
er

at
io

ns
)

Regression models
SVM models
Naive Bayes models

1 1.2 1.4 1.6 1.8 2

4

5

6

7

8

·10−2

Load scaling

Regression models
SVM models
Naive Bayes models

1 1.2 1.4 1.6 1.8 2

0.05

0.1

0.15

Load scaling

Regression models
SVM models
Naive Bayes models

Figure 5-3: Failure step error rates lαfailure-step of various machine learning models for
IEEE89, IEEE118, and IEEE1354 (left to right) against load scaling values α.
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5.3 Results for the GNN Models

In this section, we present the graph-level performance metrics defined in Section 5.1

for the GNN model. We have seen in the previous section that the regression models

perform the best among proposed machine learning models. Hence, we compare the

GNN model against the regression models. We also present the performance metrics

of the influence model [20] as a benchmark since this model can evaluate metrics in

almost the same granularity level as the GNN and the regression models.

Similar to the regression model, the influence model does not take node power in-

jection values into consideration, making it specific to a single loading profile. Hence,

it is impossible to generalize a single influence model over all random load scaling

values α. Thus, we build multiple instances of the influence model, each trained on

a unique load scaling value, and compare our single generalized GNN model against

them. Specifically, for a given IEEE bus, we train eleven instances of the influence

model and eleven instances of the regression model that are specific to load scaling

values of 1.00, 1.10, ..., 2.00. Whereas, we train only one instance of the GNN model

for a given bus, which is generic over all load scaling values.

5.3.1 Failure Size Error Rate

Fig. 5-4 shows the failure size error rates of the two GNN models trained and tested

on IEEE89 (left) and IEEE118 (right) datasets. Here, the GNN model’s error rates

at nearby load scaling values are grouped together and their bin averages are plotted

for clarity. The plot also shows the error rates of multiple load-specific instances of

the regression and influence models trained and tested on IEEE89 (left) and IEEE118

(right) datasets.

As can be seen, the GNN model experiences a worst case relative error of 15%

for IEEE89 and 2% for IEEE118. Further, for a given IEEE bus, even though we are

using a single instance of the GNN model generic to all scaling values, it has lower

error rates than all the load-specific influence models. Additionally, its performance

is comparable to all the load-specific regression models. Finally, we see that the error
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Figure 5-4: Failure size error rates lαsize of various models for IEEE89 (left) and
IEEE118 (right) against load scaling values α.

rates are higher for all the models when the load scaling values are low for IEEE89.

This is because when the system loading is low, the true failure sizes are small. This

increases the error rate metric, as it is calculated relative to the true sizes.

5.3.2 Final State Error Rate

Similar to the previous metric, Fig. 5-5 shows the final state error rates of two

instances of the GNN model trained and tested on IEEE89 (left) and IEEE118 (right)

datasets. The figure also shows the error rates of multiple load-specific instances of

the regression and influence models trained and tested on IEEE89 (left) and IEEE118

(right) datasets.

As can be seen, both instances of the GNN model are better by around 2% (nearly

a factor of 2) than the load-specific influence models at all load scaling values. Further,

the GNN models’ performance is similar to that of the load-specific regression models

at almost all of the load scaling values. The worst final state error rate experienced

by the GNN model is 4.8%, which is at a loading value of 1.23 for the IEEE89 case.
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Figure 5-5: Final state error rates lαstate of various models for IEEE89 (left) and
IEEE118 (right) against load scaling values α.

5.3.3 Failure Step Error Rate

Similar to the previous metric, Fig. 5-6 shows the failure step error rates of two

instances of the GNN model trained and tested on IEEE89 (left) and IEEE118 (right)

datasets. The figure also shows the error rates of multiple load-specific instances of

the regression and influence models trained and tested on IEEE89 (left) and IEEE118

(right) datasets.
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Figure 5-6: Failure step error rates lαfailure-step of various models for IEEE89 (left) and
IEEE118 (right) against load scaling values α.

As can be seen, the GNN model’s worst error rates are 0.7 time steps (or genera-
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tions) and 0.1 time steps for IEEE89 and IEEE118 respectively. For both buses, the

generic GNN model outperforms all the influence model instances built specifically

for their corresponding load scaling values. However, it is worse than the load-specific

regression models.

50



Chapter 6

Results: Branch Level Performance

In this chapter, we evaluate the trained models on several metrics that represent the

performance in prediction of several branch features of the cascade. We first define

several evaluation metrics in Section 6.1 like the branch-level final state error rate and

failure step error rate. We then show the performance of the proposed machine learn-

ing models in Section 6.2 using the defined metrics. We show that the regression model

performs the best among them. Finally, we show the performance of the GNN model

in Section 6.3. Here, we show that the GNN model, in addition to being generic over

randomly scaled loading values, outperforms the load-specific influence models and

compares well with the load-specific regression models. An implementation of these

models can be found in https://github.com/sathwikchadaga/failure-cascade.

6.1 Performance Metrics Definitions

In this section, we define several performance metrics that are useful to evaluate the

model’s branch-level prediction performance.

6.1.1 Branch Failure Frequency

Before we define the branch-level performance metrics, we define the branch failure

frequency lfreq,e of branch e ∈ E. Let De
failed ⊂ Dtrain be the set of train samples
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where the branch has eventually failed in the cascade but not as part of the initial

contingency, then the branch failure frequency is given by the following fraction.

lfreq,e =
|De

failed|
|Dtrain|

. (6.1)

This is an important value as it captures the prediction differences between branches

with different failure frequencies. For example, predicting the features of a branch

that rarely fails is easier than a branch that fails half the time. Hence, in the later

sections, we will be plotting the branch-level performance metrics as a function of the

branch failure frequencies.

6.1.2 Branch Final State Error Rate

Branch final state error rate lstate,e for a branch e ∈ E represents the ratio of test

samples with incorrect final state predictions. Say, De
wrong ⊂ Dtest represents the

set of test samples in which the model wrongly predicted the final state of edge e.

Further, say De
initial ⊂ De

wrong be the samples in which branch e failed as part of the

initial contingency. We do not count such samples as predicting their states is trivial,

hence we define the final state error as the following ratio.

lstate,e =
|De

wrong| − |De
initial|

|Dtest|
. (6.2)

6.1.3 Branch Failure Step Error Rate

Branch failure step error rate lfailure−step,e is the error in prediction of the failure step

of a particular branch e ∈ E across all test samples. Let De
failed ⊂ Dtest be the set

of test samples where the branch e has eventually failed in the cascade but not as

part of the initial contingency. Say, the true failure step of a branch e ∈ E in sample

d ∈ De
failed is fd

e and the predicted state is ˆ︁fd
e , then

lfailure−step,e =
1

|De
failed|

∑︂
d∈De

failed

| ˆ︁fd
e − fd

e |. (6.3)
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6.2 Results for the Machine Learning Models

In this section, we present the performance of proposed machine learning models like

regression, SVM, and naive Bayes models using the metrics defined in Section 6.1.

6.2.1 Branch Final State Error Rate

Fig. 6-1 shows the branch final state error rates lstate,e for various instances of the
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(a) Load scaling = 1.40 for IEEE89, IEEE118, and IEEE1354 (left to right) datasets.
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(b) Load scaling = 1.50 for IEEE89, IEEE118, and IEEE1354 (left to right) datasets.
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(c) Load scaling = 1.90 for IEEE89, IEEE118, and IEEE1354 (left to right) datasets.

Figure 6-1: Branch-average error in prediction of final state lstate,e for IEEE89,
IEEE118, and IEEE1354 (left to right) for various load scaling plotted against lfreq,e.
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regression model, the SVM model, and the naive Bayes model. The figure contains

three sub-figures (a), (b), and (c) showing the performance of different model instances

trained and tested on load scaling values of 1.40, 1.50, and 1.90 respectively. Further,

each of these sub-figures present three model instances trained and tested on IEEE89,

IEEE118, and IEEE1354 (left to right) datasets. The error rates of branches are

plotted as a function of the branch failure frequencies lfreq,e and the branches having

similar branch failure frequencies are grouped together and their bin averages are

plotted for clarity.

We can see that the error rate is highest for those branches with failure frequencies

close to 0.5. This is expected since these branches are harder to predict because of

their outcome’s high variance. Further, the final state prediction error is below 10%,

8%, and 15% in all the instances for IEEE89, IEEE118, and IEEE154 respectively.

In these plots, the highest final state prediction error is seen 15%, which is seen by

the naive Bayes model for the IEEE1354 system at a load scaling value of 1.90 and a

branch failure frequency of 0.6. Finally, the regression model outperforms the SVM

and the naive Bayes models in all the cases.

6.2.2 Branch Failure Step Error Rate

Fig. 6-2 shows the branch failure step error rates lfailure−step,e of various instances

of the regression model, the SVM model, and the naive Bayes model trained and

tested on load scaling values of 1.40, 1.50, and 1.90. Each of these sub-figures show

three plots corresponding to three model instances trained and tested on IEEE89,

IEEE118, and IEEE1354 (left to right) datasets. The error rates of branches are

plotted as a function of the branch failure frequencies lfreq,e and the branches having

similar branch failure frequencies are grouped together and their bin averages are

plotted for clarity.

We can see that the error in failure time step prediction is in the order of 0.1 time

steps (or generations) on an average whenever the branch is failed. The highest error

in failure step prediction is 0.12, which occurs in the case of IEEE1354 system at a

load scaling of 1.40 for branches with failure frequency 0.2. Finally, the regression
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model has the best performance in most except some cases, where it is outperformed

by the SVM model.
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(a) Load scaling = 1.40 for IEEE89, IEEE118, and IEEE1354 (left to right) datasets.
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(b) Load scaling = 1.50 for IEEE89, IEEE118, and IEEE1354 (left to right) datasets.
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(c) Load scaling = 1.90 for IEEE89, IEEE118, and IEEE1354 (left to right) datasets.

Figure 6-2: Branch-average error in prediction of failure steps lfailure−step,e for IEEE89,
IEEE118, and IEEE1354 (left to right) for various load scaling plotted against lfreq,e.

6.3 Results for the GNN Models

In this section, we present the performance of the proposed GNN model using the

metrics defined in Section 6.1.
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6.3.1 Branch Final State Error Rate

Fig. 6-3 shows the final state error rate lstate,e for two instances of the GNN model

trained and tested on IEEE89 (left) and IEEE118 (right) datasets. The error rates are

averaged over all test samples, containing random initial contingencies and random

load scaling values, and plotted against failure frequency lfreq,e. Also, the failure

frequencies close to each other are grouped together and their bin averages are plotted.
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Figure 6-3: Error in prediction of final state lstate,e for IEEE89 (left) and IEEE118
(right) averaged over all scaling values [1, 2] against branch failure frequencies lfreq,e.

As can be seen, the average error rate in final state prediction by the GNN model is

below 6% and 2.5% at all branches for IEEE89 and IEEE118 systems respectively. It

can be observed that the error rate is higher for the branches whose failure frequencies

are close to 0.5. This is expected since these branches are harder to predict because

of their outcome’s high variance.

Further, the error plot in Fig. 6-3 is generated by averaging over random scaling

values in [1, 2], which demonstrates that the GNN model can be generalized over

variable load profiles. Now, in order to benchmark the performance, Fig. 6-4 plots

the final state error rates of the same GNN model, tested on load scaling values of

1.40, 1.50, and 1.90, against different instances of the regression and influence models

built specifically for load scaling values of 1.40, 1.50, and 1.90. Note again that the

GNN model works on any load scaling values in [1, 2] as shown in Fig. 6-5, where the

metric has been averaged over random scaling values.
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(a) Load scaling = 1.40 for IEEE89 (left) and IEEE118 (right).
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(b) Load scaling = 1.50 for IEEE89 (left) and IEEE118 (right).
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(c) Load scaling = 1.90 for IEEE89 (left) and IEEE118 (right)s.

Figure 6-4: Branch-average error in prediction of final state lstate,e for IEEE89 (left)
and IEEE118 (right) for various load scaling against branch failure frequencies lfreq,e.
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As can be seen, the GNN model, despite being generic over load scaling values,

outperforms the load-specific instances of the influence model at almost all branches,

beating the influence model by almost 10% in some cases. Further, the regression

model performs better by around 3% than the GNN model at most of the branches.

However, at some load scaling values in the IEEE118 case, the GNN model outper-

forms the regression model.

6.3.2 Branch Failure Step Error Rate

Fig. 6-5 shows the branch failure step error rate lfailure−step,e for two instances of the

GNN model trained and tested on IEEE89 (left) and IEEE118 (right) systems. The

error rates are averaged over all test samples, containing random initial contingencies

and random load scaling values, and plotted as a function of branch failure frequencies

lfreq,e. The failure frequencies close to each other are grouped together and their bin

averages are plotted.
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Figure 6-5: Error in prediction of failure time steps lfailure−step,e for IEEE89 (left) and
IEEE118 (right) averaged over all scaling [1, 2] against failure frequencies lfreq,e.

As seen in the plot, the failure step error rate is in the order of 0.01 time steps.

The significantly low error performance when averaged over random scaling values

demonstrates the generalization capabilities of the GNN model.

Similar to the previous metric, to benchmark the performance, Fig. 6-6 plots the
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(a) Load scaling = 1.40 for IEEE89 (left) and IEEE118 (right).
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(b) Load scaling = 1.50 for IEEE89 (left) and IEEE118 (right).
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(c) Load scaling = 1.90 for IEEE89 (left) and IEEE118 (right).

Figure 6-6: Branch-average error in prediction of failure steps lfailure−step,e for IEEE89
(left) and IEEE118 (right) for various scaling against branch failure frequencies lfreq,e.
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branch failure step error rates of the same GNN model, tested on load scaling values

of 1.40, 1.50, and 1.90, and compares it to different instances of the regression and

the influence models built specifically for load scaling values of 1.40, 1.50, and 1.90.

Note again that the GNN model works on any load scaling values in [1, 2] as shown

in Fig. 6-5, where the metric has been averaged over random scaling values.

The failure step prediction performance of the GNN model, despite being generic

to all load scaling values, is very close to that of the load-specific regression models.

Additionally, the performance of the generic GNN model is significantly better than

the load-specific influence models. In the influence model, when doing state prediction

in a step-by-step manner, the errors that occur in initial steps propagate to later steps,

thereby accumulating to a high final error. This is completely avoided by the GNN

model since it predicts the failure steps directly instead of predicting network states

at each time steps individually. We believe this causes the GNN to outperform the

influence models in these metrics.
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Chapter 7

Results: Runtime Analysis

We perform a runtime analysis to demonstrate how the GNN and the machine learning

models can harvest the power of GPUs to predict cascade sequences much faster than

the flow-based simulation methods. We run cascade predictions on 11,000 test samples

with the CFS oracle, the influence model, the GNN model, and the machine learning

models. Table 7.1 presents the resulting runtime, in seconds per 1000 runs. The CFS

oracle cannot be run on a GPU, hence it was tested in MATLAB 2019a on a Intel(R)

Core(TM) i9-7920X CPU@2.90GHz processor with 128GB of installed memory. The

DC power flow calculation in the CFS oracle was done by the MATPOWER toolbox.

Further, the influence model, the machine learning models, and the GNN models were

tested on an NVIDIA GeForce RTX 2080 Ti GPU with 11GB of total memory.

Table 7.1: Prediction time in seconds per 1000 samples

CFS oracle Influence GNN Naive Bayes SVM Regression
IEEE89 24.18 2.34 0.53 0.27 0.15 0.18
IEEE118 62.54 2.03 0.28 0.22 0.12 0.13

It can be seen that the time taken by the influence models, the machine learning

models, and the GNN models are significantly lower than the CFS oracle. In the

influence model, the matrix multiplications can be sped up using a GPU. However,

because of its step-by-step prediction nature, each cascade prediction lasts for a vari-
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able number of steps. Hence, we cannot run multiple predictions simultaneously with

the influence model. Meanwhile, the GNN model can be fully parallelized allowing us

to run thousands of cascade sequence predictions simultaneously. This makes predic-

tions with the GNN model almost five times faster than the influence model. Further,

the machine learning models are even faster as these simple models do not need to

keep track of the graph topology like the GNN model. Among the three machine

learning models, it can be seen that the regression model is the fastest.
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Chapter 8

Conclusion

We considered the problem of predicting the failure cascade sequence due to branch

failures given the initial contingency, the power injection values, and the grid topology.

We first proposed several flow-free models based on machine learning techniques like

support vector machines, naive Bayes classifiers, and logistic regression. These models

predict the gird states at every generation of a cascade, without requiring power flow

calculations. We also proposed a flow-free graph neural network model that can

be generalized over variable load profiles. We trained the proposed models using

simulated data and evaluated them at various levels of prediction granularity. We

showed that the machine learning models have lower error performance than the

influence model. We also showed that the GNN model, in addition to being generic

over randomly scaled loading values, outperforms the influence models that were built

specifically for their corresponding loading profiles. Finally, we presented a runtime

analysis that showed the models’ ability to harvest the power of GPUs and reduce the

computational time by almost two orders of magnitude compared to the flow-based

cascading failure simulator.

8.1 Future Directions

Some of the potential future directions to this work are listed below.

1. In the results, we train our models using data generated from DC power flow
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calculations. In future, data samples generated from AC power flow can be

used. We believe that the proposed models will definitely be faster than the AC

cascade sequence generator as AC solvers are much slower than the DC solvers.

2. We can extend the data pool to large scale buses like IEEE 2383 bus system.

This will require the GNN model to be more efficient so as to avoid GPU

memory overflow issues. This can be done by using a more efficient attention

mechanism technique like the graph attention networks [53].

3. The GNN model we proposed is limited to a specific graph topology. This is

because the input dimension in the attention stage of the proposed model is

fixed and is equal to the number of branches in the model. This limits our

model to be trained over data samples generated from a specific topology. A

natural extension to the proposed GNN model is to make the model generic over

any given topology. This can again be done by changing the attention stage of

the model using concepts from graph attention networks [53].

4. A study of interactions between various branches can also be conducted. One

possible way to do this from our GNN model is to observe the attention coeffi-

cients. These coefficients can potentially signal the extent of correlation between

any two branches in the system.
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