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Abstract

One of the central goals in quantum information science is constructing a quantum
network useful for quantum communication, sensing, and computation. Its realization
crucially depends on efficient distribution of entanglement. A promising approach
entails connecting quantum nodes via photons, which are naturally resilient against
decoherence, and storing quantum bits in atomic memories; among which, solid state
spin qubits in diamond are particularly promising candidates for memory storage in a
quantum repeater network. However, experimental efforts thus far have been mainly
stymied by the absence of efficient and scalable spin-photon interfaces.

To address these challenges, we propose a photonic integrated circuit architecture
with heterogeneously integrated emitter-nanocavity systems for faithfully transferring
photonic qubits onto diamond color centers. This hybrid platform offers arbitrary
photonic routing, phase stability, and reconfigurability to achieve high-fidelity and
high-efficiency local and remote entanglement generation. Subsequently, we report
our experimental efforts in realizing a cavity-enhanced optical interface with tin-
vacancy centers in diamond and characterizing a heterogeneously integrated emitter-
cavity system in a silicon nitride photonic integrated circuit. The on-chip components
allow for additional control over both the spin and optical degrees of freedom nec-
essary for achieving spin-photon entanglement. As an outlook, we discuss how the
experimental results in this thesis and ongoing efforts pave the path towards addi-
tional quantum network applications, such as realizing a quantum random access
memory.

Thesis Supervisor: Dirk R. Englund
Title: Associate Professor of Electrical Engineering and Computer Science
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odicity 𝑎. (b) A photonic bandstructure with frequency plotted against

the Bloch vector (𝑥 component in the case of a 1D PhC). The PhC

is optimized to have a photonic bandgap for the TE-like mode cen-

tered at 𝜆SnV indicated by the thicker white line. The dashed white

line represents the light line, above which exist leakage modes. The

parameters are 𝐻 = 202 nm, 𝑊 = 269 nm, 𝑟 = 58 nm, and 𝑎 = 201 nm. 81

4-2 FDTD simulation of the fundamental (TE-like) mode profile of the

optimized 1D PhC cavity by modulating the periodicity based on Eq. 4.1. 82
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4-3 A home-built annealing furnace. A turbo pump (Pfeiffer HiCube) low-

ers the pressure to ultra-high vacuum level at < 10−8 mbar. Inside the

furnace chamber, the diamond samples sit inside an alumina crucible,

which contacts a resistive pyrolytic boron nitride (PBN) heating ele-

ment (HTR-1001 from Momentive Tech). A type-K thermocouple is

used to directly measure the temperature of the PBN. Atop the fur-

nace chamber are a pressure gauge (Pfeiffer IKR270) and an infrared

pyrometer (Omega OS550a) for pressure and additional temperature

readout. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4-4 Diamond fabrication process flow. (i) The nitride mask pattern is de-

fined in EBL and transferred into the bulk diamond via an anisotropic

O2 ICP RIE. (ii) A thin layer of alumina is ALD-coated on the dia-

mond surface, followed by (iv) an anisotropic CF4 etch that removes the

top-facing alumina layer. With the sidewalls still protected, another

anisotropic O2 ICP RIE step enlarges the diamond trench, allowing for

(v) bias-free O2 plasma to etch along the {111, 100} diamond facets for

undercutting. (vi) Finally, the sample is submerged in HF to remove

the nitride and alumina layers, releasing suspended diamond devices. 86

4-5 SEM images of a fabricated suspended diamond device acquired at a

30-degree tilt of the sample stage. (a) A QMC contains an array of six

1D PhC cavities, with each connected to adjacent cavities via support

beams. (b) A close-up image of the center region of a cavity, whose

defect mode is produced from modulating the hole periodicity. . . . . 88
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4-6 Schematic representing the confocal microscopy setup. A 532 nm CW

laser (Coherent Verdi 8W) is used to off-resonantly excite the SnV

centers, whereas a broadband supercontinuum laser is used to directly

excite the cavity mode. A dichroic mirror (shown in green) intercepts

their common path, allowing for both lasers to be used simultaneously.

Notably, each source has a HWP (𝜆/2) to ensure cross-polarization.

The excitation path enters a PBS, which reflects the 𝑉 component

to a 4-𝑓 system that maps an angular-steered excitation beam (via a

galvanometer (GM)) to the back-plane of the objective. In the Fourier

plane at which the sample resides, the angular change ∆𝑘 is mapped

to a spatial change ∆𝑥, enabling the GM to raster scan through the

field of view. The collected emitter fluorescence (with a longpass filter

(LPF) at 550 nm in the collection path) or cavity mode is directed

to a fiber beam splitter (FBS), which directs to an avalanche photon

detector (APD, PerkinElmer SPDC-AQRH-14) or a spectrometer (SP,

Princeton Instruments Acton SP-2500i). . . . . . . . . . . . . . . . . 90

4-7 (a) A diagram showing the working principle of cross-polarization spec-

troscopy. The excitation enters |𝑉 ⟩, which can be rewritten as |𝐷⟩ +

|𝐴⟩ = (|𝑉 ⟩+|𝐻⟩)+(|𝑉 ⟩−|𝐻⟩). Since the device is oriented 45 degrees,

only |𝑉 +𝐻⟩ acquires a dispersive reflectivity coefficient 𝑟 = 𝑟(𝜔),

while the |𝐴⟩ = |𝑉 −𝐻⟩ obtains a constant phase. The transmitted

|𝐻⟩ mode is left with frequency-dependent term 1 − 𝑟(𝜔) that gives

rise to the Fano lineshape. (b) A CCD image of the excitation beam

reflecting off a planar surface in cross-polarization, as signified by the

“clover-leaf” pattern. . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
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4-8 (a) A confocal reflection map using a supercontinuum laser. An au-

tomated experiment surveys the reflected spectra positions defined in

an array, covering the central regions of all six PhC cavities. (b) The

acquired reflected spectra show Fano lineshapes indicative of cavity res-

onances. The Fano asymmetry and signal contrast are highly spatially

dependent due to local geometry variations caused by fabrication. . . 92

4-9 Spectra acquired at the optimal excitation/collection positions based

on cavity reflectivity signal contrast. The inset shows a Fano-Lorentz

fit based on Eq. 4.2 on the fundamental mode of cavity 𝑗 = 5, giving

a fitted resonance wavelength of 621.52 ± 0.01 nm and a 𝑄 factor of

(7.98± 0.10)× 102. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

4-10 A schematic of the optical setup for measurements done at 4 K. The

TTL-controlled off-resonant (515 nm) laser is free-spaced coupled into

the excitation path with a HWP controlling its polarization axis. The

on-resonant (∼ 619 nm) laser is modulated by both an acoustic-optical

modulator (AOM) and an amplitude EOM, which is driven by a pulse-

pattern generator (Anritsu MP1763B). A commercial bias controller

(ixBlue MBC-DG-LAB) maintains the null point of the amplitude

EOM, whose output is constantly monitor by a photodiode (PD) after

filtering by a LPF and an optical attenuator (OA). Both sources are

directed to the 4-𝑓 via the 𝑉 -port of the PBS. Fluorescence from the

emitter is collected by a cryogenic objective (NA=0.9) and routed to a

PBS. It can be measured by either an EMCCD for wide-field imaging

(requiring an additional lens in the excitation path to focus onto the ob-

jective’s back aperture), or a set of free-space APDs. A flip mirror can

be inserted in the collection path for acquiring spectra on the spectrom-

eter. The APDs are BNC-connected to a TCSPC for time-correlated

measurements such as autocorrelation and lifetime. Pulsing sequences

for photoluminescence excitation (PLE) spectroscopy are produced by

a programmable TTL generator (PulseBlaster). . . . . . . . . . . . . 95
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4-11 Spectroscopy of SnV centers at 4 K. (a) A confocal fluorescence image

of a QMC containing six PhC cavities, encapsulated in a support frame

that is connected to the bulk. (b) A representative PL spectrum of SnV

center shows both C and D transitions. (c) A representative PLE curve

of a SnV center in a cavity region fitted with a Lorentzian. The fitted

optical linewidth is ∼ 204± 71 MHz. (d) A saturation curve (resonant

excitation at the fitted ZPL frequency from (c)) indicates a saturation

power of (215 ± 109) nW. (e) An autocorrelation measurement shows

a 𝑔(2)(0) = 0.25± 0.01 at zero time-delay. . . . . . . . . . . . . . . . . 96

4-12 (a) A copper gas line wrapping around the piezoelectric positioner stack

is attached to the base port, which is externally connected to an argon

gas tank. (b) The gas line points upwards towards the cryo-objective’s

radiation shield near the sample mount. (c) A diagram illustrates how

the in-situ gas tuning technique red-shifts the cavity resonance. By

applying high optical power, gas molecules can also be removed to

blue-shift the cavity resonance back to its starting point. . . . . . . . 98

4-13 (a) Upon opening the gas valve, we acquire a cavity reflectivity spec-

trum every 5 s, integrated for 0.5 s. The cavity resonance is red-shifted

from ∼618 nm to ∼620 nm. (b) We then close the gas valve and apply

515 nm CW laser light at the cavity center and observe a blue-shift of

cavity resonance, from ∼621 nm to ∼619 nm. . . . . . . . . . . . . . 99

4-14 The cavity 𝑄 at various stages during gas tuning for Purcell enhance-

ment measurements, evaluated for two devices: “d1.0.77.4” and “d1.0.77.2”.

The 𝑄 is measured (a,d) before any introduction of gas molecules, (b,e)

after red-shifting via deposition of the gas layer, and finally (c,f) after

blue-shifting as part of the gas layer is removed. . . . . . . . . . . . . 100
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4-15 A thermal gradient in a diamond QMC caused by optical excitation

at 532 nm, simulated using the heat transfer module in COMSOL. A

heat source at 40 µW is placed at the center of the 𝑗 = 3 channel,

close to the center of the QMC. Fourier’s law is used to simulate the

steady-state thermal gradient across the device. The anchored regions

(top and bottom) act as thermal sinks fixed at 4 K. . . . . . . . . . . 102

4-16 Lifetime 𝜏 versus emitter-cavity detuning ∆, fitted with a convolution

between a single exponential and a Gaussian that represents the IRF

(shaded in green). The emitter’s lifetime expectedly reduces as detun-

ing decreases due to Purcell enhancement. The pulse sequence consists

of a short resonant pulse with weak CW repump light on at all times,

and APD readout of the PSB fluorescence is triggered by the PPG.

The sequence is repeated over 𝑁 cycles. . . . . . . . . . . . . . . . . . 104

4-17 Lifetime data for the remaining channels 2,4,and 5. Similar to Figure 4-

16, each curve is fitted with a convolution between a single exponential

and a Gaussian representing the instrument response function (IRF,

shaded in green). The reductions in lifetimes at close to resonance

between SnV centers and cavities signify Purcell enhancement in all

three channels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

5-1 Layout of the SiN PIC for diamond QMC experiments. (a) An optical

micrograph of (i) a socket where oxide is removed for integration of

diamond QMCs, (ii) SiN waveguides routing from the socket to the

PIC facet, and (iii) gold MW lines running through the middle of the

socket for coherent control. There are also directional couplers that

construct passive on-chip beam splitters. (b) A close-up image of the

inside of the socket. (c) A SEM image of a transferred diamond QMC

evanescently coupled to the uncladded SiN waveguides. . . . . . . . . 108
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5-2 A step-by-step diagram of the transfer printing process for heteroge-

neously integrating a diamond QMC into a SiN PIC. (a) A general

process flow involving breaking the QMC from the diamond substrate,

transferring it onto a PDMS stamp, flipping the stamp over, then

stamping the QMC onto the PIC. (b) A fine-tipped tungsten probe

is used to break the connections to the bulk to detach the QMC from

the parent diamond substrate. (c) After detaching from the substrate,

the QMC is attached to the probe via van der Waals. (d) The QMC is

subsequently placed onto the PDMS stamp, (e) which is then flipped

and positioned to align to the SiN waveguides on PIC. (f) The trans-

ferred QMC, with the smooth side facing downwards, is in contact with

the underlying SiN waveguide. . . . . . . . . . . . . . . . . . . . . . . 109

5-3 Integration of a diamond QMC into a SiN PIC. (a) An optical image

of the integrated device. (b) A SEM image of the diamond QMC in

the socket. (c) The TE mode propagates from diamond waveguide

to the evanescently coupled SiN waveguide (100 nm thick) on oxide.

The waveguide modes for the integrated QMC on SiN PIC: (i) dia-

mond waveguide before contact with SiN, (ii) in the overlapped region

at 10 µm and (iii) at 2.25 µm from the diamond tip, and (iv) SiN

waveguide on oxide. Positions (i) and (ii) are also indicated in (b). . . 111

5-4 Transmission efficiency from diamond to SiN waveguide as a function

of angular offset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

5-5 An optical setup consisting of free-space optics and a translation stage

that permits edge-coupling of single-mode fibers to the PIC. There is

an additional optical breadboard containing polarization control optics

for the fiber path, in which a single-mode fiber is out-coupled into free-

space then back into another single-mode fiber. . . . . . . . . . . . . 113

5-6 Measured fiber-to-PIC edge-coupling efficiency as a function of wave-

length. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
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5-7 Mode coupling efficiency with an oxide-cladded SiN waveguide at the

PIC facet. Its width and thickness are 300 nm and 100 nm, respectively.

With a 630HP (lensed) fiber, the coupling efficiency is calculated to be

∼ 23% (∼ 91%). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

5-8 (a) A white light image of an integrated diamond QMC containing

six PhC cavities. (b-e) Cavity transmission spectra for channels 𝑗 =

{2, 3, 4, 5} with swept linear polarization. . . . . . . . . . . . . . . . . 115

5-9 The fitted 𝑄 factors of channels 2-5 based on the measured cavity

transmission spectra. Each cavity resonance is fitted with the Fano-

Lorentz function (Eq. 4.2), with fitted 𝑄 factors: 900±15, 767±18,

631±11, 840±7. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

5-10 (a) A fluorescence image acquired by rastering the top-collection con-

focal spot. Two channels, 𝑗 = {3, 4}, are simultaneously excited via

an on-chip beam splitter. The circled spot in red marks where the

cavity mode is observed. (b) Spectra acquired at two different HWP

rotation angles, 0 and 45 degrees. Both spectra show a strong peak

at ∼625 nm, which may result from having a non-linearly polarized

higher order cavity mode. . . . . . . . . . . . . . . . . . . . . . . . . 117

5-11 (a) A white light image showing severe scattering loss (circled in red) at

the junction of the oxide window. (b) An example spectrum indicating

etalon-ing between two junction points, obscuring the resonance signal

of the probed ring resonators. . . . . . . . . . . . . . . . . . . . . . . 118

5-12 Diagram showing inside the ICE Oxford cryostat. The PIC is glued

onto a machined Cu mount, and a fiber array block attached to an

Attocube positioner stack for edge-coupling. . . . . . . . . . . . . . . 119
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5-13 A schematic of the setup for the ICE Oxford cryostat. A 515 nm laser

and a free-spaced coupled 620 nm laser are combined in a 2x1 fiber com-

biner, which is routed to one of the fiber array channels. The tunable

620 nm is modulated by a fiber AOM (TEM-150-9-60-633-2FP, Brim-

rose), and its output is constantly monitored by a photodiode (PD)

attenuated by an optical attenuator (OA). A supercontinuum laser is

also used for top excitation/reflection and cavity transmission mea-

surements via a cryo-objective. The “fiber switch” is done manually.

The collected signals from an adjacent fiber channel to the excitation

port is sent to either a free-space APD or a spectrometer (SP). . . . . 119

5-14 (a) A reflectivity map of the socket with top excitation and collection

that is cross-polarized. The highly reflective parts indicate the under-

lying metal lines, with the silhouette of the diamond QMC centered

about 𝑥 = 𝑦 = 0. (b) A transmission map with top excitation and fiber

(channel 𝑗 = 5) collection. The white circle indicates where the cavity

resonance signal contrast is maximized. (c) A transmission spectrum

acquired at close to the cavity center, indicating the same resonance

at ∼ 620 nm as was observed in Figure 5-8. . . . . . . . . . . . . . . . 121

5-15 Spectroscopic measurements of SnV centers in a 1D PhC cavity via

a PIC-based optical interposer. (a) PL spectrum using off-resonant

excitation reveals the C and D transitions representative of SnV center

in diamond. (b) PLE curve showing three peaks that could stem from

zero-field hyperfine transitions in our Sn-117 sample. The presence

of a third peak suggests static strain induced by nanofabrication and

transfer printing. The fitted linewidth, hyperfine splitting, and strain-

induced splitting are 66.4 ± 5.3 MHz, 437.8 ± 4.9 MHz, and 305.7 ±

6.2 MHz, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . 122
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5-16 Spin-dependent cavity reflection coefficients evaluated at waveguide-

cavity coupling 𝜅wg/𝜅 = {0.1, 0.3, 0.5, 0.7, 0.9}. The reflectivities of

the two spin states, |𝑟↓|2 (solid blue) and |𝑟↑|2 (dash-dotted blue), and

their phase profiles, Ang(𝑟↓|) (solid orange) and Ang(𝑟↑) (dash-dotted

orange) are shown in (a-e). . . . . . . . . . . . . . . . . . . . . . . . . 128

5-17 The photon-to-spin teleportation fidelity and success probability based

on the Duan-Kimble scheme. The (a) teleportation fidelity ℱ and

success probability 𝑝succ (b) are numerically computed as functions of

both pure dephasing 𝛾* and waveguide-cavity coupling 𝜅wg/𝜅. The blue

(red) dotted line indicates a 1D slice at 𝛾* = 176 MHz (𝛾* = 38 MHz)

based on the linewidth in the 4 K (1.3 K) experiment. The blue (red)

star marker represents where the current (ideal) parameters stand, with

𝜅wg/𝜅 = 5×10−3 based on FDTD (𝜅wg/𝜅 = 0.62 [6]) and 𝛾* = 176 MHz

(𝛾* = 38 MHz). The corresponding fidelity is unity and 𝑝succ ≈ 10−4.

(c) At 𝛾* = 176 MHz, ℱ and 𝑝succ exhibit a trade-off as 𝜅wg/𝜅 increases

past 𝜅wg/𝜅 = 0.85. The black vertical line shows where the optimal

𝜅wg/𝜅 is for maximizing both ℱ and 𝑝succ. (d) At 𝛾* = 38 MHz, both

ℱ and 𝑝succ monotonically increase with increasing 𝜅wg/𝜅. The red

vertical line indicates the current state of the art 𝜅wg/𝜅 = 0.62 [6]

where 𝑝succ ≈ 10−4. (e) The optimal 𝜅wg/𝜅 values and corresponding

𝑝succ selected for each 𝛾*, where ℱ and 𝑝succ are maximized. . . . . . . 129

5-18 The electric field profile of an example single-sided cavity that is strongly

coupled to the waveguide mode on the left. With 𝑁taper = 6 and

𝑁left = 14, the simulated waveguide-cavity coupling is 𝜅wg/𝜅 = 0.918

with an extrinsic quality factor of 𝑄ext ≈ 2× 105 at 𝜆Snv ∼ 619.7 nm. 131

5-19 The waveguide-cavity coupling 𝜅wg/𝜅 and the extrinsic quality factor

𝑄ext evaluated at 𝑁left = {10, 12, 14, 16, 18} and 𝑁taper = {4, 5, 6, 7, 8}.

With decreasing 𝑁left and increasing 𝑁taper, 𝜅wg/𝜅 expectedly increases

with 𝑄ext lowering, and vice versa. . . . . . . . . . . . . . . . . . . . 132
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6-1 An illustrative bucket-brigade model with a cavity-coupled Λ-level atom

at each tree node. (a) The address |𝑗⟩ consisting the register qubits

|𝑘0⟩ |𝑘1⟩ |𝑘2⟩ arrives at the 3-level binary tree containing 𝑁 = 23 mem-

ory cells. (b) Each register is a frequency-encoded photonic qubit in

the {𝜔0, 𝜔1} basis. (c) For our implementation, each tree node is a

Λ-atom coupled to a single-sided nanocavity whose resonant frequency

𝜔𝑐 is tuned to the average of the two atomic transition frequencies, 𝜔0

and 𝜔1, which are separated by a Zeeman splitting ∆. For layer 1, the

register |𝑘1⟩ sets the node’s internal state to |𝜓𝐴⟩ = 𝛼1 |↓⟩+𝛽1 |↑⟩ that

routes the successive register |𝑘2⟩. Two essential operations are (d) the

setting mode via cavity reflection and (e) the routing mode. . . . . . 137

6-2 Cavity reflection as a function of probe frequency. The normalized

probe frequency 𝜔/𝜅 is centered at the cavity resonance (black dashed

line) 𝜔𝑐. The magnetic field is appropriately chosen such that the

two atomic transition frequencies 𝜔0 and 𝜔1 coincide with the cavity

reflection maximum 𝑟 = +1 and minimum 𝑟 = −1. The reflection

when (a) the spin is in the |↓⟩ state is the mirror of when (b) the spin

is in the |↑⟩ state. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
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6-3 PIC implementation of qRAM. (a) The circuit representation of a quan-

tum state transfer operation that maps the register qubit |𝜓𝑃 ⟩ onto the

atomic qubit |𝜓𝐴⟩. (b) In the setting mode, the photon undergoes a CZ

operation to complete quantum state transfer. After passing through

the MZI, the |𝜔0⟩ component resonantly couples to the add-drop filter

that imparts a 𝜋 phase shift upon reflection off the mirror, while the

|𝜔1⟩ component interacts with the atom-cavity system and acquires a

spin-dependent phase shift. (c) In the routing mode, the MZI is set

to a 50:50 beam splitter, and the top waveguide of the add-drop filter

is decoupled such that the ring resonator imparts a 𝜋/2 phase shift

to the |𝜔0⟩ component upon a single pass. After cavity reflection, the

returning photon re-interferes with itself and is routed to either the |↓⟩

path with probability |𝛼|2 or the |↑⟩ path with probability |𝛽|2. . . . . 141

6-4 Add-drop filter schematic. (a) Each of the propagating fields in the

add-drop filter is labeled for deriving the transfer matrices. The ring

resonator (whose resonance can be tuned by ∆𝜑𝑅) is coupled to the

waveguides via balanced MZI, or interferometric, couplers, each con-

taining a phase shifter ∆𝜑𝑖,𝑚. When the top waveguide is coupled

to the resonator, the 𝜔0 component is routed to reflect off a Sagnac

loop reflector (mirror). (b) The output intensity towards the mirror

|𝑠𝑚|2 as a function of ∆𝜑𝑖 and ∆𝜑𝑚. (c) The output intensity of the

through-component |𝑠out|2. . . . . . . . . . . . . . . . . . . . . . . . . 143

6-5 Decay rate of the ring resonator. (a) The resonator’s total decay rate

(linewidth) is plotted as a function of ∆𝜑𝑖 and ∆𝜑𝑚 on a log scale.

𝜅 reaches its minimum near ∆𝜑𝑖 = ±𝜋 and ∆𝜑𝑚 = 0 at which the

resonator is decoupled from the waveguides. 𝜅 (GHz) is plotted against

∆𝜑𝑖 for (b) the setting mode and (c) the routing mode. . . . . . . . . 145
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6-6 Quantum state transfer fidelities. The transferred state fidelity for a

single setting operation is plotted against the atom-cavity cooperativity

𝐶 and the waveguide-cavity coupling strength 𝜅wg/𝜅 for magnetic field

deviations (a) 𝛿𝐵 = −20%, (b) −10%, (c) 0%, and (d) 10%. The con-

tour lines denote the fidelity thresholds at ℱ = 0.985, 0.99, 0.995, 0.999. 147

6-7 Efficiency of the PIC qRAM. (a) The success rate (Hz) is plotted

against𝑁memories = 2𝑛 for a 𝑛-level qRAM for 𝜅wg/𝜅 = 0.95, 0.965, 0.98, 0.995

for schemes with (solid) and without (dashed) qubit loss detection (LD)

with perfect routing operation (𝜖 = 0), as well as one with loss detec-

tion but with routing error probability 𝜖 = 5 × 10−4 ̸= 0 (dashed

dotted). On a log-log scale, the success rate rolls off polynomially with

increasing 𝑁memories = 2𝑛 due to an exponentially decreasing success

probability of setting each layer 𝑖. (b) A zoom-in plot of the black box

in (a), highlighting the slight gain in efficiency for the cavity-assisted

scheme with LD. (c) Both the success rate and transfer fidelity vary

as a function of 𝜅wg/𝜅 for 𝜖 = 0. For a 6-level qRAM with 𝐶 = 100,

there exists a trade-off between Γ̄ and ℱ after 𝜅wg/𝜅 ≈ 0.97 where ℱ

is maximized by perfectly balancing losses. . . . . . . . . . . . . . . . 149
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6-8 A step-by-step procedure of the teleportation scheme. A quantum com-

puter (QC) holds the query addresses that would be mapped onto a

qRAM. (a) The QC and qRAM are remotely entangled (as represented

by connecting gray lines), and each qRAM layer’s nodes are entangled

in a GHZ state. (b) Local bell state measurements (BSM) and sub-

sequent Pauli transformations teleport the query addresses onto the

binary tree (c) Then, in each node, the memory (red circle) and the

broker (gray circle) qubits undergo a SWAP operation, leaving (d) the

qRAM ready for the data retrieval process. (e) After the bus qubit has

completed querying, the registers are swapped back onto the memory

qubits to maintain coherence. (f) The QC and the qRAM are then

remotely entangled again via their broker qubits. A subsequent local

SWAP operation in the QC then result in entanglement between QC’s

memory qubits and the qRAM’s broker qubits. (g) Local BSMs in the

qRAM then teleport the query addresses back onto the QC, returning

(h) the binary tree to its original state. . . . . . . . . . . . . . . . . . 154

6-9 Efficiency comparison between the conventional GLM scheme (dashed

dot) and the teleportation scheme. For the teleportation scheme, the

solid lines are analytical fits to the simulation data represented by the

dashed lines (see Section 6.3.1). Each scheme is evaluated at different

cavity-waveguide coupling strengths 𝜅wg/𝜅 = 0.95, 0.965, 0.98, 0.995. . 155

6-10 The generation rates for the GHZ state and the remote entanglement

link are evaluated at different cavity-waveguide coupling strengths 𝜅wg/𝜅 =

0.95, 0.965, 0.98, 0.995. . . . . . . . . . . . . . . . . . . . . . . . . . . 157

6-11 Query fidelity as a function of qRAM size. The nuclear and electron
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Chapter 1

Introduction

This first chapter introduces the concept of quantum network and the necessary

components in building one. Then, we define and provide an example of an entangled

quantum state, which can be used to perform quantum teleportation that is key to

constructing quantum networks. Section 1.3 discusses color centers in diamond as

promising memory qubits, followed by Section 1.4 that highlights the importance of

having efficient spin-photon interfaces for teleportation. We end the chapter by giving

an outline of the remainder of the thesis.

1.1 Quantum network and its requirements

The internet is essential to everyday operations in the modern era. Computers re-

lay information encoded in bits either within local networks or over long distances.

Analogously, in the advent of quantum technologies, the quantum internet would be

equally paramount [7] to the next era of information processing. In one simple set-

ting, this so-called quantum network consists of memory nodes that retain quantum

information in the form of quantum bits (qubits in short), which can be coherently

transferred from one place to another via photons. Such a construct is crucial to

fundamentally secure quantum communication [8, 9, 10], distributed quantum com-

putation [11, 12, 13] and sensing [14, 15, 16], and applications yet to be explored.

Though there exist many proposals and implementations of quantum networks,
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each quantum node generally takes the form of a matter-based memory qubit that

must be both optically active in order to interact with the photons and has a relatively

long coherence time to faithfully retain quantum information during the course of the

photon’s transit. Importantly, to counteract errors during operations with the quan-

tum network, e.g. decoherence of the matter qubit or photon loss, the quantum node

would require having multiple memories. Therefore, a practical implementation must

choose a qubit platform that is inherently scalable. Furthermore, the matter qubit

must have an efficient optical interface via photonics engineering to reliably transfer

quantum information to and from flying photonic qubits. Though promising demon-

strations have been made over the years [17, 18, 19, 20], these stringent requirements

have thus precluded realizations of large-scale quantum networks with practical quan-

tum advantages. The aim of this thesis is to address these aforementioned issues both

theoretically and experimentally, with emphasis on how to engineer quantum pho-

tonic systems with atomic memories suitable for constructing a near-term quantum

network.

1.2 Quantum entanglement and teleportation

Crucial to the construction of quantum networks (and in fact most practical quantum

processors) is entanglement, which is a purely quantum mechanical phenomenon that

exhibits non-classical correlations between two quantum systems. Given a qubit basis

of {|↓⟩ , |↑⟩}, the prototypical maximally entangled state is a Bell state [21],

|Φ+⟩𝐴𝐵 =
|↓⟩𝐴 |↓⟩𝐵 + |↑⟩𝐴 |↑⟩𝐵√

2
, (1.1)

where subscripts 𝐴,𝐵 represent Alice and Bob, two fictional characters commonly

employed in quantum network experiments. If Alice measures |↓⟩, the measurement

itself collapses the Bell state to 𝐴 ⟨↓ |Φ⟩ ∼ |↓⟩𝐵. Similarly, if Alice measures |↑⟩, the

projected quantum state that Bob has is 𝐴 ⟨↑ |Φ⟩ ∼ |↑⟩𝐵. Clearly, the measurement

results for Alice and Bob are correlated due to the presence of entanglement.
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This non-classical correlation is an essential resource for general quantum infor-

mation processing. One example relevant to construction of quantum networks is

quantum teleportation for transferring a qubit from Alice to Bob (and vice versa)

by using an already shared Bell state |Φ+⟩𝐴𝐵 shown in Eq. 1.1. If Alice wishes to

teleport an arbitrary qubit |𝜓⟩𝑎 = 𝛼 |↓⟩𝑎+𝛽 |↑⟩𝑎 onto Bob’s memory qubit, the initial

product state would be

|Ψ⟩init = |𝜓⟩𝑎 |Φ
+⟩𝐴𝐵 (1.2)

=
1

2

[︀
|Φ+⟩𝑎𝐴 (𝛼 |↓⟩𝐵 + 𝛽 |↑⟩𝐵) + |Φ−⟩𝑎𝐴 (𝛼 |↓⟩𝐵 − 𝛽 |↑⟩𝐵)

|Ψ+⟩𝑎𝐴 (𝛼 |↑⟩𝐵 + 𝛽 |↓⟩𝐵) + |Ψ−⟩𝑎𝐴 (𝛼 |↑⟩𝐵 − 𝛽 |↓⟩𝐵)
]︀
, (1.3)

where |Φ±⟩ and |Ψ±⟩ are the four maximally entangled Bell states,

|Φ±⟩ = |↓⟩ |↓⟩ ± |↑⟩ |↑⟩√
2

, (1.4)

|Ψ±⟩ = |↓⟩ |↑⟩ ± |↓⟩ |↑⟩√
2

. (1.5)

Measuring in the Bell basis (i.e. a Bell state measurement, or BSM) projects the

joint state into one of the four terms in Eq. 1.3. Noting the measurement outcome,

Bob can apply a corresponding single qubit rotation (Pauli correction) to recover

Alice’s qubit: 𝛼 |↓⟩𝐵 + 𝛽 |↑⟩𝐵.

This same procedure can be adapted to teleport a flying qubit onto a memory

qubit, and vice versa, for building a quantum network. For an instance, one then

transfer entanglement in an entangled photon pair (e.g. generated by spontaneous

parametric downconversion (SPDC) sources) to a pair of remote spin qubits [22]. Al-

ternatively, one may also leverage a cavity-reflection-based two-qubit gate to entangle

a flying qubit between two remote spin qubits [19], as will be detailed in Section 2.3.

However, these methods require efficient and high-fidelity entanglement between

the spin and photonic qubits (from here on we will refer the matter qubit as the spin

qubit), a central challenge that is critical to constructing quantum networks over long

distances. For now, we table the details for achieving spin-photon entanglement to
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Section 2.3. As mentioned previously, there are two essential characteristics a useful

quantum repeater node must have: (1) an optically active spin qubit whose coherence

time is long comparing to the photon transit time; and (2) the efficiency of the spin-

photon interface for producing high fidelity spin-photon entanglement. The following

two sections in this chapter address both (1) and (2) respectively.

1.3 Diamond color centers as memories

In this section, we introduce the Group-IV emitters in diamond and their differences

from the more notable NV center. We discuss in more detail about both their upsides

and downsides as memory qubits, and how we select the SnV center as the qubit of

choice for the experimental portion of this thesis.

1.3.1 The upside of Group-IV emitters

Many qubit candidates have been explored as atomic memories in a quantum network

node. For examples, atomic vapor [17], neutral atoms [19], trapped ions [23], and even

superconducting qubits [20] have been presented as potential platforms. In partic-

ular, solid-state defects hosted in large band-gap materials are especially promising

due to their intrinsic scalability and compatibility with fabrication of micro-scale or

even nano-scale structures [24]. Notably, the much-explored nitrogen-vacancy (NV)

centers in diamond have demonstrated several hallmark achievements towards con-

structing quantum networks: > 1 s coherence time [25], deterministic long-distance

entanglement [26, 18], construction of a 3-node quantum network [18]. However,

presently in the case of NV center, further increase in the size of the quantum net-

work is stymied by its low Debye-Waller (DW) factor of ∼0.03, which characterizes

the ratio of emission rate into its coherent zero-phonon line (ZPL) relative to the

total emission including the incoherent phonon sideband [26, 18]. One solution is

to utilize Purcell enhancement [27], which boosts its ZPL contribution by placing

the NV center inside a photonic cavity. Greater enhancement effect generally entails

using smaller photonic cavities down to sub-micron scales. However, presently, NV
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center placed in nanostructures suffers from optical dephasing [28]. Due to its crystal-

lographic asymmetry, it experiences spectral diffusion in which its optical transition

frequency drifts due to nearby charge fluctuations.

As an alternative, the recently discovered Group-IV emitters (negatively charged

SiV, GeV, SnV centers) exhibit crystallographic inversion symmetry (Figure 1-1) that

shields them from environmental noises, enabling promising optical and spin proper-

ties. In addition to reduced spectral diffusion, they have high quantum efficiencies,

which characterize how much emission goes into radiative pathways as opposed to the

non-radiative ones. Furthermore, Group-IV emitters have significantly higher ZPL

contributions in their emission than NV centers, thus a larger proportion of their

emission can be used to encode qubits. Specifically, the corresponding Debye-Waller

factors for SiV, GeV, and SnV centers are DW = 0.76, 0.61, and 0.41 [29], all are an

order of magnitude higher than that of NV center.

1.3.2 Level structure of Group-IV emitters

(a)

X

[111]

𝑒!" 𝑒!#
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(b) (c)

Figure 1-1: Crystallographic and electronic structures of Group-IV emitters in dia-
mond. (a) The crystallographic structure of a negatively charged XV center with
inversion symmetry, where X can be Si, Ge, Sn, or Pb. (b) The ground state config-
uration of the electronic structure. Upon excitation, the electron spin is promoted to
the 𝑒𝑔 orbital. (c) The excited state configuration of the electronic structure. Upon
relaxation of an electron spin from the 𝑒𝑔 to the 𝑒𝑢 orbital, the XV center emits a
photon.

41



These negatively charged Group-IV emitters have a total of eleven electrons: six

from the dangling 𝜎 bonds from the carbon atoms, four from the Group-IV atom

itself, and one additional electron captured from a nearby donor. Figure 1-1(b,c)

display the ground and excited state configurations, which demonstrate an optical

transition arising from an electron relaxing from the 𝑒𝑔 orbital to the 𝑒𝑢 orbital [30].

Under zero applied field, the spin-orbital coupling (SOC) and the dynamic Jahn-

Teller (DJT) effect give rise to two doublets, one in the ground state and another in

the excited state manifold (Figure 1-2(a)).

The SOC is a relativistic effect coupling spin to the electron’s orbital motion under

the nucleus’ potential. Its Hamiltonian is

ℋSOC =
ℏ

4𝑚𝑐2
(∇𝑉 × p̂) · Ŝ

ℏ
≈ −𝜆

2
L̂ · Ŝ, (1.6)

where 𝑉 is the electronic potential subjected to the nucleus’ magnetic field, 𝑚 is

the electron’s mass, p̂ is the electron’s momentum operator, and Ŝ is the spin op-

erator consisted of Pauli matrices. Importantly, 𝜆 represents the spin-orbit coupling

strength. The form of ℋSOC indicates that the eigenstates can be written as a ten-

sor product of the orbital and spin components. In the approximated form of the

Hamiltonian, the 𝐿𝑧 operator has off-diagonal elements that cause orbital mixing.

Therefore, spin-orbit coupling transforms the orbital eigenstates |𝑒𝑥⟩ , |𝑒𝑦⟩ to a new

eigenbasis formed by |𝑒+⟩ , |𝑒−⟩.

The DJT effect arises from a spontaneous symmetry breaking that distorts the

molecule to a configuration that reduces the equilibrium energy (more details re-

garding point symmetries can be found in Ref. [31]). In essence, similar to SOC,

the DJT effect induces further mixing in the orbital components depending on the

characteristic constants Υ [30].

A typical fine structure spectrum is shown in Figure 1-2(b). The spin-orbital

splittings for the ground (𝑔) and the excited (𝑒) manifolds are

∆𝑔,𝑒 =
√︁
𝜆2𝑔,𝑒 +Υ2

𝑔,𝑒. (1.7)
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Figure 1-2: Fine structure of a Group-IV emitter. (a) With the orbital degeneracy
lifted, four optical transitions (A,B,C,D) exist. The energy difference between C and
D (A and B) is the ground (excited) state manifold’s spin-orbital splitting ∆𝑔 (∆𝑒).
(b) A photoluminescence spectrum displaying the SiV center’s fine structure (adapted
from Ref. [1]).

Since the Group-IV emitters are spin-1
2
, applying a magnetic field further splits

the energy eigenstates into two spin states by the Zeeman effect. The magnetic field

couples to both the orbital and spin angular momenta, as shown by the Zeeman

Hamiltonian

ℋ𝑍 = ℋ𝑍,𝐿 +ℋ𝑍,𝑆 = 𝛾𝐿L̂ · B̂ + 𝛾𝑆Ŝ · B̂ (1.8)

≈ 𝑞𝛾𝐿𝐿̂𝑧𝐵𝑧 + 𝛾𝑆Ŝ · B̂, (1.9)

where 𝛾𝐿 = 𝜇𝐵/ℏ and 𝛾𝑆 = 2𝜇𝐵/ℏ are the orbital and electron gyromagnetic ratios,

respectively, and 𝑞 is a quenching factor. The orbital Zeeman effect for the Group-IV

emitters is strongly quenched by the Jahn-Teller interaction [30], i.e. 𝑞 ≪ 1. Hence,

we will henceforth neglect contribution from the first term.

The energy separation between the hyperfine sublevels is determined by the strength

of the magnetic field along the axial [111] direction. It is important to note that any

off-axis projection would induce spin mixing, therefore reducing the cyclicity of the

spin conserving transitions, i.e. fewer population cycles can occur before the popula-

tion is pumped to another ground state.

43



1.3.3 The downside of Group-IV emitters
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Figure 1-3: Hyperfine structure of a Group-IV emitter. With an externally applied
magnetic field, the spin component splits further into two states due to the Zeeman
effect. The red arrows indicate the electron phonon scattering processes 𝛾+,− that
lead to either dephasing or population relaxation (depolarization) errors in the spin
qubit.

The two lowest energy states, |𝑒𝑔+, ↓⟩ and |𝑒𝑔−, ↑⟩ are typically chosen to form the

qubit. There is, however, a fundamental source of decoherence in the level structure

of these Group-IV emitters: phononic scattering processes within the ground and

excited state manifolds, as indicated by the dotted limes in Figure 1-3. However,

since the qubit is encoded in the two lowest energy states, we are only concerned with

the ground state scattering processes.

𝛾+ in Figure 1-3 represents the rate at which thermal phonons provide sufficient

energy to pump the population to the upper orbital state. For the 𝐵 ̸= 0 case, as it

relaxes back to the qubit sublevels, it can either return to |𝑔+, ↓⟩ and accumulate an

additional phase from the round trip, effectively decohering the qubit, or pump the

population to the |𝑔−, ↑⟩ state and depolarizes the qubit.
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These scattering rates can be derived from the Fermi’s golden rule [32],

𝛾+ = 2𝜋𝜒𝜌∆3
𝑔𝑛th(𝑇 ) (1.10)

𝛾− = 2𝜋𝜒𝜌∆3
𝑔(𝑛th(𝑇 ) + 1), (1.11)

where 𝜒, 𝜌 are proportionality constants and 𝑛th is the phonon population governed by

the Bose-Einstein distribution. They both consist of a product between the phonon

density of states that scales as ∝ ∆2
𝑔 and the electron-phonon coupling strength that

scales as ∝ ∆𝑔. Except 𝛾− includes an additional term that represents spontaneous

emission. Ultimately, the transition rates depend on temperature 𝑇 implicitly through

the occupation of phononic modes 𝑛th(𝑇 ). There are two extremes worth considering:

one, when the thermal energy 𝑘𝐵𝑇 is greater than the splitting energy ℎ∆𝑔, and

second, when the thermal energy is much less than the orbital splitting energy. In

the first case 𝑘𝐵𝑇 > ℎ∆𝑔, 𝛾+ is dominated by the increasing phonon density of states

that is dependent on ∆𝑔. On the other hand, in the second case 𝑘𝐵𝑇 ≪ ℎ∆𝑔, the

phonon population can be approximated by the Boltzmann distribution such that

𝑛th ≈ exp− ℎΔ𝑔

𝑘𝐵𝑇
.

With decreasing temperature in the latter case, the upward scattering rate 𝛾+

is exponentially suppressed by the Boltzmann factor, thus reducing spin dephasing.

Intuitively, the lower the temperature, the better the qubit’s coherence time. However,

taking SiV for example, a < 200 mK dilution refrigerator is required to achieve milli-

second coherence time in addition to dynamical decoupling pulse sequences [33]. This

requirement imposes additional engineering challenges and diminishes the potential of

scalability critical for building useful quantum networks. Therefore, there naturally

exists a desire to increase ∆𝑔 rather than to decrease 𝑘𝐵𝑇 in suppressing decoherence.

Generally, heavier Group-IV elements have greater spin-orbit splitting, with the

four candidates, {SiV, GeV, SnV, PbV}, having ∆𝑔 = {48, 169, 846, 5700} GHz [32,

29]. Figure 1-4 shows the normalized electron phonon scattering rate 𝛾+ as a function

of temperature for the four Group-IV emitters. Using the scattering rate for SiV at

100 mK [33] as a reference for sufficiently low 𝛾+, the corresponding temperatures
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Figure 1-4: Normalized electron phonon scattering rate 𝛾+ ∝ ∆3
𝑔𝑛th(𝑇 ) as a

function of temperature for the four Group-IV emitters: SiV, GeV, SnV, and
PbV. Their corresponding spin-orbit splitting in the ground state manifold are
{48, 169, 846, 5700} GHz, respectively. Black dashed (horizontal) line represents the
normalized 𝛾+ at 100 mK for SiV. The dashed dotted (vertical) lines show the corre-
sponding temperature requirements.

at which the spin coherence time becomes comparably long are {0.3, 1.3, 7.3} K for

{GeV, SnV, PbV}. Since GeV still requires dilution refrigerator temperature and

PbV has yet to be conclusively determined [34], there has been a surging interesting

in the heavier SnV center [35, 36, 37, 38]. Its greater ground state splitting ∆𝑔 =

850 GHz enables spin relaxation time >ms at 4K [36] and spin coherence time > µs

at 1.3 K [38]. Moreover, due to its inversion symmetry, the SnV center is compatible

with integration into nanostructures without much loss in optical coherence [36, 39].

In a similar pursuit, the experimental portion of this thesis will also address our

efforts in exploring the SnV center as a promising spin qubit for quantum networks.

Specifically, we aim to not only use the SnV center by itself, but also leverage photonics

engineering to improve the efficiency of interaction between a photonic qubit and a

SnV-based spin-photon interface.
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1.4 Photonics engineering for scalability

High-fidelity spin-photon entanglement depends on having an efficient light-matter

interface. That is, how do we efficiently deliver and collect photons that are useful for

quantum information, and how do we enhance interaction between a photonic qubit

and a spin memory for quantum teleportation. As constructing quantum networks

likely requires remote entanglement via flying qubits [17, 40, 41, 42], it is desirable

to have control over their many degrees of freedom. One convenient method is to

utilize photonic structures to tailor the propagating mode of light. For example,

an elementary unit in photonics is a waveguide, in which only specific spatial and

polarization modes can propagate [43]. Many protocols in building optical-based en-

tanglement requires interfering a pair of indistinguishable single photons [44], meaning

their spectral, spatial, polarization, and temporal modes all have to match. There-

fore, having photonic structures such as a single mode waveguide removes ambiguity

over the photon’s spatial and polarization degrees of freedom, ensuring high fidelity

entanglement barring temporal and spectral mismatch. In contrast, in an entirely

free-space approach, the emission of defect centers in bulk diamond may vary from

one to another due to their variations in local microscopic environments, thereby caus-

ing spatial distinguishability between two single photons (whether that is successive

in time or coming from two emitters simultaneously) and degrading the entanglement

fidelity [45].

Furthermore, building a quantum repeater network requires scalability. One plat-

form that supports routing and controlling of thousands of photonic modes takes

the form of a photonic integrated circuit (PIC), as shown in Figure 1-5. Even more

paramount, a PIC in essence is a miniaturized optical setup that intrinsically pro-

vides phase stability crucial to many quantum operations [46]. Typically on a PIC,

there exist photonic waveguides that can arbitrarily route photons into and out of

various photonic components [47]; for examples, directional couplers forming a beam

splitter for interference-based measurements, a polarization rotator/splitter for po-

larization control, ring resonators acting as spectral filters. In addition, active chip-
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Figure 1-5: A photonic integrated circuit for quantum information processing. The
platform contains photonic waveguides connecting cavity-coupled quantum emitters
that may act as spin memories for quantum networks, ring resonators for spectral
filtering and enhanced light-matter interaction, single photon detectors for on-chip
measurements, parametric nonlinear sources for single photon generation, electro-
optical modulators for high-bandwidth switching and phase-shifting, and additional
classical control components. Figure is adapted from Ref. [2].

integrated components such as microwave striplines and integrated single photon

detectors [48, 49] enable the necessary coherent control and measurements of both

the spin and photonic qubits. While the material of interest in this thesis, diamond,

does permit a monolithic diamond photonic architecture, fabrication constraints on

non-wafer-scale single-crystalline diamonds and the absence of active on-chip com-
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ponents limit construction of practical quantum network nodes. Hence, this thesis

focuses on heterogeneous integration of diamond nanophotonic structures [50] into a

matured visible PIC platform [51, 52].

Lastly, to engineer strong light-matter interaction, we introduce photonic cavities

to the picture. When a quantum emitter is placed inside an optical cavity, espe-

cially one on the micron-scale, the strong interaction between the photonic and spin

qubits provides two key functionalities. First, the single photon generation rate of an

emitter-cavity system is Purcell enhanced [27], potentially increasing the emission-

based remote entanglement generation rate. Second, the light-matter interaction

arising from cavity quantum electrodynamics (QED) enables nonlinear effects that

can be engineered to produce spin-photon entanglement [53].

1.5 Overview of the thesis

This thesis presents both theoretical and experimental efforts towards leveraging the

aforementioned benefits provided by a PIC and the excellent atomic properties ex-

hibited by color centers in diamond. Chapter 2 reviews the relevant physics in cavity

QED and how coherent interaction between the photonic and spin qubits is used to

perform cavity-reflection-based quantum teleportation. Then, Chapter 3 presents a

scalable photonic architecture to realize high-fidelity teleportation with the aforemen-

tioned technique. Chapter 4 delineates our experimental demonstration of coupling

between a nanophotonic cavity and a SnV center in diamond at 4 K, entailing: design

and fabrication of photonic devices in bulk diamond, spectroscopy of the produced

devices and SnV centers, and finally Purcell enhancement measurements exhibiting

emitter-cavity coupling. Subsequently, Chapter 5 details our on-going efforts in het-

erogeneously integrating diamond photonic cavities into a silicon nitride PIC, which

is used as an optical interposer for spectroscopy at 1.3 K. Chapter 6 addresses a

specific application of spin-photon quantum networks based on PIC in constructing a

quantum random access memory integral to distributed quantum computing. Finally,

Chapter 7 concludes the thesis and discusses future directions for the diamond-PIC
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platform.
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Chapter 2

Cavity-based entanglement protocol

This chapter first covers a brief review of the physics in cavity quantum electro-

dynamics (QED). For more in-depth details regarding this topic, interested readers

may consult Ref. [54, 55, 3]. Then, we derive the cavity reflection coefficient using

the input-output formalism [56] and see how a reflected photon acquires a spin-state-

dependent phase. Lastly, we show how this spin-dependent reflection enables quantum

teleportation between a photonic and a spin qubit.

2.1 Cavity quantum electrodynamics

We first discuss the relevant cavity parameters assuming a coupled emitter-cavity

system. Then, we give a succinct derivation of the reflectivity of a single photon off

the cavity in a semi-classical approach (namely, input-output formalism [56]). Finally,

we show how a spin-state-dependent cavity reflectivity can be used to achieve spin-

photon entanglement and consequently teleportation.

In essence, a photonic cavity is a structure that confines light in particular prop-

agating modes, each of which occupies a resonance frequency 𝜔𝑐. Specifically, a

nanophotonic cavity entraps light in geometries whose allowed eigenmodes (i.e. prop-

agating modes in cavities) have spatial extents along certain dimensions on the scale

of the cavity-resonance wavelength 𝜆𝑐 = 2𝜋𝑐/𝜔𝑐. For examples, in diamond, these

structures may be ring resonators [57, 58], whispering-gallery-mode resonator [59],
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photonic crystal cavities [60, 61, 58]. Regardless of their form, they share a common

set of intrinsic parameters that we list below.

2.1.1 Quality factor

The quality (𝑄) factor characterizes the time duration a particular cavity mode stays

confined before leaking out of the structure (note that each mode has its own 𝑄

factor). Formally, it is defined as 𝜔𝑐/𝜅, where 𝜅 is the total cavity decay rate into

all leakage channels. Often, however, we can only utilize certain leakage channels in

experiments. In general, we can divide the 𝑄 factor into two types. One, a cavity’s

intrinsic 𝑄 factor, 𝑄𝑖, accounts for the undesired channels such as scattering loss and

material absorption loss. Two, there is a coupling 𝑄 factor, 𝑄𝑐, that represents a

specific channel from which we wish to collect light. Together, the geometric mean

of 𝑄𝑖 and 𝑄𝑐 gives the total quality factor, also known as the extrinsic or loaded 𝑄

factor, 𝑄ext, defined as

1

𝑄ext
=

1

𝑄𝑖

+
1

𝑄𝑐

. (2.1)

Each 𝑄 factor also has an associated decay rate: 𝜅 = 𝜔𝑐/𝑄ext, 𝜅𝑖 = 𝜔𝑐/𝑄𝑖,

and 𝜅𝑐 = 𝜔𝑐/𝑄𝑐. A central challenge in engineering and fabricating nanophotonic

cavities for quantum information processing is to maximize the ratio 𝜅𝑐/𝜅, which

represents how strongly coupled the desired leakage channel is to the cavity mode

relative to other loss channels. Concretely, there are three regimes of interest: (i)

the undercoupled regime where 𝜅𝑐/𝜅 < 0.5, (ii) the critically coupled regime where

𝜅𝑐/𝜅 = 0.5, and (iii) the overcoupled regime where 𝜅𝑐/𝜅 > 0.5. We will revisit the

importance of this figure of merit in the following section when addressing creating

spin-photon entanglement using cavity-reflection based methods.

2.1.2 Mode volume

Another important parameter is the cavity’s mode volume 𝑉 , which is a measure of the

spatial confinement of the electric field defining a particular cavity mode. Formally,
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Figure 2-1: Diagram showing the relevant coupling rates of a cavity QED system.
(a) A generic Fabry-Perot cavity of mode volume 𝑉 coupled to a single emitter with
interaction strength 𝑔. The spontaneous emission rate of the emitter is 𝛾 (not spec-
ifying into which channel it is emitting). The cavity’s total decay rate is 𝜅. (b) A
single-sided cavity with the desired input channel whose coupling rate to the cavity
mode is 𝜅wg. Note that time-reversal symmetry dictates that the input and output
coupling rate must both be equal at 𝜅wg. The cavity mode also suffers from the un-
desired scattering loss at rate 𝜅𝑠. 𝑎in and 𝑎out represent the annihilation operators of
the input and output waveguide modes. The defect center may spontaneously emit
into the waveguide channel with probability 𝐶/𝐶 + 1 [3].

it is defined as [62, 63]

𝑉 =

∫︀
𝜖|E|2𝑑𝑉

max (𝜖|E|2)
, (2.2)

where 𝜖 is the dielectric constant of the material, and E is the cavity mode’s electric

field profile. For example, a ring resonator with cavity modes circulating around

has a mode volume that essentially the size of the structure itself, spanning tens of

𝑢m. On the other hand, photonic crystal cavities that confine light utilizing photonic

bandgaps [63] (see Section 4.1) tend to have small mode volumes on the order of 𝜆3,

crucial for engineering strong light-matter interaction.

2.1.3 Cavity QED parameters

Thus far, the aforementioned parameters (𝑄 and 𝑉 ) are simply intrinsic properties

of the photonic cavities. Once they are coupled to a quantum emitter, in our case

of interest a defect center in diamond, we need to consider the coupling strength 𝑔

between the cavity and the spin qubit, as shown in Figure 2-1. This light-matter

53



interaction can be described by the canonical Jaynes-Cummings (JC) Hamiltonian

(with rotating wave approximation [54, 55]),

𝐻JC =
ℏ𝜔𝑎

2
𝜎𝑧 + ℏ𝜔𝑐

(︂
𝑎†𝑎+

1

2

)︂
+ 𝑖ℏ𝑔

(︀
𝑎†𝜎− − 𝜎+𝑎

)︀
, (2.3)

where 𝜔𝑎 is the emission frequency of the emitter, 𝜎𝑧 is the Pauli-Z operator, 𝑎† (𝑎)

is the creation (annihilation) operator for the cavity mode, and 𝜎+ (𝜎−) is the raising

(lowering) operator for the spin qubit, which we assume to consist of two levels. The

first two terms of the JC Hamiltonian represent the energy terms of the emitter and

the cavity mode separately, whereas the third term signifies coupling between the two

systems.

The coupling constant 𝑔 can be derived from quantization of the electric field1.

For brevity, we will skip the derivation and refer interested readers to Ref. [54, 55].

Instead, we will write down the explicit form of 𝑔 in terms of other parameters as

𝑔(r) = 𝑔0 ·
E(r)

|E(r)|max
· cos(𝜉), (2.4)

where

𝑔0 =
𝑑

ℏ

√︂
ℏ𝜔
2𝜖𝑉

(2.5)

is the maximum coupling strength, and 𝑑 is the electric dipole moment. E(r)
|E(r)|max

and

cos(𝜉) account for spatial and dipole misalignment, i.e. they both equal to 1 when

the emitter is located at the cavity mode field maximum and its dipole moment 𝑑

is perfectly aligned (for example, in-plane for a TE-like cavity mode). The position

vector r indicates the spatial dependence of the emitter-cavity coupling strength.

Importantly, 𝑔0 is inversely proportional to
√
𝑉 . Thus, having a photonic cav-

ity with smaller mode volume translates increasingly strong emitter-cavity coupling.

That said, boosting 𝑔(r) alone is not sufficient. To see this, we must solve for the

1The interaction Hamiltonian can be re-written as 𝐻int = −d · E where d is the dipole moment
of the emitter.
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eigenstates and eigenenergies based on the JC Hamiltonian. To simplify the discus-

sion, we will only consider the so-called Purcell regime, in which 𝜅 > 𝑔 ≫ 𝛾 [54, 55].

Often in solid-state engineering, optical cavities suffer from fabrication errors, result-

ing in 𝜅/(2𝜋) on the order of 10’s and 100’s of GHz, much greater than the state of

the art 𝑔 coupling strengths [64].

There exist two eigenstates when 𝜔𝑐 = 𝜔𝑎, with respective eigenenergies

𝐸± = ℏ

(︃
𝜅

2
±
√︂
𝜅2

4
− 𝑔2

)︃
= ℏ

𝜅

2

(︃
1±

√︂
1− 4𝑔2

𝜅2

)︃
(2.6)

≈ ℏ
𝜅

2

(︂
1±

(︂
1− 2𝑔2

𝜅2

)︂)︂
(2.7)

⇒ 𝐸+/ℏ = 𝜅,𝐸−/ℏ =
𝑔2

𝜅
. (2.8)

The first eigenenergy 𝐸+ with corresponding decay rate 𝜅 represents direct leakage

rate of the cavity mode. The second eigenenergy 𝐸−, however, represents modified

spontaneous emission rate of the emitter. Essentially, the presence of a coupled

cavity increases (or decreases in the spectrally detuned case) the local density of

states (LDOS). The ratio between the spontaneous emission rates of the emitter in a

cavity and without a cavity defines the Purcell factor

𝐹𝑃 =
2𝑔2

𝜅𝛾
. (2.9)

Using Eq. 2.4 and the fact that 𝜅 = 𝜔𝑐/𝑄, we find that the maximum Purcell

factor is

𝐹𝑃,max =
3

4𝜋2

(︂
𝜆

𝑛

)︂3
𝑄

𝑉
. (2.10)

Accounting for detuning and spatial/dipole misalignment, Purcell factor can be

re-written as

𝐹𝑃 = 𝐹𝑃,max ·
1

1 + 4𝑄2(𝜔𝑐/𝜔𝑎 − 1)
· E(r)
|E(r)|max

· cos(𝜉). (2.11)
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The Purcell-enhanced spontaneous emission rate Γ becomes

Γ = 𝐹𝑃𝛾 + 𝛾nr + 𝛾PSB, (2.12)

where 𝛾nr and 𝛾PSB are the decay rates into non-radiative channels and the incoherent

phonon sideband, respectively. Typically, in experiments, this can be verified by

observing a strongly Purcell-enhanced ZPL in the fluorescence spectrum (Figure 2-

2(a)) and/or a reduced emitter’s lifetime 𝜏𝑃 ∝ 1/Γ (Figure 2-2(b)).

(a) (b)

On-resonant

Off-resonant

Figure 2-2: Purcell enhancement signatures. (a) When coupled to a cavity, the emit-
ter’s ZPL count rate is Purcell-enhanced as observed on the fluorescence spectrum.
(b) The lifetime is reduced by a factor of 3 when the emitter is coupled to the cavity.
Figures are adapted from Ref. [4].

Purcell factor, however, only describes the change in spontaneous emission rate

out of the excited state. In using defect centers in diamond for quantum informa-

tion processing requires addressing specific optical transitions, in which case optical

coherence is also warranted. The so-called cooperativity 𝐶 describes the coherent

interaction strength between the spin qubit and the cavity mode, and captures both
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emitter-cavity coupling and optical coherence in the form

𝐶 =
4𝑔2

𝜅Γ
, (2.13)

where

Γ

2
=
𝛾

2
+ 𝛾*, (2.14)

where 𝛾* is pure dephasing. Note here we neglect spectral diffusion that happens at a

much slower time scale than the spontaneous emission rate. In other words, if there is

significant pure dephasing, either stemming from surface effects common to emitters

in nanophotonic cavities [65] or lattice damage from ion implantation [28], the emitter-

cavity system can have a small cooperativity 𝐶 but still retain high Purcell factor

𝐹𝑃 . Intuitively, increasing 𝐹𝑃 only entails sufficient overlap in frequency (barring

spatial and dipole misalignment). With 𝜅 being significantly larger than the emitter

linewidth (typical lifetime limit of SnV is ≤ 30 MHz), the overlap likely persists

despite frequency jitter caused by dephasing, unless in the extremely unlikely case

that 𝛾* becomes comparable to 𝜅.

For constructing useful quantum gate operations based on emitter-cavity inter-

action, having a high cooperativity is paramount. In the following section, we will

directly show how 𝐶 affects cavity reflection that is utilized in constructing two-qubit

gates between spin and photonic qubits.

2.2 Cavity reflectivity

Here, we conceive a specific scenario [53] in which a photonic cavity is coupled to

an input waveguide, as shown in Figure 2-1(b). We can generalize the cavity decay

channels to two types, one into the waveguide with decay rate 𝜅wg and another into

the environment (scattering loss) 𝜅𝑠 = 𝜅− 𝜅wg. Moreover, the cavity of interest is a

single-sided cavity that suppresses transmission. Hence, an incoming single photon

from the waveguide can only either (i) reflect off the cavity and return back to the
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waveguide or (ii) scatter into free-space.

Using the JC Hamiltonian in Eq. 2.3, we can derive the cavity reflection coefficient

by first writing down the equations of motion for the cavity mode and atomic lowering

operators, 𝑎 and 𝜎−. For the interested readers, Appendix A includes detailed deriva-

tions of the input-output formalism and equations of motion. Using Schrödinger’s

equation, we find

𝑎̇ = −
(︁
𝑖(𝜔𝑐 − 𝜔) +

𝜅

2

)︁
𝑎− 𝑔𝜎− −√

𝜅wg𝑎in (2.15)

𝜎̇− = −
(︁
𝑖(𝜔𝑎 − 𝜔) +

𝛾

2

)︁
𝜎− + 𝑔𝜎𝑧𝑎. (2.16)

Assuming steady state, i.e. 𝑎̇ = 𝜎̇− = 0, and leveraging the input-output relation

𝑎out − 𝑎in =
√
𝜅wg𝑎 (where 𝑎in and 𝑎out represent the annihilation operators of the

cavity-coupled waveguide mode), the cavity reflection coefficient for a single-sided

cavity is

𝑟(𝜔) = 1− 𝜅wg

𝑖(𝜔𝑐 − 𝜔) + 𝜅
2
− 𝑔2

𝑖(𝜔𝑎−𝜔)+ 𝛾
2

, (2.17)

where 𝜔 is the probe frequency. Assuming we send a single photon on-resonance

with the cavity and the emitter, and that the cavity is perfectly overcoupled to the

waveguide such that 𝜅wg = 𝜅, the expression simplifies to

𝑟(𝜔) =
𝐶 − 1

𝐶 + 1
, (2.18)

where 𝐶 is again the cooperativity.

Let us use this simplified expression to acquire an intuitive picture on how it may

be used to construct a two-qubit gate between the spin and the photonic qubits. As

shown in Figure 2-3, if the cavity linewidth 𝜅 is sufficiently narrow to cover only one

of the two optical transitions, |↓⟩ ↔ |↓′⟩, then the cavity reflection changes its phase

depending on the spin state. Explicitly, in the limit of large 𝐶, if the spin is in the

|↓⟩ state, 𝑟(𝜔) approaches +1. In contrast, if the spin is in the |↑⟩ state, 𝐶 = 0 as
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𝝎𝒄 = 𝝎↓,↓$

| ↓ ′⟩

| ↓⟩

| ↑⟩ 𝜹

𝝎

𝜿

𝜹

𝝎↓,↓$ 𝝎↓,↑

Figure 2-3: A prototypical lambda level structure of a quantum emitter. It consists
of two ground spin states separated by 𝛿, |↓⟩ and |↑⟩, both of which can be excited up
to |↓′⟩. In the case that only one of the two transitions, |↓⟩ ↔ |↓′⟩, is resonant with
the cavity resonance 𝜔𝑐, a single photon reflecting off the cavity from the waveguide
acquires drastically different phase depending on the spin state. Note that this is
satisfied when the cavity linewidth 𝜅 is sufficiently narrow.

it is decoupled from the cavity mode, thus 𝑟(𝜔) approaches -1. It is exactly this 𝜋

phase difference acquired by the reflected photon that constructs a controlled-phase

(𝐶𝑍) gate between the spin and the photonic qubits.

In reality, however, the cavity linewidth is often large enough to cover both tran-

sitions, which have overlapping polarization modes with the cavity mode. In this

case, depending on the cavity coupling regime (undercoupled vs critically coupled vs

overcoupled), achieving the 𝜋 phase contrast may require engineering other degrees

of freedom, e.g. atomic detuning between 𝜔 and 𝜔𝑎 and 𝜅wg/𝜅. This will be explicitly

demonstrated in the later Section 5.5.

2.3 Spin-photon teleportation

We can leverage the aforementioned controlled-phase gate to perform teleportation

between a spin and a photonic qubit, as spelled out by the seminal paper by Duan

and Kimble [53]. The setup shown in Figure 2-4 is essentially a Michelson interfer-

ometer with a polarizing beam splitter (PBS) that separates out two spatial paths

for the two polarization modes. The 𝑉 polarization mode is routed towards a bare

mirror, whereas the 𝐻 polarization mode is directed to the single-sided cavity. We
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PBS𝝍 𝑷 = 𝜶|𝑯⟩ + 𝜷|𝑽⟩

↓
↑

↓ ′

𝑽

PBS

𝝀/𝟐

|𝑨⟩

|𝑫⟩

circulator

𝑯

𝝍 𝑨 =
| ↓⟩ + | ↑⟩

𝟐

Figure 2-4: The optical setup for spin-photon teleportation. An incoming photonic
qubit is dual-rail encoded in polarization: |𝜓⟩𝑃 = 𝛼 |𝐻⟩+𝛽 |𝑉 ⟩. It enters a Michelson
interferometer with a PBS that routes the 𝑉 component to a bare mirror and the
𝐻 component to a single-sided cavity, which couples to an emitter initialized in a
superposition state, |𝜓⟩𝐴 = (|↓⟩ + |↑⟩)/

√
2. Upon reflection, the two polarization

modes recombine at the PBS and the photonic qubit (now entangled with the spin
qubit) is detected in the diagonal basis. After feedforward, the photonic qubit is
teleported onto the spin qubit whose final state is |𝜓⟩′𝐴 = 𝛼 |↓⟩+ 𝛽 |↑⟩.

can evaluate how teleportation is constructed by the following Schrödinger picture

evolution. Let the initial photonic qubit to be an arbitrary polarization state of the

form

|𝜓⟩𝑃 = 𝛼 |𝐻⟩+ 𝛽 |𝑉 ⟩ , (2.19)

where |𝛼|2 + |𝛽|2 = 1. Additionally, the spin qubit is initialized in an even superpo-

sition state,

|𝜓⟩𝐴 =
|↓⟩+ |↑⟩√

2
. (2.20)

The total system then has an initial product state (neglecting normalization for

60



now)

|Ψ⟩ = |𝜓⟩𝑃 ⊗ |𝜓⟩𝐴 (2.21)

= 𝛼 |𝐻, ↓⟩+ 𝛼 |𝐻, ↑⟩+ 𝛽 |𝑉, ↓⟩+ 𝛽 |𝑉, ↑⟩ . (2.22)

From electrodynamics, we know that in the 𝑉 polarization path, reflection off a

bare mirror (irregardless of the polarization) imparts a constant 𝜋 phase shift. As

for the 𝐻 polarization path, reflection off the single-sided cavity that is coupled to

an emitter gives only the |↑⟩ state a 𝜋 phase shift while leaving the |↓⟩ intact. As a

result, after reflection off the mirror and the cavity, the composite spin-photon state

is now an entangled state

|Ψ⟩ = 𝛼 |𝐻, ↓⟩ − 𝛼 |𝐻, ↑⟩ − 𝛽 |𝑉, ↓⟩ − 𝛽 |𝑉, ↑⟩ . (2.23)

In the detection port after the circulator, the photon is measured in the diagonal

basis {𝐷,𝐴}2. In the new basis, the entangled state can be written as

|Ψ⟩ = |𝐻⟩ ⊗ [(𝛼 + 𝛽) |↓⟩+ (−𝛼 + 𝛽) |↑⟩] (2.24)

|𝑉 ⟩ ⊗ [(𝛼− 𝛽) |↓⟩+ (−𝛼− 𝛽) |↑⟩] . (2.25)

Depending on whether the 𝐻 or the 𝑉 detector heralds a click, the state is pro-

jected to either (𝛼+𝛽) |↓⟩+(−𝛼+𝛽) |↑⟩ or (𝛼−𝛽) |↓⟩+(−𝛼−𝛽) |↑⟩. For illustration, in

the former case, we can recover the initial quantum state by first applying a Hadamard

gate then a Pauli-Z gate to the spin qubit, resulting in

|𝜓⟩′𝐴 → 𝛼 |↓⟩ − 𝛽 |↑⟩ (after Hadamard) (2.26)

→ 𝛼 |↓⟩+ 𝛽 |↑⟩ (after Pauli-Z) (2.27)

In the end, we have faithfully teleported the photonic qubit onto the spin qubit.

2This is done by passing the photon through a half wave plate (HWP) that transforms 𝐻 →
𝐻 + 𝑉, 𝑉 → 𝑉 −𝐻 at rotation angle 𝜃 = 𝜋/4
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This is a powerful technique for mapping a flying qubit that propagates long dis-

tances onto a long-lived matter qubit for memory storage. More importantly, the

gate operation is a heralded process, meaning only upon detection of a photon’s ar-

rival does the teleportation process complete. As a result, photon loss3 is a detectable

error, rendering the Duan-Kimble scheme conducive to building up distant quantum

repeater network in which propagation loss can be significant.

However, the gate operation fidelity crucially depends on the cavity reflection

coefficient. If the emitter-cavity system exhibits a lower 𝐶, the final state fidelity

would inevitably degrade, as computed by the overlap between the teleported and

the ideal states,

ℱ =
1

6

∑︁
𝑖

ℱ𝑖 =
1

6

∑︁
𝑖

|𝑖⟨𝜑|𝜓⟩′𝐴,𝑖|2, (2.28)

where |𝜑⟩𝑖 (|𝜓⟩′𝐴,𝑖) represents the ideal (teleported) spin state and each 𝑖 indicates

a basis state (along 𝑋,𝑌 ,and 𝑍 axes) on the Bloch sphere. More details about the

effect of imperfect cavity reflection and ways to counteract this will be covered in the

following chapters.

Finally, we note that using a phase difference for performing teleportation is only

one of many methods. For an instance, one may also utilize amplitude difference

and time bin-encoded photonic qubits to achieve the same goal, in which case critical

coupling would be preferred, as shown by Ref. [64, 66]4. The only subtle difference is

that the latter is by definition a two-photon protocol that relies on detection of two

subsequent photons, which may lead to lower success probability relative to the former

case. Therefore, for the analysis covered in Sections 3.4 and 5.5, we only concern with

phase-based methods and polarization-encoded qubits. However, a similar treatment

can be easily applied to the time bin-encoding case.

3Loss of a photonic qubit is essentially a leakage error out of the qubit subspace.
4The reason that the critically coupled regime works better is there is intrinsically a maximized

amplitude difference due to destructive interference based on coupled-mode theory [67].
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Chapter 3

A polarization-encoded

photon-to-spin interface (PEPSI)

The research outcomes of this chapter have been published as a journal article entitled

“A polarization encoded photon-to-spin interface” in npj Quant. Info. 7, 2 (2021) [46].

One subtlety about the Duan-Kimble scheme in the previous chapter is its phase

sensitivity. Since the two polarization modes are separated into two spatial paths in

the Michelson interferometer, any introduction of a varying relative phase ∆𝜑(𝑡) (as

shown in Figure 3-1(a)) would lead to infidelity in the teleported state. This is espe-

cially problematic to a free-space optical setup in which the two polarization paths

may span 10’s of centimeters, over which any environmental fluctuation (thermal,

mechanical,...etc.) may induce a non-zero ∆𝜑(𝑡). Therefore, we propose a mono-

lithic, micron-scale photonic structure that combines the 𝐻 and 𝑉 paths into one

phase-stable architecture (Figure 3-1(b)). This Polarization-Encoded Photon-to-Spin

Interface (PEPSI) greatly simplifies quantum networking with polarization-encoded

photons coupled to atomic memories [46].
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Figure 3-1: (a) The Duan-Kimble scheme for polarization-spin mapping. The re-
quirements of a high extinction polarizing beam splitter (PBS), strong cavity-atom
coupling, and stabilization of the phase mismatch between arms ∆𝜑(𝑡) all make im-
plementation with bulk optics challenging. (b) Our proposal for a phase-stable mono-
lithic device (PEPSI) that implements the protocol in (a). A polarization-dependent
reflector (PDR, red dashed lines) then reflects 𝐻 light while passing 𝑉 light through
to interact with the cavity-emitter system (blue dashed lines). (c) A zoom-in de-
piction of the PDR with geometry parameters 𝑎 (periodicity), 𝑊 (width), and 𝑑𝑊
(modulation amplitude). The scale bar corresponds to 1 micron.

3.1 Device design

As illustrated in Figure 3-1(b), the structure comprises i) a polarization-dependent

reflector (PDR) for the 𝐻 (TE) mode, and ii) an over-coupled single sided cavity
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for the 𝑉 (TM) mode. As opposed to what was shown in Section 2.3, the reason

the cavity is designed to be resonant with a TM mode as opposed to TE mode is

to comply with the thickness constraint posed by the corrugated photonic crystal

PDR. Nevertheless, the working principle remains the same. The PEPSI collapses

both interferometric arms into one co-propagating path that greatly suppresses phase

instability stemming from environmental noise. In contrast, bulk optics suffer from

thermal and vibrational fluctuations that incur phase noise, which requires phase

stabilization costly in operation time [66].

The PDR shown in Figure 3-1(c) uses a corrugated photonic crystal design with

periodicity 𝑎 = 184 nm, width 𝑊 = 2.07𝑎, modulation amplitude 𝑑𝑊 = 3.97𝑎.

An adiabatic taper transfers photons to a 1D photonic crystal nanocavity coupled

to the SiV center. The following sections analyze the performance of this phase-

stable device. Specifically, we investigate the impact of PEPSI device parameters

on teleportation fidelity, the rate-fidelity trade-off in a quantum network link, and

extensions to a scalable photonic integrated circuit platform.

3.2 Effects of device imperfections

To analyze the state transfer (aka teleportation) process, we use the same defini-

tion for the final state fidelity ℱ spelled out in Eq. 2.28. However, the final state

would have additional coefficients after considering the effects of imperfect devices.

Specifically, the photonic qubit interacts with an imperfect PDR with field reflection

(transmission) coefficients 𝑟𝑖 (𝑡𝑖) for the polarization mode 𝑖 ∈ {𝐻, 𝑉 }. The transmit-

ted output is incident on a nanophotonic cavity coupled to a spin qubit. Since only

the |↓⟩ ↔ |↓′⟩ (see Figure 3-1(a)) transition is resonant with the cavity mode (assum-

ing a sufficiently narrow cavity linewidth), the photon experiences a spin-dependent

cavity reflection: 𝑟𝑐𝑎𝑣 ∈ {𝑟𝑖,𝑢𝑛𝑐𝑜𝑢𝑝𝑙𝑒𝑑, 𝑟𝑖,𝑐𝑜𝑢𝑝𝑙𝑒𝑑}. The output joint photon-spin system
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after the HWP (that transform 𝐻 → 𝐻 + 𝑉, 𝑉 → 𝑉 −𝐻) is in the state

|𝜓⟩′𝐴 = |𝐻⟩ ⊗ [(𝛼𝑟𝐻,on − 𝛽𝑟𝑉,on) |↓⟩+ (𝛼𝑟𝐻,off − 𝛽𝑟𝑉,off) |↑⟩]

+ |𝑉 ⟩ ⊗ [(𝛼𝑟𝐻,on + 𝛽𝑟𝑉,on) |↓⟩+ (𝛼𝑟𝐻,off + 𝛽𝑟𝑉,off) |↑⟩], (3.1)

where

𝑟𝐻,on(off) = 𝑟𝐻 +
𝑟𝐻,(un)coupled𝑡

2
𝐻

1− 𝑟𝐻,(un)coupled𝑟𝐻
(3.2)

𝑟𝑉,on(off) = 𝑟𝑉 +
𝑟𝑉,(un)coupled𝑡

2
𝑉

1− 𝑟𝑉,(un)coupled𝑟𝑉
. (3.3)

When a device is perfect such that a lossless PDR has infinite polarization ex-

tinction ratios and a nanocavity has perfect waveguide-cavity coupling (𝜅wg/𝜅 = 1),

the cavity reflection solely determines the fidelity that scales as (𝐶 − 1)/(𝐶 + 1) in

the large cooperativity limit [68]. However, when the PDR has finite extinction ra-

tios and scattering losses, and the single sided cavity has a reduced waveguide-cavity

coupling efficiency 𝜅wg/𝜅 < 1, the need to balance losses becomes especially impor-

tant to achieving high fidelity. For example, considering the desired state |𝜑1⟩ where

𝛼 = 𝛽 = 1, balancing losses entails matching the two coefficients by satisfying

|𝑟𝐻,on − 𝑟𝑉,on| = |𝑟𝐻,off + 𝑟𝑉,off|, (3.4)

which are both functions of PDR transmissivity/reflectivity and the cavity reflectivity.

Figure 3-2(a) shows ℱ as a function of the PDR’s width and modulation ampli-

tude given a low scattering loss and fixed cavity parameters corresponding to our

design: waveguide-cavity coupling 𝜅wg/𝜅 ≈ 0.83 and cooperativity 𝐶 = 100, which

has already been experimentally demonstrated in Ref. [66]. We find the upper bound

of the fidelity is maximized at 99.978% (assuming perfect gate and detection fideli-

ties) when 𝑊 = 380 nm and 𝑑𝑊 = 730 nm, corresponding to transmission and

reflection extinction ratios of 17.72 dB and 18.93 dB for 20 periodicities. In order

to controllably balance losses to maximize the state transfer fidelity, we also include
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Figure 3-2: (a) ℱ is plotted as a function of the two PDR geometry parameters: the
width 𝑊 and the modulation amplitude 𝑑𝑊 . 𝑊 = 380 nm and 𝑑𝑊 = 730 nm are
chosen for our particular device with an optimum ℱ = 99.978%. (b) The optimal 𝐻
polarization attenuation factor for balancing losses as a function of 𝑊 and 𝑑𝑊 . (c,d)
The state fidelity as functions of the atom-cavity cooperativity and waveguide-cavity
coupling. The atom-cavity cooperativity is calculated using Eq. 2.17. The PDR is
designed specifically for a single sided cavity with 𝐶 = 100. The waveguide-cavity
coupling is tuned to 𝜅wg/𝜅 ≈ 0.83 to maximize fidelity within the allowable design
space. The red dashed line indicates the threshold ℱ = 99%, which is satisfied in the
range 𝜅wg/𝜅 = [0.73, 0.93].
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an 𝐻 attenuator that only diminishes the incoming 𝐻 light (see Appendix B.1). For

each set of parameter values {𝑑𝑊,𝑊}, we calculate the 𝐻 attenuation factor 𝜂𝐻 that

maximizes ℱ in Figure 3-2(b). For the particular design with 𝑊 = 380 nm and

𝑑𝑊 = 730 nm, the optimal upper bound ℱ = 99.978% is reached when 𝜂𝐻 = 66%.

In fact, by tuning 𝜂𝐻 appropriately, we observe that ℱ well exceeds 99% for any 𝑑𝑊

between 700 nm and 750 nm and similarly for any 𝑊 between 360 nm and 420 nm,

providing the PEPSI tolerance to fabrication errors.

Additionally, the state transfer fidelity intimately relates to the cavity parameters.

Figure 3-2(c) shows that the state fidelity monotonically improves with the atom-

cavity cooperativity since the cavity reflectivity 𝑟 ∝ (𝐶 − 1)/(𝐶 + 1) approaches

+1. For our device, the atom-cavity cooperativity of 𝐶 = 100 gives ℱ = 99.978%.

We also analyze the fidelity’s dependence on the waveguide-cavity coupling strength.

As a result of balanced losses, Figure 3-2(d) indicates that the fidelity is maximized

when 𝜅wg/𝜅 = 0.82 and decreases as the waveguide-cavity coupling deviates from

the optimal point. An undercoupled or critically coupled cavity would result in a

severely degraded state transfer due to insufficient cavity reflection. On the other

hand, overcoupling past 𝜅wg/𝜅 = 0.82 would curtail the atom-cavity interaction and

consequently lowers the fidelity. However, our calculation shows that the fidelity can

still exceed 99% as long as 𝜅wg/𝜅 falls between 0.73 and 0.93, granting again partial

immunity to errors.

3.3 Teleportation rate-fidelity trade-off

We now analyze the performance of the PEPSI in facilitating quantum state transfer

across a lossy network link by assessing the rate-fidelity trade-off for a device realized

in simulation. We denote the probability of a photon entering and returning through

the PDR as 𝜂𝐻𝜂2PDR𝑅cav, where 𝑅cav is the cavity reflection coefficient and 1−𝑅cav is

the cavity decay rate into the environment (assume negligible transmission through

the single sided cavity). 𝜂PDR is the transmission efficiency of the PDR. As shown

in Figure 3-3(a), the protocol begins by initializing the spin qubit in a superposition
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state (|↑⟩+|↓⟩)/
√
2 in a time 𝜏reset = 30µs [66]. A photonic qubit |𝜓𝑃 ⟩ launched across

the link with transmissivity 𝜂link reaches the PDR shown in Fig 3-3(b). If the reflected

photon is detected as described above with probability 𝑝det = 𝜂link𝜂𝐻𝜂
2
PDR𝑅cav𝜂det, the

spin qubit is projected to the state 𝛼 |↓⟩+𝛽 |↑⟩. If no photon is detected, the protocol

is repeated.

However, when 𝜂link ≪ 1, most transmission attempts do not interact with the

spin, and time can be saved by not re-initializing on every transmission attempt.

In particular, we consider a series of 𝑁 photons injected into the link after spin

re-initialization. These photons are interspersed by dynamical decoupling pulses (𝜋-

pulses in Figure 3-3(a)) to maintain memory coherence. If the detector registers a

click for the 𝑚th attempt, the receiver blocks the subsequent 𝑁 − 𝑚 pulses. The

complication is that any photon that reaches the cavity but is subsequently lost

produces an unheralded error with probability 𝑝𝑒 = 𝜂link𝜂𝐻𝜂PDR(1 − 𝑅cav), since the

environment projects the spin to a mixed state 𝜌mixed = 1
2
I. Thus, the optimum

fidelity for a given device is achieved by re-initializing the spin qubit in advance of

every photon transmission. However, the photon can also be either lost in the link

before reaching the spin with probability 𝑝lost = 1−𝑝𝑒−𝑝det or heralded by the detector

with probability 𝑝det. Conditioned on not detecting a click, the probability of photon

loss without contaminating the spin is 𝑝lost/(1−𝑝det), and therefore the probability of

photon never reaching the spin after 𝑚− 1 ≤ 𝑁 channel uses is (𝑝lost/(1− 𝑝det))
𝑚−1.

Explicitly, for calculating 𝑝det and 𝑝lost, we consider the transmission efficiency

𝜂𝐴,𝑉/𝐻 through the 𝐻 attenuator to be 79.8% for the 𝑉 polarization and 52.6% for the

𝐻 polarization (see Section 3.3.3). We denote the power transmission and reflection

coefficients of the PDR as 𝑇𝑉/𝐻 and 𝑅𝑉/𝐻 . The cavity reflectivity 𝑅cav,𝑉 /𝑅cav,𝐻 is

the average reflectivity between on- and off-resonance cases for the 𝑉/𝐻 polarization,

respectively: 𝑅cav,𝑉 = (|𝑟cavity-𝑉 |2 + |𝑟coup-𝑉 |2)/2 = 82.2%, 𝑅cav,𝐻 = 95.8% basing on

our simulated device and 𝐶 = 100.

In order to detect a 𝑉 (𝐻) photon, it has to either undergo a round-trip as denoted

by Fig. 3-3(b) with probability 𝜂link𝜂𝑎,𝑉 𝑇𝑉𝑅cav,𝑉 𝑇𝑉 𝜂det (𝜂link𝜂𝑎,𝐻𝑇𝐻𝑅cav,𝐻𝑇𝐻𝜂det) or

reflect off the PDR upon the first pass with probability 𝜂link𝜂𝑎,𝑉𝑅𝑉 𝜂det (𝜂link𝜂𝑎,𝐻𝑅𝐻𝜂det),
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where 𝜂det = 93.6% is the detection efficiency accounting for the PBS, the HWP, and

the photon detector (see Section 3.3.3). The average detection probability is then

𝑝det =
𝜂link

2

(︀
𝜂𝑎,𝑉 𝑇

2
𝑉𝑅cav,𝑉 +𝑅𝑉 + 𝜂𝑎,𝐻𝑇

2
𝐻𝑅cav,𝐻 +𝑅𝐻

)︀
𝜂det (3.5)

The photon can also scatter off en route to the PDR with probability 1− 𝜂link, or

by the PDR, contributing to the probability of photon loss without error defined as

𝑝lost = 1− 𝜂link + 𝜂link

(︂
1− 𝜂𝑎,𝑉 + 𝜂𝑎,𝐻

2

)︂
+
𝜂link

2
(𝜁𝑉 + 𝜁𝐻) , (3.6)

where 𝜁𝑉 = 1− 𝑇𝑉 −𝑅𝑉 and 𝜁𝐻 = 1− 𝑇𝐻 −𝑅𝐻 .
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Figure 3-3: (a) Pulse sequences for conducting quantum state transfer between a
polarization qubit and a spin qubit. (b) A diagram depicting where scattering losses
occur. (c) Transfer rate (kilo-qubits per second, operated at 5.81 MHz clock rate) as
a function of link loss 1 − 𝜂link for four fidelity constraints: ℱ = 95, 97, 98, 99%. We
plot both the analytical solutions (solid) and the Monte Carlo simulations (dashed).
We categorize the rate as a function of link loss into Regime 1 (red), Regime 2 (blue),
and Regime 3 (green). The black dashed line denotes the repeater-less bound for
quantum key distribution protocols [5].

Given a detector click on the 𝑚th attempt, the probability that at least one error
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has occurred in the preceding 𝑚− 1 bins is

𝑃error (𝑚) = 1−
(︂

𝑝lost

1− 𝑝det

)︂𝑚−1

. (3.7)

The average error probability 𝑃error is found by summing over all possible sequences

up to a total of 𝑁 attempts, each sequence weighted by 𝑃
(︀
𝑚th click

)︀
, which is the

probability of detecting a click on the 𝑚th attempt. 𝑃error is then defined as

𝑃error =
𝑁∑︁

𝑚=1

𝑃error(𝑚)𝑃 (𝑚th click) = 1− (1− 𝑝det)
𝑁 − 𝑝det

1− 𝑝𝑁lost

1− 𝑝lost
. (3.8)

The average state fidelity after the protocol that uses sequences of length 𝑁 before

resetting the memory is then

ℱ = ⟨𝜓ideal| (1− 𝑃error) 𝜌0,eff + 𝑃error𝜌mixed|𝜓ideal⟩, (3.9)

where |𝜓ideal⟩ is the ideal transferred quantum state and 𝜌0,eff is the effective density

matrix incorporating device imperfections and detection error. We can solve Eq. 3.9

for the maximum number of channel uses before spin re-initialization 𝑁max under a

given fidelity constraint, e.g. ℱ = 99%.

Each sequence (duration 𝑇seq as denoted in Figure 3-3(a)) of 𝑁max transmission

attempts has a probability 𝑃success = 1 − (1 − 𝑝det)
𝑁max to detect at least one click.

The number of failed sequences (i.e. each sequence of 𝑁max attempts without clicks

followed by a memory reset) before a successful one is given by the geometric distri-

bution. Thus, the average time of failed sequences per detector click is

𝑇failures =
(1− 𝑝det)

𝑁max

1− (1− 𝑝det)𝑁max
[𝑁max𝜏pulse + 𝜏reset] , (3.10)

where 4𝜏pulse is an effective pulse time accounting for repetition rate and dynamical

decoupling 𝜋 pulses.

After these failures, there is a successful sequence where the 𝑚th bin yields a click,
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which takes an average time of

𝑇success = 𝜏reset +
𝑁max∑︁
𝑚=1

𝑃 (𝑚th click)𝑚𝜏pulse

= 𝜏reset + 𝜏pulse

(︂
𝑃success

𝑝det
−𝑁max(1− 𝑝det)

𝑁max

)︂
. (3.11)

The average quantum state transfer rate is then the inverse of the time per success

Γ̄ =
1

𝑇failures + 𝑇success
. (3.12)

In Figure 3-3(c), we explore the trade-off between the heralded state fidelity ℱ

and the average rate accounting for both polarization modes. We verify our analytical

solutions with Monte Carlo simulations, and show that the PEPSI can achieve transfer

rate exceeding 1 kilo-qubits per second even at high link loss ∼ 30 dB.

We divide the rate into three regimes. In Regime 1 (shaded red) where 𝑁max is low,

high-fidelity state transfer prohibits increasing 𝑁max to offset losses in the channel,

causing an exponential rate loss that intensifies for higher fidelity constraint, e.g.

ℱ = 99%. On the other hand, for a more relaxed fidelity constraint, e.g. ℱ = 95%,

the spin does not need to be re-initialized as frequently and the rate does not fall off

as drastically. As the link loss increases in Regime 2 (shaded blue), the number of

transmission attempts per memory reset also increases. However, the time per success

is still dominated by memory reset time in this regime where 𝜏reset > 𝑁max𝜏pulse. As a

result, the rate of increase for the number of sequences prior to detecting a click stays

constant, and the rate consequently remains relatively flat. However, in Regime 3

(shaded green) when the number of transmission attempts per sequence increases such

that 𝑁max𝜏pulse > 𝜏reset, 𝜂link becomes the rate-limiting factor. In this Regime, the rate

thus approaches the channel-limited bound (black dashed) given by ∝ 𝜂link/𝜏pulse [5].
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3.3.1 Monte Carlo simulations

Numerical simulations were performed in MATLAB (MathWorks Inc.). For each

attempt, a probability value 𝑝random is chosen out of a uniform distribution 𝑈(0, 1).

𝑝random then determines if the photon is lost in the device before reaching the spin

(𝑝lost), lost in the device after the spin (𝑝𝑒), or detected (𝑝det). Each simulation trial

terminates once the photon is detected, and the total experimental time is recorded. A

trial can consist of multiple sequences, and each sequence has the number of attempts

up to 𝑁max, which depends on the fidelity constraint and the link loss. Each Monte

Carlo data point presented in Fig. 3-3(c) is the average rate of 100 simulation trials.

The oscillation in the Monte Carlo simulations (dashed lines in Fig. 3-3(c)) is

an artifact from discretizing the number of attempts required to achieve a certain

fidelity constraint given a fixed link loss (see Section 3.3.2). The allowable 𝑁max is

first analytically calculated assuming a continuous variable, then fed into the Monte

Carlo simulations to validate the transfer rate calculations. The origin of the artifact

can be understood by considering the trade-off between fidelity and the number of

attempts. Recall that every undetected photon can be scattered before reaching the

emitter-cavity system. Hence, time can be saved by not re-initializing the spin qubit as

𝑁attempts increases. In other words, as link loss increases, it is advantageous to increase

the number of attempts. If an integer number of attempts 𝑍 is fixed, increasing the

link loss consequently lowers the transfer rate until the number of attempts increases

to the next integer 𝑍 + 1. After which, the rate increases suddenly and manifests in

a sinusoidal behavior in simulations.

3.3.2 Fidelity lower and upper bounds

Figure 3-4 shows representative curves for four selected link losses: 5,10,15,20 dB.

For low loss at 5 dB, the fidelity rapidly drops off with increasing 𝑁attempt since the

photon would likely be lost from scattering off the device after reaching the spin.

In contrast, the fidelity decreases relatively slowly at a higher link loss, e.g. 20 dB.

Regardless of link losses, there exists a lower bound for the state fidelity determined
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Figure 3-4: Mean fidelity as a function of 𝑁attempt photons at link losses 5 dB, 10 dB,
15 dB, and 20 dB. There exist a lower bound of ℱlower = 90.874% and an upper bound
ℱupper = 99.978%.

purely by PDR scattering loss. If we take the limit of large 𝑁 (Eq. 3.7), the equation

simplifies to

lim
𝑁→∞

𝑃error = 1− 𝑝det

1− 𝑝lost
. (3.13)

The resulted lower bound for fidelity is then

ℱlower = ⟨𝜌0⟩ −
(︂
⟨𝜌0⟩ −

1

2

)︂
𝑝det

1− 𝑝lost
, (3.14)

where ⟨𝜌0⟩ is ℱ ’s upper bound is set by the single-attempt fidelity, which is ℱupper =

99.978%. On the other hand, our particular device gives a lower bound ℱlower =

90.874%, which stems from defining a mean fidelity conditioned on detecting a click.

After a large number of attempts, at least one photon is guaranteed to arrive at

PEPSI. It is either detected or lost determined by the device’s efficiency. Therefore,

in the 𝑁 → ∞ limit, ℱ is purely subjected to 𝑝det/(1− 𝑝lost).

3.3.3 System parameters

• Pulse times: 𝜏pulse is an effective pulse time that includes the fractional number

of dynamical decoupling 𝜋 pulses. Each 𝜋-pulse follows immediately after a
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series of pulses within 𝑇 *
2 : 𝜏pulse = (1 + 𝑡𝜋/𝑇

*
2 )𝑇1 × 100, where 𝑡𝜋 = 32 ns,

𝑇1 = 1.72 ns is the optical lifetime, and 𝑇 *
2 = 0.2 ms is the spin coherence

time [66, 33].

• 𝐻 attenuator: We assume a transmission efficiency of 89.3% for each of the

beam displacers (see Appendix B.1) for both polarization modes. Additionally,

given the specific PDR design, we set 𝜂𝐻 = 66% to balance losses and maximize

the transfer fidelity.

• Detection system: 𝜂det = 93.6% is the product of efficiencies of the PBS,

the HWP, and the photon detector: 95%, 99.5%, and 99%, respectively. The

numbers for the PBS and the HWP are based on commercially available compo-

nents. We take the number reported in Ref. [66] for a superconducting nanowire

single photon detector (SNSPD) optimized for 737 nm.

3.4 Discussion and extension to PIC

|"⟩

|$⟩

Tunable PDR
Diamond cavity

Spin qubit

MZI tree network

Figure 3-5: A PIC incorporating diamond nanocavities. The 𝑉 polarization passes
through a tunable PDR (a combination of a PDR, active on-chip waveplates and
polarizers) and enters an MZI tree network, which routes the photon to an atom-
coupled cavity for quantum state transfer.

Practical quantum repeater nodes will likely require multiplexing over a large
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Figure 3-6: State transfer rate as a function of link loss 1 − 𝜂link for the integration
platform.

number of qubits. To this end, we consider the PEPSI photonic integrated circuit

(PIC) illustrated in Fig. 3-5. An incoming photonic qubit |𝜓𝑃 ⟩ enters through a

PDR followed by a Mach-Zehnder interferometer (MZI) tree network, which routes

the photon to a quantum memory. The PIC with >GHz modulation of the MZIs [69]

can perform state mapping across the memory array simultaneously by sending mul-

tiplexed photons to different atom-coupled cavities. As a result, the transfer rate

improves by a factor of 𝑁cav equivalent to the number of memories connected to the

tree network, as shown by Figure 3-6. The architecture can also produce heralded en-

tanglement by sending a photon that enters an MZI 50:50 beam splitter immediately

before entering any two neighboring memories. Repeated heralding then produces a

cluster of entangled nodes useful for quantum key distribution protocols.

Furthermore, an active PIC provides tunability essential for efficient quantum

state transfer. For example, aluminum nitride photonic circuits have integrated 128

diamond waveguide-coupled color centers [50] and can enable piezoelectric spectral

tuning of photonic crystal cavities [60] and diamond color center emission [70, 71].

Integration by pick-and-placing allows post-selecting high-performing devices, and

additional on-chip waveplates and polarizers in conjunction with the PDR (collec-

tively termed as a tunable PDR in Fig. 3-5) can then optimally balance losses to

achieve high transfer fidelity. Multiple emitters may also be implanted [72] to in-
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crease the number of devices containing SiV− oriented along the applied magnetic

field’s direction.

In summary, we introduced a phase-stable architecture for high-fidelity quantum

state transfer between photonic polarization and spin qubits: the fundamental ele-

ments of a quantum repeater network. Our simulations and calculations show that

the PEPSI can achieve state fidelity exceeding 99% at kilo-qubits per second transfer

rate by carefully balancing losses. We note that the source of infidelity considered

in the analyses addresses only the mode-mismatch error. Namely, the loss imbal-

ance that arises from non-optimal transmissivities and reflectivities of the PDR and

the nanocavity. Additional qubit errors concerning dephasing, spectral diffusion, and

charge-state instability will require further investigation [73, 74]. Therefore, the cal-

culated fidelity of 99.978% is realistically an upper bound. Nevertheless, beyond color

centers in diamond, our scheme applies to other quantum memories including rare-

earth ions [75, 76, 77] and neutral atoms [78] that may exhibit lower qubit errors.

Lastly, we proposed a multiplexing PIC platform for state mappings across a quan-

tum memory array via an MZI tree network. As PIC platforms have scaled beyond

tens of individually controllable components [79], our nanophotonic spin-photon in-

terface should extend these gains to large-scale multiplexed quantum repeaters [80]

and even photonic cluster states [81].
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Chapter 4

Experimental realization of a

cavity-enhanced spin-photon interface

In PEPSI, a crucial component is the emitter-cavity coupled system that enables

spin-photon entanglement via cavity reflection. This chapter presents our experimen-

tal realization of a cavity-enhanced photonic interface with SnV center in diamond.

In Section 4.1, we will begin with discussing the design of a 1-dimensional photonic

crystal cavity in diamond. Then, we will explain the diamond nanofabrication process

based on quasi-isotropic etching to produce the designed devices in Section 4.2. Sec-

tion 4.3 will provide cavity characterization results using a cross-polarization setup.

Section 4.4 details spectroscopic characterization of SnV centers at 4 K. With the

in-situ gas tuning technique explained in Section 4.5, we will present measurement

results demonstrating Purcell enhancement of emitter-cavity coupled systems in Sec-

tion 4.6.

4.1 1D PhC cavity design

For simplicity of discussion, we will only consider 1-dimensional structures, e.g. a sus-

pended nanobeam, due to fabrication constraints (see Section 4.2). Readers interested

in other types of photonic crystals and their applications should consult Ref. [63].

The photonic cavity employed in the experiment is based on photonic crystals
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(PhC), which are periodic structures, e.g. a nanobeam with air holes separated by a

constant spacing as shown in Figure 4-1(a), which form a photonic bandgap. Similar

to the electronic bandgap in which no electronic states can exist, a photonic bandgap

disallows certain frequencies of light to propagate inside a PhC structure. Effectively,

a PhC structure functions as a Bragg mirror that suppresses transmission of these

frequencies. In this case, for our target wavelength of 𝜆Snv ∼ 619 nm corresponding

to the SnV center’s ZPL, we parameterize the nanobeam width 𝑊 , thickness 𝐻, the

air hole radius 𝑟, and the periodicity 𝑎 to maximize the size of the photonic bandgap

centered at 𝜆Snv
1. Figure 4-1(b) shows the photonic bandstructure2 containing a

photonic bandgap obtained from finite-difference time-domain (FDTD) simulations

(Lumerical).

In order to engineer an optical cavity, one naive approach is to sandwich a nanobeam

without holes by two PhC Bragg mirrors. However, these mirrors cannot support reso-

nant modes as effectively as a free-space Fabry-Perot cavity whose mirrors are shaped

to sustain a standing wave. Hence, the resultant cavity Q would be low due to scat-

tering loss at the junctions with the PhC. A more prudent approach would be to

adiabatically modulate the geometries, e.g. hole size and/or periodicity, to engineer a

defect state within the photonic bandgap [63, 82]. Since consistently producing small

air holes down to 10’s of nm can be challenging in fabrication, we focus on a design

that only modulates the periodicity. Specifically, our 1D PhC cavity has hole spacing

that grows exponentially from the center based on the following formula,

𝑎𝑗 = 𝑎− (𝑎− 𝑎0) exp
(︀
−𝑗2/(2𝜎2)

)︀
for 𝑗 ∈ {0, ..., 𝑁holes}, (4.1)

where 𝑎0 = 𝑑 + 2𝑟 and 𝑑 is the separation distance between the middle two holes.

Note that the fundamental cavity mode is a dielectric mode in this case, such that

the electric field maximum is in diamond (𝑛 = 2.4) instead of air.
1A simple way is to find a geometry that minimizes (maximizes) the transmission (reflection)

signal through the PhC.
2The bandstructure can be computed by solving for the eigenmodes at each 𝑘𝑥, with Bloch

(periodic) boundary condition applied to one period of the PhC with a single air hole.
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Figure 4-1: (a) An example of a photonic crystal Bragg mirror defined by four pa-
rameters: thickness 𝐻, width 𝑊 , radius of the air hole 𝑟, and periodicity 𝑎. (b) A
photonic bandstructure with frequency plotted against the Bloch vector (𝑥 compo-
nent in the case of a 1D PhC). The PhC is optimized to have a photonic bandgap for
the TE-like mode centered at 𝜆SnV indicated by the thicker white line. The dashed
white line represents the light line, above which exist leakage modes. The parameters
are 𝐻 = 202 nm, 𝑊 = 269 nm, 𝑟 = 58 nm, and 𝑎 = 201 nm.

By optimizing over the parameters {𝑑, 𝜎} in FDTD and fixing {𝐻,𝑊, 𝑟, 𝑎}, we

find {𝑑 ≈ 59 nm, 𝜎 ≈ 3.96} maximize the simulated cavity’s intrinsic 𝑄 factor3 at

𝑄𝑖 ∼ 3 × 106. Its cavity mode profile is shown in Figure 4-2. The mode volume is

computed to be 𝑉 ≈ 0.8 (𝜆SnV/𝑛)
3. Hence, the theoretical maximum Purcell factor

can reach > 105, barring any imperfections in the dipole (quantum emitter) itself.

In the experiment covered in Section 4.6, we focus on maximizing the 𝑄 factor

and therefore intentionally make the cavity mode undercoupled to all channels, in-

cluding the adjacent diamond waveguides, with 𝜅wg/𝜅 ∼ 5 × 10−3. Specifically, the

Bragg mirror strength is maximized by padding 𝑁mir = 25 air holes on each side.

For devices more conducive for transmission/reflection-based measurements via the

3To find the intrinsic 𝑄 factor, we run a FDTD simulation with “infinitely” many holes on both
sides of the 1D PhC cavity.
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Figure 4-2: FDTD simulation of the fundamental (TE-like) mode profile of the opti-
mized 1D PhC cavity by modulating the periodicity based on Eq. 4.1.

coupled waveguide, we propose an alternative design covered in a later Section 5.6.

4.2 Diamond device fabrication

The fabrication method laid forth in this section is improved upon based on processes

spelled out in Ref. [59, 60, 61]. Here, we review the diamond nanofabrication process

step-by-step.

4.2.1 Sample preparation

The diamonds are type-IIa substrates synthesized via chemically vapor deposition

(CVD)4. There are typically two varieties used in our fabrication runs, one with

higher nitrogen defect concentration < 1 ppm (which we term “IIa”) and another

with lower nitrogen defect concentration < 5 ppb (which we term “EG” standing for

electronic-grade). The latter is generally preserved for quantum experiments given its

low defect environment conducive to emitter spectroscopy with minimal decoherence

(optical or spin), while the former is commonly used for testing/calibrating fabrication

processes.

We first mechanically polish the diamond surfaces to ∼nm root mean square

(rms) surface roughness. Then, the diamond is solvent-cleaned (with acetone and

isopropyl alcohol (IPA)) under sonication, followed by a 5-min. soak in piranha

4Element Six, Inc.
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(3:1 sulfuirc acid to hydrogen peroxide). After removing residual impurities from the

surface resultant from mechanical polishing, we conduct an Ar/Cl2 ICP RIE step that

isotropically etches away the top 4 µm of the surface. Crucially, this step removes

the strained layer stemming from mechanical polishing. It is important to maintain

surface cleanliness before the Ar/Cl2 etch since any impurity can act as a micromask

that induces formation of micropits [83, 84].

Subsequently, we perform an O2 ICP RIE that removes another 3 µm of diamond.

The O2 etch step ensures the top surface is not contaminated by Cl that penetrates

into the diamond from Ar/Cl2 ICP RIE, which is purported to quench5 the emission

of color centers in diamond [85]. This two-step RIE polishing process smooths the

surface down to sub-nm rms roughness.

4.2.2 Ion implantation

After planarizing the surface, the diamond is implanted with ions6 with specified ion

dosage, energy, and sample tilt (e.g. 7 degrees) to avoid channeling into the diamond

lattice. Specifically, we implant Sn ions at the maximum energy of 350 keV allowed

by the ion implanter, corresponding to ∼ 86 nm based on Stopping and Range of Ions

in Matter (SRIM) simulations. From prior test runs, we have found dosage of 5×1010

ions/cm2 yielding approximately 1 SnV center per µm2. However, for the experiment,

we perform an additional blanket implantation over the entirety of the surface at a

dose of 5×1011 ions/cm2 to improve the emitter-cavity coupling yield. However, high

energy ion implantation at high dosage likely produces lattice damage, resulting in

vacancy complexes that may optically decohere the defect center. Hence, a better

approach for future experiments would be employing either (i) targeted focused-ion

beam (FIB) implantation (see Appendix C) as was done in Ref. [50] to minimize area

of ion bombardment or (ii) low-energy ion implantation with masking followed by

diamond overgrowth by an amount of half the target thickness 𝐻/2 [86].

5Emission of NV centers in diamond is found to be suppressed under the influence of chlorine
being nearby.

6Companies such as Innovion Inc. and Cutting Edge Ions, Inc. provide ion implantation services.
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4.2.3 High-temperature annealing

After ion implantation, we conduct high-temperature annealing in a home-built ultra-

high vacuum furnace (Figure 4-3) at < 10−8 mbar. The annealing sequence consists

of: a 120 min. linear ramp from room temperature to 400∘C and holding for 400 min.,

a 120 min. linear ramp from 400∘C to 800∘C and holding for 400 min., a 120 min.

linear ramp from 800∘C to 1200∘C and holding for 300 min., and finally a linear

ramp down to room temperature. The 800∘C step enables single vacancy mobility

such that vacancies diffuse and bind to the defect (Sn) to form the interstitial SnV

center [87, 88]. Higher temperatures are found empirically to remove an absorption

peak at 595 nm [35]. After high-temperature annealing, we submerge the sample in

a boiling tri-acid (1:1:1 nitric:sulfuric:perchloric acid) solution at 345∘C for 2 hours

to remove graphite formed on the surface [83].

4.2.4 Fabrication of devices in bulk diamond

After annealing and yielding of color centers in diamond, the sample is deposited

with a 180 nm thick Si3N4 hard mask via plasma-enhanced CVD (PECVD)7. In

order to transfer patterns defined in our CAD file (GDSII produced via Python),

we perform electron beam lithography (EBL). We first spin coat a 300 nm thick

positive-tone EBL resist (ZEP520A, spun at 6k for 1 min.), pre-bake the sample

for 2 min. at 180∘C, and finally spin coat another 20 nm thin conductive layer

(Espacer, spun at 4k for 1 min.) for charge dissipation, particularly important for

an insulating material such as diamond. We then proceed with EBL8 with proximity

effect correction (PEC) applied to our write file9. The base dosage for an EG (IIA)

sample is set at 550 µC/cm2 (500 µC/cm2) at 1.6 nA.

After EBL, the sample undergoes a deionized (DI) water soak to remove the

conductive polymer, and subsequently cold development at 0∘C for ∼ 75 s. The

sample is descumed in oxygen plasma at 100 W for 15 s. A CF4 RIE then transfers

7A low-stress film is found to have better selectivity against O2 ICP RIE for the subsequent steps.
8Elionix F125.
9BEAMER software, GenISys GmbH.
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Furnace chamber

Pressure gauge

Pyrometer

Figure 4-3: A home-built annealing furnace. A turbo pump (Pfeiffer HiCube) lowers
the pressure to ultra-high vacuum level at < 10−8 mbar. Inside the furnace chamber,
the diamond samples sit inside an alumina crucible, which contacts a resistive py-
rolytic boron nitride (PBN) heating element (HTR-1001 from Momentive Tech). A
type-K thermocouple is used to directly measure the temperature of the PBN. Atop
the furnace chamber are a pressure gauge (Pfeiffer IKR270) and an infrared pyrome-
ter (Omega OS550a) for pressure and additional temperature readout.

the pattern defined in the resist into the nitride hard mask10. Finally, the resist is

removed by soaking the sample in NMP-116511.

The pattern in the nitride mask is transferred into the diamond substrate via an

anisotropic O2 ICP RIE at 32∘C, resulting in Step (i) in Figure 4-4. Specifically, we

etch a micron into the diamond to have sufficient depth for the later quasi-isotropic

etch step. Note that the nitride mask thickness must not be too small, otherwise

the subsequent O2 ICP RIE would break down the Si3N4 layer (30:1 selectivity with

respect to diamond).

10Bias power set at 200 W with 15 sccm of CF4 at 1.3 mTorr gives ∼ 70 nm/min. Si3N4 etch rate
(Plasma-Therm RIE).

11MICROPOSIT Remover 1165.
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Bulk diamond
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SiN
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SiN
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Figure 4-4: Diamond fabrication process flow. (i) The nitride mask pattern is defined
in EBL and transferred into the bulk diamond via an anisotropic O2 ICP RIE. (ii)
A thin layer of alumina is ALD-coated on the diamond surface, followed by (iv) an
anisotropic CF4 etch that removes the top-facing alumina layer. With the sidewalls
still protected, another anisotropic O2 ICP RIE step enlarges the diamond trench,
allowing for (v) bias-free O2 plasma to etch along the {111, 100} diamond facets for
undercutting. (vi) Finally, the sample is submerged in HF to remove the nitride and
alumina layers, releasing suspended diamond devices.

In Step (ii), we conformally coat the diamond surface with ∼ 20 nm of alumina

via atomic layer deposition (ALD). Then, in Step (iii), CF4 RIE is again used to etch
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away any top-facing alumina layer, leaving the sidewalls still protected. Critically,

we time the etch such that CF4 does not degrade the nitride layer and lead to mask

breakdown during the quasi-isotropic etch. Afterwards, we do a short anisotropic

O2 ICP RIE to open the diamond trench, as shown in Step (iv) in Figure 4-4. At

this point, we turn off the bias power to remove any preferential ion directionality.

Instead, the O2 plasma etches along the diamond {111} (∼ 35 degrees with respect to

the diamond {100} surface) and {100} facets [59]. Hence, for effective undercutting,

the nanostructures’ longitudinal axes should be aligned parallel to the {110} facet,

which incorporates both the vertical etching along {100} 12 and angled etching along

{111} [89, 60]. Additionally, we elevate the chamber temperature to 200 ∘C to improve

the etch rate of the quasi-isotropic etch step, as pictured in Step (v) in Figure 4-4. As

opposed to methods based on Faraday cages [90] or angular directional etching [91],

this undercutting technique allows for fabrication of devices with rectangular cross-

sections and enables realization of more complex photonic structures suitable for

heterogeneous integration [50].

We note that since the quasi-isotropic etching rate differs from sample to sam-

ple13, we measure the device thickness through the alumina sidewall intermittently

during the undercut step via scanning electron microscopy (SEM)14. Finally, once the

desired thickness is reached, we submerge the sample (≥ 5 min.) in 49% hydrofluoric

(HF) acid to remove both nitride and alumina, releasing suspended nanostructures

in diamond as illustrated by Step (vi).

Immediately after fabrication, we perform another round of high-temperature an-

nealing to strain relieve the devices, followed by boiling tri-acid clean to ensure an

ordered surface for minimizing decoherence effects from surface defects [83].

Figure 4-5 shows SEM images of suspended diamond devices fabricated using the

aforementioned process. In particular, the designed structure is in the form of a

quantum micro-chiplet (QMC) detailed in Ref. [50]. Each QMC contains an array

12For Element 6’s diamonds, the top face is usually [100].
13EG diamonds are found to have slower undercutting rate than IIA.
14It is important to not dwell too long when imaging the sidewalls since electrons’ interaction with

the alumina may cause it to bend and close up, inhibiting further undercutting in the imaged region.
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(a)

(b)

5 µm

500 nm

Figure 4-5: SEM images of a fabricated suspended diamond device acquired at a 30-
degree tilt of the sample stage. (a) A QMC contains an array of six 1D PhC cavities,
with each connected to adjacent cavities via support beams. (b) A close-up image
of the center region of a cavity, whose defect mode is produced from modulating the
hole periodicity.

of six 1D PhC cavities as shown in Figure 4-5(a), with supporting beams connecting

adjacent channels set at ∼ 3 µm apart. Figure 4-5(b) shows the center of the PhC

cavity with modulated spacing between adjacent air holes. The device exhibits non-

uniform thickness in the hole regions due to variation in the local quasi-isotropic

etching rate. The non-planar underside degrades the experimental 𝑄 factor, which

will be detailed in the following Section 4.3. One avenue to ameliorate this issue is to

etch deeper into bulk diamond in Step (i), allowing for the O2 plasma during quasi-

isotropic etching to have sufficient time to smooth the underside [59, 61]. This would

also enable smoother undersides of devices with widths greater than ∼ 500 nm, as

they require even longer undercutting time to planarize the underside. However, in

order to prevent the hard mask from breaking down, alternative mask materials (e.g.

metals, oxides, Si) with higher selectivity against O2 ICP RIE [92] should be used

instead. Another approach would entail doing another CVD of additional hard mask
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material after undercutting has begun. This re-deposition “heals” the partially etched

hard mask, allowing for potentially longer subsequent quasi-isotropic etching limited

only by the alumina sidewall as opposed to the nitride layer, as detailed in Ref. [93].

Separately, the distance between adjacent cavities (i.e. the trench width currently set

at ∼ 3 µm) also influences the amount of RIE lag for the quasi-isotropic etch step.

Thus, increasing the distance may help with smoothing the underside at the cost

of increasing the QMC footprint and mechanical instability15. The aforementioned

approaches in potentially improving in the quasi-isotropic process warrant further

studies in the future.

4.3 Cavity characterization

In order to measure the fabricated cavities’ 𝑄 factors, we can either (1) off-resonantly

excite the SnV centers in the devices and use their photoluminescence to pump the

cavity modes, or (2) measure reflection/transmission signals using a broadband light

source16. Since the latter approach collects the laser signal directly, the required

integration time is generally ≪ 1 s, allowing for high-throughput characterization

of arrays of devices. Therefore, we perform cavity reflectivity measurements using a

room temperature cross-polarization confocal setup, as shown in Figure 4-6.

Crucially, we leverage the fact that the cavity mode of interest is TE-like (𝐻)

and orient the cavity along the diagonal axis (𝐻 ± 𝑉 ). Hence, interference between

the cavity mode and the bare reflection occurs at the device interface [67, 94]. As a

result, after the PBS, the transmitted 𝐻 component inherits a frequency dependent

coefficient 1 − 𝑟(𝜔) [95], as demonstrated by the schematic in Figure 4-7(a). With

appropriate spatial filtering, the measured cavity reflectivity spectrum consequently

exhibits Fano lineshapes indicative of cavity resonances [67, 94].

We find that the characteristics of the Fano lineshapes crucially depend on the

excitation/collection position. Figure 4-8(a) shows an automated cavity spectrum

15Devices longer than 100 µm may start to bend down due to their own weights.
16SuperK Extreme, NKT Photonics.
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Figure 4-6: Schematic representing the confocal microscopy setup. A 532 nm CW
laser (Coherent Verdi 8W) is used to off-resonantly excite the SnV centers, whereas
a broadband supercontinuum laser is used to directly excite the cavity mode. A
dichroic mirror (shown in green) intercepts their common path, allowing for both
lasers to be used simultaneously. Notably, each source has a HWP (𝜆/2) to ensure
cross-polarization. The excitation path enters a PBS, which reflects the 𝑉 component
to a 4-𝑓 system that maps an angular-steered excitation beam (via a galvanometer
(GM)) to the back-plane of the objective. In the Fourier plane at which the sample
resides, the angular change ∆𝑘 is mapped to a spatial change ∆𝑥, enabling the GM
to raster scan through the field of view. The collected emitter fluorescence (with a
longpass filter (LPF) at 550 nm in the collection path) or cavity mode is directed to
a fiber beam splitter (FBS), which directs to an avalanche photon detector (APD,
PerkinElmer SPDC-AQRH-14) or a spectrometer (SP, Princeton Instruments Acton
SP-2500i).

measurement, in which a grid of positions (𝑖 ∈ {1, ..., 7} per cavity 𝑗 ∈ {1, ..., 6}) is

defined around the cavity centers for six PhC cavities. Figure 4-8(b) indicates how

the Fano lineshape’s asymmetry and signal contrast vary as the position changes. We

expect that exciting at precisely the cavity center can most efficiently pump the cavity

mode, allowing for maximal collection (with 0.9 NA) of the cavity photons. However,

due to local variations from fabrication imperfections, the position at which Fano

lineshape is most pronounced may deviate from the purported center. Hence, reliable

characterization of the cavities with strong signal contrast necessitates a procedure

that spatially sweeps over their central regions in an automated fashion.
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Figure 4-7: (a) A diagram showing the working principle of cross-polarization spec-
troscopy. The excitation enters |𝑉 ⟩, which can be rewritten as |𝐷⟩ + |𝐴⟩ =
(|𝑉 ⟩ + |𝐻⟩) + (|𝑉 ⟩ − |𝐻⟩). Since the device is oriented 45 degrees, only |𝑉 +𝐻⟩
acquires a dispersive reflectivity coefficient 𝑟 = 𝑟(𝜔), while the |𝐴⟩ = |𝑉 −𝐻⟩ ob-
tains a constant phase. The transmitted |𝐻⟩ mode is left with frequency-dependent
term 1 − 𝑟(𝜔) that gives rise to the Fano lineshape. (b) A CCD image of the exci-
tation beam reflecting off a planar surface in cross-polarization, as signified by the
“clover-leaf” pattern.

We can fit each Fano lineshape to obtain the device 𝑄 factor and resonance wave-

length. Specifically, we use a generalized asymmetric lineshape based on a weighted

Fano-Lorentz function [94]

𝐼(𝜆) = 𝐴

(︂
𝜂(∆𝜆+ 𝛿𝜅/2)2

∆𝜆2 + 𝜅2/4
+

(1− 𝜂)𝜅2/4

∆𝜆2 + 𝜅2/4

)︂
, (4.2)

where ∆𝜆 = 𝜆− 𝜆𝑐 is the detuning from the cavity resonance and 𝜅 represents again

the cavity linewidth. 𝛿 is the Fano asymmetry factor that dictates the lineshape, and

𝜂 is the weighting factor between Fano and Lorentz lineshapes. Lastly, 𝐴 is a normal-

ization constant. From the spectra taken from the optimal positions determined by

the automated measurements, we fit each cavity’s fundamental TE-like mode (high-

est energy) based on Eq. 4.2 and obtain 𝑄 on average exceeding 102. Figure 4-9

shows the chosen spectra, with the inset indicating a Fano-Lorentz model fit to the

fundamental mode of cavity 𝑗 = 5. The fitted resonance wavelength and 𝑄 factor

are 621.53 nm and (7.98 ± 0.10) × 102, respectively. We notice that the cavity 𝑄

also improves as the sample temperature decreases. The highest observed 𝑄 at 4 K

is about 2× 103 (before gas-tuning, see Section 4.5). The large discrepancy with the
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Figure 4-8: (a) A confocal reflection map using a supercontinuum laser. An auto-
mated experiment surveys the reflected spectra positions defined in an array, covering
the central regions of all six PhC cavities. (b) The acquired reflected spectra show
Fano lineshapes indicative of cavity resonances. The Fano asymmetry and signal
contrast are highly spatially dependent due to local geometry variations caused by
fabrication.
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Figure 4-9: Spectra acquired at the optimal excitation/collection positions based
on cavity reflectivity signal contrast. The inset shows a Fano-Lorentz fit based on
Eq. 4.2 on the fundamental mode of cavity 𝑗 = 5, giving a fitted resonance wavelength
of 621.52± 0.01 nm and a 𝑄 factor of (7.98± 0.10)× 102.

simulated 𝑄 factor could attribute to slight deviation from the target geometry by

∼ 30 nm17 and mainly underside/sidewall roughness. In FDTD, with rms roughness

of 10 nm for the underside, 1 nm for the sidewall, and 5 nm for the inner wall inside

the holes (correlation lengths of 10 nm parallel to and 50 nm orthogonal to the device

longitudinal axis), we simulate a degraded cavity 𝑄 to be ∼6×103. Further improve-

ment in the 𝑄 requires materials engineering to smooth the underside and sidewalls

(see discussion at the end of Section 4.2).

4.4 Spectroscopy of SnV centers at 4 K

In addition to cavity measurements, we also perform spectroscopy of the SnV centers

at 4 K using a closed-loop Helium cryostat18. The optical setup surrounding the

cryostat is shown in Figure 4-10. Similar to the setup described in Section 4.3, the

17This is caused by error in measuring the device thickness via SEM-imaging during the quasi-
isotropic etch step. To compensate for drift in one geometry parameter, we typically sweep over a
large range of 𝐻,𝑊, and 𝑟 in design to ensure a subset of cavities have resonances close to 𝜆SnV.

18Montana Instruments CR-579.
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4 K setup is in cross-polarization with an above-band excitation source (515 nm19)

and a tunable resonant laser (around 619 nm20). The latter can operate either in

CW or pulsed regime via an electro-optical modulator (EOM21). The two sources

converge at a non-polarizing beam splitter (NPBS) and are directed to the sample

via the 𝑉 -port of the PBS. The collected fluorescence can be detected by either an

electron-multiplying CCD (EMCCD) for wide-field spectroscopy (not used in this

experiment) or a set of free-space APDs. A flip mirror in the collection path is used

to couple signal into a single mode fiber that feeds into a spectrometer. Configured

with a time-correlated single photon counter (TCSPC22), the setup enables both

time-resolved autocorrelation and lifetime measurements, as described later.

Figure 4-11(a) shows a fluorescence map of a QMC containing six PhC cavities,

obtained by off-resonantly exciting the device confocally. The spectrum of the fluo-

rescence collected from the cavity region reveals both C and D transitions separated

by SnV center’s ground state spin-orbital splitting ∆𝑔 ∼ 820 GHz, as depicted by Fig-

ure 4-11(b). However, since the emitter’s optical linewidth is on the order of 10’s to

low 100’s of MHz, the frequency resolution provided by the spectrometer (0.06 nm) is

insufficient. Therefore, we perform photoluminescence excitation (PLE) spectroscopy,

in which a narrowband (linewidth < 50 kHz) tunable laser is swept across the C tran-

sition and the PSB emission (with a 628 nm longpass filter) is collected. In the pulse

sequence, we apply a 𝜏repump = 1 µs long off-resonant repump pulse at 300 nW for

charge stabilizing [96, 97] SnV−, followed by 𝜏delay = 1 µs for compensating timing

errors, and finally 𝜏res = 10 µs long resonant pulse at 110 nW time-synchronized to

the APD readout. The pulse sequence is cycled 5 × 103 times for each selected fre-

quency point to build up a PLE curve shown in Figure 4-11(c). Importantly, both the

repump and resonant powers must be kept sufficiently low to avoid spectral diffusion

and power broadening for accurate measurement of the emitter’s optical linewidth,

while maintaining high enough counts for PLE. The acquired curve is then fitted

19Hubner Photonics Cobolt 80 mW.
20Msquared SolStis+EMM.
21EOspace 20 GHz intensity modulator.
22PicoQuant PicoHarp 300 (4 ps resolution).
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Figure 4-10: A schematic of the optical setup for measurements done at 4 K. The
TTL-controlled off-resonant (515 nm) laser is free-spaced coupled into the excitation
path with a HWP controlling its polarization axis. The on-resonant (∼ 619 nm) laser
is modulated by both an acoustic-optical modulator (AOM) and an amplitude EOM,
which is driven by a pulse-pattern generator (Anritsu MP1763B). A commercial bias
controller (ixBlue MBC-DG-LAB) maintains the null point of the amplitude EOM,
whose output is constantly monitor by a photodiode (PD) after filtering by a LPF
and an optical attenuator (OA). Both sources are directed to the 4-𝑓 via the 𝑉 -
port of the PBS. Fluorescence from the emitter is collected by a cryogenic objective
(NA=0.9) and routed to a PBS. It can be measured by either an EMCCD for wide-
field imaging (requiring an additional lens in the excitation path to focus onto the
objective’s back aperture), or a set of free-space APDs. A flip mirror can be inserted
in the collection path for acquiring spectra on the spectrometer. The APDs are BNC-
connected to a TCSPC for time-correlated measurements such as autocorrelation and
lifetime. Pulsing sequences for photoluminescence excitation (PLE) spectroscopy are
produced by a programmable TTL generator (PulseBlaster).

to a Lorentzian23. The fitted linewidth is ∼ 204 ± 71 MHz whereas the transform

limit is ∼30 MHz (based on the lifetime data in Figure 4-16 and Figure 4-17), sug-

gesting presence of pure dephasing that homogeneously broadens the linewidth by a

23Given an exponentially decaying excited state population of a two-level system, the correspond-
ing frequency width in Fourier space is a Lorentzian [98]: 𝐼(𝜔) = 𝐴

[︀
Γ/2)/((𝜔 − 𝜔𝑎)

2 + (Γ/2)2
]︀
+ 𝑏,

where Γ is the optical linewidth, 𝐴 is a normalization constant, and 𝑏 accounts for background.
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Figure 4-11: Spectroscopy of SnV centers at 4 K. (a) A confocal fluorescence image of a
QMC containing six PhC cavities, encapsulated in a support frame that is connected
to the bulk. (b) A representative PL spectrum of SnV center shows both C and
D transitions. (c) A representative PLE curve of a SnV center in a cavity region
fitted with a Lorentzian. The fitted optical linewidth is ∼ 204 ± 71 MHz. (d) A
saturation curve (resonant excitation at the fitted ZPL frequency from (c)) indicates
a saturation power of (215± 109) nW. (e) An autocorrelation measurement shows a
𝑔(2)(0) = 0.25± 0.01 at zero time-delay.

factor of ∼ 7. Additionally, the emitters tend to “blink” during the scan, resulting in

sub-optimal SNR for the PLE curve.

Nevertheless, using the fitted resonance frequency, we perform an on-resonant

power saturation measurement, in which the PSB count rate 𝐼PSB is monitored against
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the resonant excitation power 𝑃 (with weak CW repump on), as shown in Figure 4-

11(d). The data points are fitted to the model

𝐼PSB(𝑃 ) =
𝐼sat𝑃

𝑃 + 𝑃sat
. (4.3)

We estimate the saturation power to be 𝑃sat = 215± 109 nW. Finally, the Hanbury-

Brown-Twiss (HBT) setup in the collection depicted in Figure 4-10 allows us to per-

form an autocorrelation 𝑔(2) measurement. Figure 4-11(e) shows a histogram of cor-

related photon counts, with 𝑔(2)(𝜏) plotted against the time delay 𝜏 . We fit the data

to the model

𝑔(2)(𝜏) ∝ 1− exp (−|𝜏 |/𝜏0) , (4.4)

where 𝜏0 = 2.74 ± 0.17 ns is a convolved time scale between the emitter’s lifetime

and the resonantly-driven Rabi oscillation rate [99]. The fitted dip at 𝜏 = 0 gives

𝑔(2)(𝜏 = 0) = 0.25 ± 0.01, below the classical limit of 𝑔(2)(𝜏 = 0) = 0.5, affirming

the presence of a single SnV center as opposed to an ensemble. We attribute the

deviation from the ideal limit of 𝑔(2)(𝜏 = 0) = 0 to detector dark counts (∼500 cps)

and the detector’s timing jitter (∼550 ps based on fit in Figure 4-16) [99].

4.5 In-situ gas tuning

Inevitably, the fabricated cavities would be detuned from the SnV center’s resonance

by more than 𝜅 ∼ 300 GHz. Therefore, a tuning mechanism to shift the cavity

resonance in a cryogenic environment must be employed to achieve emitter-cavity

coupling. To do so, we rely on an in-situ gas tuning technique [4, 64, 100]. We mod-

ify the cryostat base port to include an inlet gas line, which is externally connected

to an argon gas tank. Inside, as illustrated in Figure 4-12(a,b), a copper gas line is

wrapped around the piezoelectric positioner stack24, pointing upwards at the objec-

tive’s radiation shield (not shown) near the sample mount. Due to the small working

24Attocube ANC300 positioners.
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distance of 200 µm set by the objective, the gas line cannot be positioned to be right

above the mounted sample.

Upon opening the gas needle valve, the gas molecules would ballistically exit the

gas line, ricochet off the radiation shield, and deposit onto the diamond devices.

The adsorbed gas molecules would modify the effective refractive index of the cavity

and waveguide modes, thereby shifting the cavity resonance. Specifically, decreasing

the air hole size leads to an overall higher permittivity 𝜖 value in an unit volume,

hence red-shifting the cavity resonance 𝜆𝑐 ∝ 1/𝜖 (Rayleigh quotient [63]), as shown

in Figure 4-12(c). By locally applying high optical power, we can also vaporize the

adsorbed gas molecules and blue-shift the cavity resonance back to its starting point.

Since this gas tuning only permits shifting wavelengths greater than the starting point

(as opposed methods combining cavity trimming), we target devices with resonance

wavelengths 𝜆𝑐 < 𝜆SnV.

Gas line

Ar

Gas deposition 
(redshift)

Gas removal 
(blueshift)

laserdiamond air

𝜔!"#$%& ≠ 𝜔'($%%')

(b)(a)

Gas base port

(c)

Gas line

Sample 
mount

Figure 4-12: (a) A copper gas line wrapping around the piezoelectric positioner stack
is attached to the base port, which is externally connected to an argon gas tank.
(b) The gas line points upwards towards the cryo-objective’s radiation shield near
the sample mount. (c) A diagram illustrates how the in-situ gas tuning technique
red-shifts the cavity resonance. By applying high optical power, gas molecules can
also be removed to blue-shift the cavity resonance back to its starting point.

Figure 4-13 shows experimental data of an actively tuned cavity resonance via

cross-polarization reflectivity. In Figure 4-13(a), the cavity resonance is red-shifted
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Figure 4-13: (a) Upon opening the gas valve, we acquire a cavity reflectivity spectrum
every 5 s, integrated for 0.5 s. The cavity resonance is red-shifted from ∼618 nm to
∼620 nm. (b) We then close the gas valve and apply 515 nm CW laser light at the
cavity center and observe a blue-shift of cavity resonance, from ∼621 nm to ∼619 nm.

from ∼ 618 nm to > 620 nm, and subsequently blue-shifted down to the target at

619 nm in Figure 4-13(b). Interestingly, during our Purcell enhancement measure-

ments (in the following Section 4.6), we have noticed an improvement in cavity 𝑄 as

we red-shift via gas tuning. We conjecture that this is due to the cavity resonance be-

ing shifted closer to the center of the photonic bandgap and the layer of gas molecules

smoothing the surface roughness. Figure 4-14 shows the 𝑄 of two investigated devices,

“d1.0.77.4” and “d1.0.77.2”, vary as we introduce the gas-tuning. Figure 4-14(a,d)

show the Fano model fits to the cavity reflectivity measurements before any gas is

introduced, with 𝑄 = (1.51± 0.04)× 103 (𝑗 = 4) and 𝑄 = (9.4± 0.2)× 102 (𝑗 = 2).

Immediately after gas tuning to shift the cavities to resonances with their respective

SnV centers, at which point the thickest layer of gas is present, Figure 4-14(b,e) indi-

cate higher 𝑄’s at 𝑄 = (2.28±0.05)×103 (𝑗 = 4) and 𝑄 = (2.09±0.08)×103 (𝑗 = 2).

After further blue-shifting via removing part of the gas layers, Figure 4-14(c,f) show

that the 𝑄 factors drop to 𝑄 = (1.77±0.07)×103 (𝑗 = 4) and 𝑄 = (1.56±0.10)×103

(𝑗 = 2), which are still higher than the pre-gas tuning 𝑄’s perhaps due to residual

gas molecules lessening surface roughness. A more methodical study in the future is

warranted to delineate the effect of in-situ gas tuning on cavity 𝑄.
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Figure 4-14: The cavity 𝑄 at various stages during gas tuning for Purcell enhance-
ment measurements, evaluated for two devices: “d1.0.77.4” and “d1.0.77.2”. The 𝑄 is
measured (a,d) before any introduction of gas molecules, (b,e) after red-shifting via
deposition of the gas layer, and finally (c,f) after blue-shifting as part of the gas layer
is removed.

4.6 Purcell enhancement measurements

As mentioned in Section 2.1.3, when an emitter is coupled to a photonic cavity, its

spontaneous emission rate is Purcell enhanced. Correspondingly, its lifetime is re-

duced. In the experiment, by gas tuning and shifting 𝜆𝑐, we can change the detuning

∆ = 𝜆𝑐 − 𝜆SnV and measure the lifetime of the SnV center. Critically, the excitation

must be pulsed with a duration that is shorter than the lifetime, which may span

several ns without cavity enhancement. The supercontinuum laser used in cavity

reflectivity measurements can generate ∼5 ps pulses to off-resonantly excite the SnV

centers. However, we found that the required off-resonant power centered at 532 nm
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to have sufficient PL counts leads to removal of gas molecules25. Consequently, the

cavity resonance cannot be stabilized during lifetime measurements. We surmise that

the QMC structure may lead to trapping of heat generated by optical excitation, as

the heat packet generated at the cavity center must first route through the support

frame then to the bulk connections [50]. Hence, heat cannot be dissipated as effec-

tively as a PhC cavity that is directly connected to the thermally anchored bulk.

Specifically, we find ∼ 40 µW power is enough to blue-shift the cavity resonance, sug-

gesting burning of gas molecules, while ∼ 80 µW is needed to initiate blue-shifting

for the outermost devices, which have shorter path lengths to the bulk. We use an

estimated thermal conductivity of 𝑘 ∼ 100 W/(m·K) for diamond at 4 K [101] and

assume unity absorbance at 532 nm to simulate the thermal gradient with a 40 µW

heat source at the center of the QMC. Figure 4-15 shows that upon optical excitation,

the effective heat-trapping due to the QMC geometry causes a temperature rise up to

70 K. There have also been studies suggesting the thermal conductivity of diamond

further decreases with increasing concentration of vacancy and lattice defects in dia-

mond [102, 103]. Given that our sample has undergone high-dosage ion implantation,

the consequent lattice damage could contribute to 𝑘 ≤ 100 W/(m·K), hence leading

to even higher temperature buildup exceeding the boiling point of argon (∼ 87 K).

Since off-resonant excitation requires pumping with saturation power on the order

of mW [35, 36, 38] and is not compatible with gas tuning, we resort to resonant

excitation. In order to generate sufficiently short pulses with the CW tunable laser,

we use a fiber-coupled amplitude EOM (see Figure 4-10) whose bandwidth can reach

up to 20 GHz. However, the pulse pattern generator (PPG) used only reaches a

bandwidth of 2 GHz. As a result, we generate approximately 500 ps long pulses, with

a time-average power of ∼ 40 nW (repetition rate set at 62.5 MHz by the PPG).

In order to efficiently excite the SnV center per pulse, the bias voltage applied to

the EOM is optimized with respect to the acquired PSB counts at approximately

𝑉pp = 2 V26. Immediately after pulsing, we collect the PSB photons to probe the

25Fortunately, ∼ 10 µW of broadband laser power is enough to perform cavity reflectivity mea-
surements, below the threshold of required optical power to burn off the gas molecules.

26𝑉𝜋 for the amplitude EOM is 3.8 V.
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Figure 4-15: A thermal gradient in a diamond QMC caused by optical excitation at
532 nm, simulated using the heat transfer module in COMSOL. A heat source at
40 µW is placed at the center of the 𝑗 = 3 channel, close to the center of the QMC.
Fourier’s law is used to simulate the steady-state thermal gradient across the device.
The anchored regions (top and bottom) act as thermal sinks fixed at 4 K.

excited state population as a function of time 𝑡. All the while, a weak CW 515 nm

light at 300 nW is used to repump the SnV center. The pulse sequence is repeated

over 𝑁 cycles, integrated over 300 s for each lifetime measurement.

Figure 4-16 shows lifetime 𝜏 versus cavity detuning ∆ of one particular SnV center
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in cavity 𝑗 = 6 in QMC “d1.0.77” (different from what was presented in Section 4.3),

with ZPL at 619.22 nm. Each lifetime curve is fitted with a single exponential con-

volved with a Gaussian that represents the instrument response function (IRF) [104],

mainly determined by the timing jitter of the APD. Specifically, the convolution takes

the form

𝑓(𝑡;µ, 𝜎, 𝜏) =
1

2𝜏
exp

(︀
2µ+ 𝜎2/𝜏 − 2𝑡

)︀
erfc

(︂
µ+ 𝜎2/𝜏 − 𝑡√

2𝜎

)︂
, (4.5)

where µ and 𝜎 represent the mean and standard deviation of the Gaussian, and 𝜏 is

the inverse exponential decay rate corresponding to the SnV center’s lifetime. After

fitting, at large detuning, i.e. ∆ = 7.45 nm, the measured lifetime is 5.89 ± 0.25 ns.

As ∆ decreases, the lifetime monotonically decreases. At close to zero detuning,

i.e. ∆ = 0.05 nm, the lifetime is shortened to 1.12 ± 0.04 ns. The observed lifetime

reduction signifies Purcell enhancement of the SnV center’s spontaneous emission rate

due to emitter-cavity coupling (see Section 2.1.3).

In order to estimate the maximum Purcell factor 𝐹𝑃 realized in experiments, we

use the following formula that accounts for the modified local density of states when

placing a SnV center in nanostructure and non-radiative decay pathways out of the

excited state,

𝐹𝑃 =
𝜏bulk

(︁
1
𝜏on

− 1
𝜏off

)︁
𝜉

, (4.6)

where 𝜉 = 0.456 is a product of the SnV center’s quantum efficiency QE=0.8 [35] and

the Debye-Waller factor DW=0.57 [37]. 𝜏on and 𝜏off are the (nearly-)on-resonance

and off-resonance lifetimes. We take one representative SnV center in bulk and use

its lifetime for the following calculations, with 𝜏bulk = 5.10± 0.22 ns. The estimated

Purcell factor for the measured SnV center in Figure 4-16 is 𝐹𝑃 = 8.07 ± 0.55. We

can further estimate the 𝛽-factor, which is the probability of the SnV center emitting
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Figure 4-16: Lifetime 𝜏 versus emitter-cavity detuning ∆, fitted with a convolution
between a single exponential and a Gaussian that represents the IRF (shaded in
green). The emitter’s lifetime expectedly reduces as detuning decreases due to Purcell
enhancement. The pulse sequence consists of a short resonant pulse with weak CW
repump light on at all times, and APD readout of the PSB fluorescence is triggered
by the PPG. The sequence is repeated over 𝑁 cycles.

into the cavity mode, defined as

𝛽 =
𝜅

𝜅+ 𝛾

𝐹𝑃

𝐹𝑃 + 1
(4.7)

≈ 𝐹𝑃

𝐹𝑃 + 1
(4.8)

in the Purcell regime (𝜅≫ 𝛾). The corresponding 𝛽-factor is 𝛽 = 89± 9%.

Importantly, we achieve multi-channel Purcell enhancement within a single QMC.

We find four coupled emitter-cavity systems in channels 2, 4, 5 and 6 (channels 1

and 3 do not contain SnV centers within the cavities). Figure 4-17 presents lifetime

data for the remaining channels 2, 4, and 5. Table 4.1 shows a summary of each

coupled emitter-cavity system’s Purcell factor 𝐹𝑃 , 𝛽-factor, and lifetime reduction

ratios 𝜏off/𝜏on. On average, the Purcell factors and 𝛽-factors acquired from this single

QMC are 6.98± 0.26 and 86± 5%, respectively.
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Figure 4-17: Lifetime data for the remaining channels 2,4,and 5. Similar to Figure 4-
16, each curve is fitted with a convolution between a single exponential and a Gaussian
representing the instrument response function (IRF, shaded in green). The reductions
in lifetimes at close to resonance between SnV centers and cavities signify Purcell
enhancement in all three channels.
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Channel ZPL (nm) Max. observed 𝐹𝑝 𝛽-factor Lifetime ratios
2 619.2821 4.13± 0.40 81± 11% 3.12± 0.19
4 619.2560 10.40± 0.62 91± 8% 6.28± 0.32
5 619.2965 5.32± 0.49 84± 11% 3.65± 0.23
6 619.2220 8.07± 0.55 89± 9% 5.25± 0.28

Table 4.1: A summary table of the lifetime results. Lifetime ratio is defined as the
closest on-resonance lifetime divided by the far-detuned lifetime. ZPL of the SnV
center is read off the wavemeter (HighFinesse) connected to the tunable 620 nm
resonant laser.

In particular, one emitter-cavity coupled system in cavity 𝑗 = 4 in QMC “d1.0.77”

exhibits ten-fold Purcell enhancement at 𝐹𝑃 = 10.40 ± 0.62. Its cavity 𝑄 factor

at close to resonance ∆ = 0.14 nm is 𝑄 ≈ (2.28 ± 0.05) × 103 (Figure 4-14).

Accounting for detuning that reduces the measured Purcell factor by a factor of

1 + 4𝑄2(𝜆SnV/𝜆𝑐 − 1) [57, 105], we estimate the maximum experimental Purcell fac-

tor at ∆ = 0 improves slightly to 𝐹𝑃 = 10.63±0.14. The theoretical maximum Purcell

factor 𝐹𝑃,max = 3
4𝜋2

(︀
𝜆𝑐

𝑛

)︀3 𝑄
𝑉

is 𝐹𝑃,max = 216.2±0.4 (assuming the simulated mode vol-

ume). Accounting for dipole misalignment (angular difference between the [111] and

[100] crystal axes) reduces the maximum Purcell factor to 𝐹𝑃,max = 124.9± 0.3. We

attribute the difference between the theoretical and experimental maxima of a factor

of 𝐹𝑃,max/𝐹𝑃∼11.37 ± 0.04 to the SnV center being spatially off-centered from the

cavity field maximum, an issue which can be resolved by employing focused ion beam

implantation [106] or masked implantation [107] in future efforts.
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Chapter 5

Heterogeneous integration into PIC

In the previous chapter, we demonstrate coupling between SnV centers and 1D PhC

cavities contained in a QMC. In the following sections, we show hybrid integration

of these cavity-enhanced spin-photon interfaces into a silicon nitride PIC [51, 52].

Based on the measured experimental parameters, we estimate the theoretical photon-

to-spin quantum state transfer fidelity and success probability in Section 5.5 based

on scalable photonic platforms, and discuss potential improvements.

5.1 Silicon nitride PIC

The silicon nitride photonic integrated circuit (PIC) is primarily designed by my col-

league, Ian Christen.

The PIC we use is fabricated by MIT Lincoln Laboratory in a silicon CMOS

foundry (90-nm node) with silicon nitride (SiN) waveguides cladded in silicon dioxide

(SiO2). The on-chip waveguide has been measured to exhibit low propagation loss

at ∼ 0.3 dB/cm [51, 52] at visible wavelengths. Furthermore, the oxide cladding

in conjunction with adiabatic tapering1 of the SiN waveguide at the PIC’s facet is

optimal for edge-based optical coupling to a single-mode fiber, e.g. 630HP. However,

we note that the PIC is originally designed to be operating at 737 nm. Therefore, at

1From an initial waveguide width of 600 nm down to 300 nm at the facet.
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(ii) Uncladded SiN wg

Diamond QMC

(iii) MW lines

(b) (c)

Loopback

On-chip beam splitters
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Figure 5-1: Layout of the SiN PIC for diamond QMC experiments. (a) An optical
micrograph of (i) a socket where oxide is removed for integration of diamond QMCs,
(ii) SiN waveguides routing from the socket to the PIC facet, and (iii) gold MW
lines running through the middle of the socket for coherent control. There are also
directional couplers that construct passive on-chip beam splitters. (b) A close-up
image of the inside of the socket. (c) A SEM image of a transferred diamond QMC
evanescently coupled to the uncladded SiN waveguides.

our SnV center’s wavelength of ∼620 nm, the PIC-fiber coupling efficiency may not

be optimal with a single-mode fiber (see Section 5.3.2).

As shown in Figure 5-1(a,b), part of the PIC layout includes (i) a socket opening

in the cladded oxide layer for diamond QMC integration, (ii) SiN waveguides routing

to the edge of the chip, and (iii) gold microwave lines for coherent control of spin

qubits (bonding pads located near other facets not shown). Figure 5-1(c) shows a

SEM image of a diamond QMC placed inside the socket, with diamond waveguides

evanescently coupled to the uncladded SiN waveguide.

The reported results in the following only utilize components (i) and (ii), though

we have also used (iii) to perform optically detected magnetic resonance (ODMR) of
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SnV centers in a separate experiment [108]. For more details about the PIC design

and its material stack, interested readers may consult Ref. [52].

5.2 Transfer printing

PDMS 
stamp

(a)

(b) (c) (e)(d)

(f)

10 µm 10 µm 20 µm 20 µm 

10 µm 

Figure 5-2: A step-by-step diagram of the transfer printing process for heteroge-
neously integrating a diamond QMC into a SiN PIC. (a) A general process flow in-
volving breaking the QMC from the diamond substrate, transferring it onto a PDMS
stamp, flipping the stamp over, then stamping the QMC onto the PIC. (b) A fine-
tipped tungsten probe is used to break the connections to the bulk to detach the
QMC from the parent diamond substrate. (c) After detaching from the substrate,
the QMC is attached to the probe via van der Waals. (d) The QMC is subsequently
placed onto the PDMS stamp, (e) which is then flipped and positioned to align to
the SiN waveguides on PIC. (f) The transferred QMC, with the smooth side facing
downwards, is in contact with the underlying SiN waveguide.

To heterogeneously integrate the diamond QMCs into the SiN PIC, we adapt

a transfer printing process [109, 110] as illustrated in Figure 5-2. First, we use a

tungsten probe with 500 nm tip radius2 to detach the diamond QMC from its parent

substrate (Figure 5-2(b)). Then, the detached QMC is adhered to the probe via van

der Waals (Figure 5-2(c)). Recall from Section 4.2 that the top side of our fabricated

diamond devices is much smoother than the rough underside due to the quasi-isotropic

etch step. Therefore, for optimal evanescent coupling to the PIC waveguide, it is

paramount to have the smoother topside in contact with the SiN waveguide. Since
2Standard W Probe Tips for AutoProbe 100 & 200.
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the probe is already in contact with the smooth top side, we first transfer the QMC

onto a PDMS stamp3 that contacts the QMC’s rough backside (Figure 5-2(d)). We

then flip the stamp over and position it to align to the PIC by imaging through the

PDMS (Figure 5-2(e)). Finally, we stamp the diamond QMC onto the PIC socket

(Figure 5-2(f)). As opposed to the approach conducted in Ref. [50], in which either a

second tungsten probe is used to flip the diamond QMC or the initial probe is weakly

adhered to the rough backside and needs axial rotation, this “pick-n-stamp” method

minimizes risks of losing/destroying devices during the transfer process.

5.3 A PIC-based optical interposer

Using the aforementioned transfer printing process, we heterogeneously integrated a

QMC containing 1D PhC cavities into the SiN PIC. The PIC serves as an optical

interposer that enables us to perform cavity characterization and spectroscopy on

SnV centers via both free-space and fiber excitation/collection.

5.3.1 Diamond and SiN waveguide mode coupling

Crucial to our measurements is coupling between the photonic modes supported by

the diamond QMC and the SiN waveguide mode. Since we have already assessed the

cavity-waveguide coupling efficiency (∼ 5 × 10−3 due to a design focused on under-

coupling to the waveguide to maximize extrinsic 𝑄) in Section 4.1, here we perform

FDTD and eigenmode-solver simulations to evaluate the efficiency of transferring a

diamond waveguide mode to the PIC SiN waveguide mode.

Figure 5-3(a) shows an optical micrograph of an integrated diamond QMC in

the PIC socket. Figure 5-3(b) shows a SEM image of the socket containing the

integrated QMC. Due to a pitch mismatch between the QMC and the SiN waveguides,

only channels 2-5 are optically coupled for measurements. We estimate roughly a

∼21 µm overlap in length between diamond and SiN waveguides, both of which are

3This is custom-designed to have a 50 µm by 50 µm plateau. The stamp is produced by X-
Celeprint.

110



(a) (b)

diamond SiN

(i) (ii)

5 µm
20 µm

(c)

-0.5 0 0.5
-0.5

0

0.5

-0.5 0 0.5
-0.5

0

0.5

-0.5 0 0.5
-0.5

0

0.5

-0.5 0 0.5
-0.5

0

0.5
diamond

SiN

(i) (iv)

SiO2

(ii) (iii)

z 
(µ

m
)

y (µm) y (µm) y (µm)

200 nm 200 nm200 nm200 nm

y (µm)

-0
.5

0
0.

5
y 

(u
m

)

-0
.50

0.
5

z (um)

Re 𝐸!"#

0-25-15-5 

-0.4

0   
0.2 

-25 -15 -5

0.2
0

-0.4

x (µm)

z 
(µ

m
) diamond

SiN
SiO2

(i) (ii) (iii) (iv)

200 nm

Figure 5-3: Integration of a diamond QMC into a SiN PIC. (a) An optical image of
the integrated device. (b) A SEM image of the diamond QMC in the socket. (c)
The TE mode propagates from diamond waveguide to the evanescently coupled SiN
waveguide (100 nm thick) on oxide. The waveguide modes for the integrated QMC
on SiN PIC: (i) diamond waveguide before contact with SiN, (ii) in the overlapped
region at 10 µm and (iii) at 2.25 µm from the diamond tip, and (iv) SiN waveguide
on oxide. Positions (i) and (ii) are also indicated in (b).

adiabatically tapered to minimize scattering loss.

We estimate roughly a ∼ 21 µm overlap in length between diamond and SiN

waveguides, both of which are adiabatically tapered to minimize scattering loss. With

the diamond (SiN) waveguide tapering down from 260 nm (1 µm) to 50 nm (0 nm) in

width over 9 µm (4 µm) in length, the transmission efficiency is simulated to be 94.4%

at 619 nm in FDTD at zero angular offset. Figure 5-3(c) shows the propagating TE
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mode out of the cavity from the diamond waveguide (left) to the evanescently coupled

SiN waveguide (right) on oxide, with mode profiles evaluated at four selected points:

(i) suspended diamond waveguide before overlapping with SiN, (ii) in the overlapped

region at 10 µm and (iii) at 2.25 µm from the diamond tip, and (iv) SiN waveguide

on oxide. The SiN waveguide mode for each channel is then routed to an inversely

tapered waveguide at the chip’s edge for optimal optical coupling to a single-mode

fiber [52].

In FDTD, we also analyze the change in transmission efficiency as a function of

angular offset. Figure 5-4 shows the decrease in transmission from ∼ 94% at perfect

angular alignment to ∼ 84% at 2 degrees offset. Based on the SEM shown in Figure 5-

3(b), we estimate an angular offset ∼0.5 degree with a corresponding transmission

efficiency ∼91%.
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Figure 5-4: Transmission efficiency from diamond to SiN waveguide as a function of
angular offset.

5.3.2 Fiber edge-coupling efficiency

After transferring the QMC “s1.0.77” containing PhC cavities into the SiN PIC, we

load the sample onto the same room-temperature confocal setup described in Sec-

tion 4.3. Additionally, we include a 3-axis NanoMax translation stage attached with
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either a single-mode fiber (e.g. cleaved 630HP shown in Figure 5-5) or a 8-channel

fiber array4. In the free space portion of the setup, a CCD camera allows imaging

of the diamond socket. By sending in laser signal, for example the supercontinuum

laser used in cavity characterization, we can monitor the transmission from the edge-

coupled SiN waveguide into the diamond QMC. We then optimize fiber coupling to

the PIC facet by maximizing the scattered laser signal by the QMC observed on the

live CCD image.

Polarization control over 
the fiber path

Free space path

Fiber edge coupled to PIC
Cleaved 630HP 
fiber

PIC

Figure 5-5: An optical setup consisting of free-space optics and a translation stage
that permits edge-coupling of single-mode fibers to the PIC. There is an additional
optical breadboard containing polarization control optics for the fiber path, in which
a single-mode fiber is out-coupled into free-space then back into another single-mode
fiber.

Using a 8-channel fiber array, we simultaneously edge-couple to two SiN waveg-

uides forming the loopback structure (bottom right of Figure 5-1(a)). By measuring

the input power before one SiN waveguide and the transmitted power at the other

channel, we extract the fiber-to-PIC edge-coupling efficiency at various wavelengths,

which are set by a variable bandpass filter (10 nm wide) of the supercontinuum laser.

As shown in Figure 5-6, the coupling efficiency per fiber-to-PIC interface is ∼ 30% at

620 nm. Expectedly, the coupling efficiency is higher at 737 nm, which is the targeted

wavelength. However, the measured efficiency is still about 10% lower than what is
48ch 127P SMFA-FC/APC, Precision Micro-Optics.
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reported in Ref. [52]. We attribute the discrepancy to angular misalignment (yaw

and pitch) and mechanical instability in our setup.500 600 700 800
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Figure 5-6: Measured fiber-to-PIC edge-coupling efficiency as a function of wave-
length.
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Figure 5-7: Mode coupling efficiency with an oxide-cladded SiN waveguide at the PIC
facet. Its width and thickness are 300 nm and 100 nm, respectively. With a 630HP
(lensed) fiber, the coupling efficiency is calculated to be ∼ 23% (∼ 91%).

We also simulate the oxide-cladded SiN waveguide mode at the facet and com-

pute the coupling efficiency at 620 nm. Interestingly, the simulation result shown in

Figure 5-7 suggests ∼ 23% edge-coupling efficiency with a single-mode 630HP fiber

(mode field diameter of 4 µm). We surmise the 7% offset could stem from having

different fiber and SiN waveguide modes in experiments than those in simulations.

Nevertheless, we compare with using a lensed fiber (spot size diameter 0.8 µm) and

find a simulated edge-coupling efficiency of ∼ 91%. Given the drastic improvement
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in simulations, we proceed our room temperature characterization experiments with

a lensed fiber to improve fiber collection efficiency.

5.3.3 Cavity characterization via the PIC
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Figure 5-8: (a) A white light image of an integrated diamond QMC containing six
PhC cavities. (b-e) Cavity transmission spectra for channels 𝑗 = {2, 3, 4, 5} with
swept linear polarization.

With the same setup described in the previous section, we characterize our cav-

ities via transmission through the PIC as an optical interposer. As opposed to the

115



cavity reflectivity measurement described in Section 4.3, we excite the cavity modes

confocally from the top with the supercontinuum laser and monitor the spectrum of

the transmitted photons collected by the edge-coupled lensed fiber.

Figure 5-8(a) shows a white light image of the diamond QMC containing six 1D

PhC cavities. Due to the offset in pitch, i.e. channel separation distance, between the

SiN waveguide at 3 µm and the diamond cavities at 2.6 µm5, we only survey channels

𝑗 = {2, 3, 4, 5} as the outer channels are laterally displaced.

Figure 5-8(b-e) show the cavity spectra for the four channels swept with different

linearly polarized input light from the top. The polarization axis is determined by a

HWP, set from 0 to 180 degrees in increments of 20. All four sets of spectra indicate

resonance peaks representing both fundamental resonances near 620 nm and higher-

order modes > 640 nm. Note that the cavity signals still exhibit Fano lineshapes due

to frequency dependence of cavity absorption and transmission through the diamond-

PIC. Fitting them to Eq. 4.2 gives 𝑄 factors for channels 2-5: 900±15, 767±18,

631±11, 840±7.
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Figure 5-9: The fitted 𝑄 factors of channels 2-5 based on the measured cavity trans-
mission spectra. Each cavity resonance is fitted with the Fano-Lorentz function
(Eq. 4.2), with fitted 𝑄 factors: 900±15, 767±18, 631±11, 840±7.

We also try applying 532 nm green excitation from the fiber at above saturation

> 10 mW to excite the SnV centers present in the diamond devices, and collect the

cavity mode’s photons from the top, as illustrated in Figure 5-10(a). The ZPL and

PSB fluorescence from the emitters are used to pump the cavity modes, which we

observe in the spectra of the top-collected signal shown in Figure 5-10(b). Note that
5This is a result of sweeping the pitch in our CAD for diamond fabrication to compensate for

uncertainty in the final device thickness, dictated by the pitch that sets the quasi-isotropic etch rate.
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Figure 5-10: (a) A fluorescence image acquired by rastering the top-collection confocal
spot. Two channels, 𝑗 = {3, 4}, are simultaneously excited via an on-chip beam
splitter. The circled spot in red marks where the cavity mode is observed. (b) Spectra
acquired at two different HWP rotation angles, 0 and 45 degrees. Both spectra show
a strong peak at ∼625 nm, which may result from having a non-linearly polarized
higher order cavity mode.

two adjacent channels (𝑗 = {3, 4}) are simultaneously excited via a passive on-chip

beam splitter (see Figure 5-1(a)).

During our measurements, we have discovered additional scattering loss ∼ 7 dB [52]

at the junction where oxide is removed, likely caused by a non-adiabatic change in

the SiN waveguide mode’s effective index. As a result, when probing the cavity reso-

nance in a fiber-only approach, we observe etalon-ing signal on the spectrometer that

obscures any Fano features. For example, Figure 5-11 shows an image indicating scat-

tering at the oxide junction and an etalon-ing spectrum obscuring the resonance of

SiN ring resonators6. We surmise scattering at the oxide junction and at the diamond

PhC cavity itself form an etalon. Therefore, for all the PIC-related measurements,

we focus only on transmission-type measurements in which excitation and collection

6The observed etalon-ing’s FSR is ∼ 0.5 nm, corresponding to a path length of ∼ 400 µm (SiN
thin film index 𝑛SiN ≈ 2.03 [51]). This length matches the path distance between the two oxide
junctions.
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channels are from the top and fibers, respectively, or vice versa.
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Figure 5-11: (a) A white light image showing severe scattering loss (circled in red)
at the junction of the oxide window. (b) An example spectrum indicating etalon-
ing between two junction points, obscuring the resonance signal of the probed ring
resonators.

5.4 Spectroscopy of SnV centers in PIC at 1.3 K

The measurements described in this section are taken in the facility belonging to Prof.

Karl Berggren, with the help of Dr. Marco Colangelo on operating the cryostat.

After characterizing the cavities integrated into the PIC at room temperature, we

proceed to performing cryogenic measurements with a 1.3 K ICE Oxford cryostat.

Illustrated in Figure 5-12, the SiN PIC is attached to a machined copper (Cu) mount

fixed in position. On the other hand, the fiber array (630HP) is attached to an

Attocube positioner stack for alignment. Moreover, GE varnish is applied to the

corners of the PIC to provide further mechanical stability and cushioning when the

fiber array block physically contacts the PIC for edge-coupling.

The single-mode fibers exit out of the top of the cryostat and are routed to an ex-

ternal setup, as shown in Figure 5-13. Similar to the setup described in Section 4.4, it

includes the same supercontinuum laser for cavity characterization, a tunable 620 nm

laser for PLE, and a 515 nm laser for off-resonant excitation and charge repump.
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Figure 5-12: Diagram showing inside the ICE Oxford cryostat. The PIC is glued onto
a machined Cu mount, and a fiber array block attached to an Attocube positioner
stack for edge-coupling.
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Figure 5-13: A schematic of the setup for the ICE Oxford cryostat. A 515 nm laser
and a free-spaced coupled 620 nm laser are combined in a 2x1 fiber combiner, which is
routed to one of the fiber array channels. The tunable 620 nm is modulated by a fiber
AOM (TEM-150-9-60-633-2FP, Brimrose), and its output is constantly monitored by
a photodiode (PD) attenuated by an optical attenuator (OA). A supercontinuum
laser is also used for top excitation/reflection and cavity transmission measurements
via a cryo-objective. The “fiber switch” is done manually. The collected signals from
an adjacent fiber channel to the excitation port is sent to either a free-space APD or
a spectrometer (SP).
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However, as mentioned in the previous section, due to the cavities being under-

coupled to the waveguides, we cannot efficiently excite the SnV centers located at

the cavity centers resonantly from fiber. As a result, we employ top excitation in the

same spirit as stated in Section 5.3.3. We install a cryo-compatible objective7 that is

attached to its own Attocube positioner stack. Importantly, we ensure the objective

to have a long working distance at 1.5 mm to avoid collision with the fiber array8

when focusing on the PIC’s top plane.

With a spot size of about 0.5 µm (objective NA=0.68 with 3.1 mm focal length),

we first perform top imaging of the PIC by collecting the reflected laser signal in a

cross-polarization setup9. Figure 5-14(a) shows a reflectivity map of the socket con-

taining a diamond QMC above the gold lines, which have higher reflectivity contrast.

The scan is acquired using 0.5 µm step size corresponding to the focused spot size.

Once we localize the position of the QMC, we then switch to a transmission-type

measurement by top excitation and fiber collection. Figure 5-14(b) shows the trans-

mission map using the supercontinuum laser, with fiber channel’s 𝑗 = 5 transmission

measured by the APD. We then adjust the position of excitation spot around the

cavity center to maximize the Fano signal at ∼ 620 nm, as shown in Figure 5-14(c),

which matches the observed cavity resonances shown in Figure 5-8.

5.4.1 PLE measurement via the PIC

At 1.3 K, we perform spectroscopy on the SnV centers residing at the cavity center.

By exciting the same location that exhibits cavity resonance signal (Figure 5-14(c))

with 515 nm at 21 mW10, we observe C and D transitions typical of SnV centers,

as shown in Figure 5-15(a), with spin-orbital splitting of ∼820 GHz. However, off-

resonant light may easily scatter to regions outside of the cavity center and lead to

collection of fluorescence from SnV centers that would not be coupled to the PhC

7LT-IWDO/0.68 CFM II, Attocube.
8The distance from the fiber channels to the top of block is about 1 mm.
9Cross-polarization is used to filter direct reflection from the collimators to improve signal con-

trast.
10Power is measured after the 2x1 fiber combiner.
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Figure 5-14: (a) A reflectivity map of the socket with top excitation and collection
that is cross-polarized. The highly reflective parts indicate the underlying metal
lines, with the silhouette of the diamond QMC centered about 𝑥 = 𝑦 = 0. (b)
A transmission map with top excitation and fiber (channel 𝑗 = 5) collection. The
white circle indicates where the cavity resonance signal contrast is maximized. (c)
A transmission spectrum acquired at close to the cavity center, indicating the same
resonance at ∼ 620 nm as was observed in Figure 5-8.

cavity. Therefore, we also perform PLE via the tunable 620 nm laser, and sweep a

large frequency range to spectrally locate the SnV centers. The weak resonant light

at ∼ 900 nW should only excite emitters close to the focused spot. We confirm this

by comparing the count rate difference between exciting on and off the cavity center,

and find that the latter is essentially at the level of dark counts ∼ 100 counts per

second (cps).

For our PLE measurement, we execute the same pulse sequence as detailed in

Section 4.4. However, since transmission from the cavity region to the waveguide

mode is low ∼ 5 × 10−3, the collected PSB count rate is only on order of 102 cps.
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Hence, for each frequency point in our PLE measurement, we repeat the following

pulse sequence 105 times to improve the signal-to-noise ratio (SNR): 𝜏repump = 1 µs

at 760 µW for charge repump [96, 97], followed by 𝜏delay = 5 µs of timing delay, and

𝜏res = 10 µs for the resonant pulse and the APD readout window.
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Figure 5-15: Spectroscopic measurements of SnV centers in a 1D PhC cavity via a
PIC-based optical interposer. (a) PL spectrum using off-resonant excitation reveals
the C and D transitions representative of SnV center in diamond. (b) PLE curve
showing three peaks that could stem from zero-field hyperfine transitions in our Sn-117
sample. The presence of a third peak suggests static strain induced by nanofabrication
and transfer printing. The fitted linewidth, hyperfine splitting, and strain-induced
splitting are 66.4± 5.3 MHz, 437.8± 4.9 MHz, and 305.7± 6.2 MHz, respectively.

Figure 5-15(b) shows the acquired PLE curve indicating the presence of three

peaks, which may stem from nuclear-electro hyperfine transitions. Recent results from

Parker et al. and Harris et al. have found that the large hyperfine coupling between

the Sn-117 nuclear and electron spins exceeds its optical linewidth [111, 112]. As a

result, even under zero applied field, they can still observe twin peaks representing the

two spin-1/2 hyperfine transitions. During the scan, we also notice that the emitters
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would stop fluoresce intermittently. Since our applied repump power at 760 µW11

should be more than sufficient to charge repump the SnV centers, it is unlikely the

“blinking” is caused by charge state instability alone. Therefore, we surmise the

investigated SnV center, which has a Sn-117 nuclear isotope, is optically pumped

to other hyperfine states, in addition to any spectral diffusion. To counteract this

phenomenon, we repeat the PLE scan in forward (increasing frequency) and backward

(decreasing frequency) directions, and average over the curves to produce Figure 5-

15(b). In contrast, the SnV center shown in Figure 4-11(c) exhibits a single peak,

implying that it was a Sn-120 isotope with spin-0.

Assuming the three peaks result from the hyperfine transitions, we fit the peaks

to three Lorentzian with the same linewidth and amplitude ratios of 2:1:1 [112].

The fitted ZPL positions are 484.0904 THz, 484.0906 THz, and 484.0912 THz, with

linewidth 66.4 ± 5.3 MHz. We estimate a hyperfine splitting of 437.8 ± 4.9 MHz,

which agrees closely with what was observed in Ref. [111, 112]. Furthermore, the

presence of the third peak suggests additional splitting due to strain, which may be

introduced by nanofabrication and/or transfer printing. Based on the fit, we estimate

strain-induced splitting corresponding to 305.7± 6.2 MHz.

However, to truly verify the three peaks are indeed stemming from a single SnV

center with three hyperfine transitions requires autocorrelation measurements. Specif-

ically, using the sidebands of an EOM to simultaneously excite two transitions at a

time, hence requiring
(︀
3
2

)︀
= 3 separate measurements. At our current count rate < 103

cps, this would require acquisition time on the order of days, over which mechani-

cal instability from vibrations of the cryostat would inevitably lead to misalignment

between the PIC and the fiber array. Therefore, we table a 𝑔(2) measurement for

future experiments with better waveguide-coupled devices, as will be addressed in

Section 5.6, and packaged solution detailed in Ref. [52].

11This is more than three orders of magnitude higher than what was used for effective repumping
in the 4 K experiments (Section 4.4) at 300 nW. The transmission efficiency from the 2x1 fiber
splitter to the sample is measured to be 31% (due to fiber splicing imperfection). Even accounting
for the larger spot size at 0.5 µm, the effective power incident on the device is at most reduced by
a factor of ∼ 2 (fraction of the focal spot covered by the diamond device), we still estimate repump
power > 100 µW.
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5.5 Theoretical spin-photon entanglement fidelity and

efficiency

In this section, we analyze the theoretical photon-to-spin quantum state transfer, i.e.

teleportation, fidelity ℱ and success probability 𝑝succ via spin-photon entanglement

based on the obtained results. In particular, we consider the polarization-encoding

protocol described in Sections 2.3 and 3.4.

5.5.1 System analysis

Cavity QED parameters

For estimating the fidelity, we need to assess the cavity QED parameters obtained in

the optical linewidth and Purcell enhancement measurements shown in Section 4.4

and 4.6. Computing the cavity reflectivity specifically requires estimating how much

pure dephasing (optical decoherence) 𝛾* is present and the emitter-cavity coupling

strength 𝑔 (see Section 2.1.3).

We make the following assumptions: (1) the SnV center (specifically “d1.0.77.4”)

investigated in the Purcell enhancement measurement experiences the same amount

of pure dephasing as the one shown in Figure 4-11(c); (2) no additional pure dephasing

is introduced with an applied magnetic field that is needed for Zeeman splitting; (3)

the probed SnV center has Sn-120 nuclear isotope so no hyperfine states at zero field.

Given a lifetime of 𝜏off ∼ 5.68 ns at large detuning (off-resonance), the correspond-

ing transform limit is 1/𝜏off ≈ 2𝜋 × 28 MHz. With the measured optical linewidth of

∼ 204 MHz, we then estimate pure dephasing 𝛾* = 204 MHz − 28 MHz = 176 MHz.

Estimating 𝑔 requires knowing both the Purcell broadened linewidth Γ and the

total cavity decay rate. Γ is first calculated to be

Γ =
1

𝜏on
− 1

𝜏off
≈ 2𝜋 × 148 MHz. (5.1)

With the fitted cavity 𝑄 of 2.3 × 103 centered at 𝜆cav = 619.28 nm, the corre-

124



sponding total cavity decay rate is 𝜅 ≈ 2𝜋× 213 GHz. As a result, the emitter-cavity

coupling strength [113] is

𝑔 =

√︂
Γ𝜅

4
≈ 2𝜋 × 2.8 GHz. (5.2)

Correspondingly, the cooperativity is approximated to be

𝐶 =
4𝑔2

𝜅Γ
≈ 0.73. (5.3)

Component efficiencies

Next, to estimate the success probability, we extract the relevant efficiencies of all the

relevant components. We break the system into three parts: (i) device including the

diamond QMC and the SiN PIC, (ii) fiber setup, and (iii) free-space setup. For (i),

we account for waveguide-cavity coupling (𝜅wg/𝜅 ∼ 5×10−3 based on FDTD), trans-

mission efficiency from diamond waveguide to the SiN waveguide in the uncladded

socket (∼ 0.91 based on FDTD), on-chip beam splitter (0.5), scattering loss at the

oxide junction (3.3 dB [52]), propagation loss in the PIC (∼ 0.99 using loss met-

ric 0.2 dB/cm [51]), fiber edge-coupling efficiency (0.3, experimentally measured at

620 nm). The estimated efficiency is 𝜂(𝑖) ≈ 3.2 × 10−4, largely dictated by the low

waveguide-cavity coupling 𝜅wg/𝜅. For (ii), given the measured fiber transmission loss

from inside the cryostat to the external setup (∼ 0.61) and fiber insertion loss (con-

servative estimate of 0.5 dB per fiber-to-fiber connection), the estimated efficiency

in the fiber setup is 𝜂(𝑖𝑖) ≈ 0.48. Lastly, for (iii), we account for mirror reflection

(0.99 per mirror), collimator transmission (0.995), and transmission through the lens

(0.99). The estimated efficiency for the free-space setup is 𝜂(𝑖𝑖𝑖) ≈ 0.96. Prior to

detection, the overall collection efficiency is 𝜂(𝑖) · 𝜂(𝑖𝑖) · 𝜂(𝑖𝑖𝑖) ≈ 1.5 × 10−4. Assuming

a detection efficiency of 0.65 (PerkinsElmer), the overall detection efficiency is then

9.6× 10−5.

We verify our estimations using the measured count rate based on our PLE mea-

surement shown in Figure 5-15(b). With a background count of ∼ 100, the collected
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PSB count rate is ∼ 250 cps. On the other hand, using the un-enhanced lifetime

of 5.68 ns (see Section 4.6), the raw PSB count rate (accounting for quantum effi-

ciency 0.8 and using Debye-Waller of 0.57) should be 7.3× 107 cps. With the above

estimate of overall collection efficiency, and accounting for the zero-field hyperfine

states (a factor 4 reduction), the nominal count rate is then 1.7× 103. The observed

count rate is about 14% of the nominal count rate, whose discrepancy we attribute

to underestimating the transmission loss on-chip (namely diamond waveguide-cavity

coupling and the oxide junction) and sub-optimal fiber edge-coupling efficiency due

to vibrations.

In the following sections, we treat 𝜅wg/𝜅 as a variable degree of freedom and use

an overall detection efficiency that abstracts out waveguide-cavity coupling: 𝜂det =

1.9 × 10−2. Furthermore, we take the product of device and fiber setup efficiencies

without 𝜅wg/𝜅 as the excitation efficiency, i.e. probability of the probe photon arriving

at the diamond cavity without loss: 𝜂exc = 3.4×10−2. The success probability is then

defined as 𝑝succ = 𝜂det𝜂exc|𝑟|2, where 𝑟 is the cavity reflection.

5.5.2 Optimization of atomic detuning and mirror amplitude

With the estimated values for 𝑔 and 𝛾*, we first proceed with calculating the theo-

retical photon-to-spin teleportation fidelity based on the Duan-Kimble scheme [53].

Crucially, in our simulations, the probe frequency 𝜔 is set midpoint between the

two atomic transitions {𝜔↓,↓′ , 𝜔↑,↓′}. This is to ensure their reflection amplitudes are

equivalent and minimize reflection loss, where we assume all leakage channels besides

reflecting back to the waveguide mode constitute scattering loss. For the protocol

that uses polarization-encoded photonic qubits as described in Section 3.4, the tele-

portation fidelity largely depends on (1) the phase difference between the two spin

states for the 𝐻-polarization path, whose reflection coefficients we denote as 𝑟↓ and

𝑟↑, and (2) the amplitude difference between |𝑟↓ − 𝑟𝑚| and |𝑟↑ + 𝑟𝑚| (see Section 3.2),

where 𝑟𝑚 is the bare mirror reflection in the 𝑉 -polarization path. For (1), recall from

Section 2.3, the ideal phase difference between 𝑟↓(𝜔) and 𝑟↑(𝜔) is 𝜋, which can be

optimized over by changing the atomic detuning 𝜔−𝜔↓(↑),↓′ via Zeeman splitting ∆𝑍 ,
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since experimentally we have control over the applied field strength. As for (2), we

want to balance losses by matching |𝑟↓ − 𝑟𝑚| and |𝑟↑ + 𝑟𝑚| as closely as possible. In

this case, we assume adjustability of the bare mirror reflection coefficient 𝑟𝑚 via an

on-chip Sagnac loop reflector and a MZI in the 𝑉 path, as pointed out in Section 3.412.

5.5.3 Fidelity and success probability evaluations based on

current parameters

For simplicity in the simulations, we assume we have a perfect on-chip polarization

beam splitter with unity extinction ratio between 𝐻 and 𝑉 . Additionally, we fix 𝑔, 𝛾*,

and 𝜅 based on the experimental values estimated in Section 5.5.1. We first compute

the reflection coefficients at 𝜅wg/𝜅 = {0.1, 0.3, 0.5, 0.7, 0.9} to gain intuition about

the spin-dependent amplitude and phase profiles. Starting with the undercoupling

regime at 𝜅wg/𝜅 = 0.1, Figure 5-16(a) shows reflectivity at 𝜔 = 0 exceeding 0.5 yet

with nearly zero phase difference, hence a correspondingly abysmal fidelity at the

classical limit of ℱ = 0.5. As 𝜅wg/𝜅 increases to 0.3, the phase difference begins

to grow at the cost of diminishing reflectivity, as indicated in Figure 5-16(b). At

critical coupling (Figure 5-16(c)), reflectivity is essentially zero, corresponding to a

vanishingly small success probability. On the other hand, the phase difference is

constant across the cavity linewidth at 𝜋, leading to near unity fidelity. As 𝜅wg/𝜅

enters the overcoupling regime at 0.7 (Figure 5-16(d)), the cavity reflectivity begins

to increase. Additionally, the phase profile of 𝑟↓,↑ spans 2𝜋, enabling an appropriate

atomic detuning such that the phase difference at 𝜔 = 0 can be exactly 𝜋. As a

result, |𝑟↓ − 𝑟𝑚| and |𝑟↑ + 𝑟𝑚| can be perfectly satisfied and the fidelity can reach

unity. However, as 𝜅wg/𝜅 increases further to 0.9 (Figure 5-16(e)), the change in

phase becomes increasingly sharp, rendering a phase difference of 𝜋 more difficult to

obtain. Correspondingly, the fidelity begins to drop. This is ultimately limited by

the emitter’s optical linewidth, specifically pure dephasing of 𝛾* ≈ 2𝜋× 176 MHz. In

contrast, the higher reflectivity now contributes to a greater success probability.

12In the PEPSI case, the bare mirror was in the 𝐻 path due to the design constraint imposed by
the PDR.
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Figure 5-16: Spin-dependent cavity reflection coefficients evaluated at waveguide-
cavity coupling 𝜅wg/𝜅 = {0.1, 0.3, 0.5, 0.7, 0.9}. The reflectivities of the two spin
states, |𝑟↓|2 (solid blue) and |𝑟↑|2 (dash-dotted blue), and their phase profiles, Ang(𝑟↓|)
(solid orange) and Ang(𝑟↑) (dash-dotted orange) are shown in (a-e).

We find that a trade-off between ℱ and success probability 𝑝succ arises when pure

dephasing is present. To illustrate this, we evaluate ℱ and 𝑝succ by sweeping both

𝜅wg/𝜅 and 𝛾*, as shown in Fig. 5-17(a,b). For pure dephasing less than 0.5 MHz, ℱ

increases sharply close to critical coupling 𝜅wg/𝜅 = 0.5. Intuitively, in the undercou-

pling regime 𝜅wg/𝜅 < 0.5, the phase contrast between 𝑟↓(𝜔) and 𝑟↑(𝜔) is much less

than 𝜋, hence limiting the spin-photon entanglement fidelity. As 𝜅wg/𝜅 increases past

𝜅wg/𝜅 = 0.5, ℱ increases to unity and eventually rolls off with finite pure dephasing.
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Figure 5-17: The photon-to-spin teleportation fidelity and success probability based
on the Duan-Kimble scheme. The (a) teleportation fidelity ℱ and success probabil-
ity 𝑝succ (b) are numerically computed as functions of both pure dephasing 𝛾* and
waveguide-cavity coupling 𝜅wg/𝜅. The blue (red) dotted line indicates a 1D slice at
𝛾* = 176 MHz (𝛾* = 38 MHz) based on the linewidth in the 4 K (1.3 K) experiment.
The blue (red) star marker represents where the current (ideal) parameters stand,
with 𝜅wg/𝜅 = 5 × 10−3 based on FDTD (𝜅wg/𝜅 = 0.62 [6]) and 𝛾* = 176 MHz
(𝛾* = 38 MHz). The corresponding fidelity is unity and 𝑝succ ≈ 10−4. (c) At
𝛾* = 176 MHz, ℱ and 𝑝succ exhibit a trade-off as 𝜅wg/𝜅 increases past 𝜅wg/𝜅 = 0.85.
The black vertical line shows where the optimal 𝜅wg/𝜅 is for maximizing both ℱ and
𝑝succ. (d) At 𝛾* = 38 MHz, both ℱ and 𝑝succ monotonically increase with increasing
𝜅wg/𝜅. The red vertical line indicates the current state of the art 𝜅wg/𝜅 = 0.62 [6]
where 𝑝succ ≈ 10−4. (e) The optimal 𝜅wg/𝜅 values and corresponding 𝑝succ selected
for each 𝛾*, where ℱ and 𝑝succ are maximized.
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At 𝛾* = 176 MHz (based on the 4 K PLE), Figure 5-17(c) illustrates a trade-off be-

tween ℱ and 𝑝succ after 𝜅wg/𝜅 = 0.85. On the other hand, as shown in Fig. 5-17(d),

with smaller dephasing at 𝛾* = 38 MHz on par with the transform-limit (based on

the 1.3 K PLE), the trade-off vanishes, and both ℱ and 𝑝succ monotonically increase

with increasing 𝜅wg/𝜅, suggesting high-fidelity cavity-based teleportation protocol [53]

necessitates having optically coherent emitters.

We also calculate the optimal 𝜅wg/𝜅 values under the presence of pure dephasing

by maximizing both ℱ and 𝑝succ. For example, as shown by the black solid line

in Fig. 5-17(c), we find 𝜅wg/𝜅 = 0.68 maintains ℱ ≈ 1 with a local maximum of

𝑝succ ≈ 5 × 10−5. We plot the optimal 𝜅wg/𝜅 as a function of 𝛾* in Fig. 5-17(e)

(also represented by the white circles in Fig. 5-17(b)). Expectedly, with decreasing

pure dephasing, the preferred 𝜅wg/𝜅 increases with correspondingly higher 𝑝succ. Our

current waveguide-cavity coupling is estimated to be 𝜅wg/𝜅 = 5×10−3, which leads to

a fidelity at the classical limit ℱ = 0.5. However, using the state of the art 𝜅wg/𝜅 =

0.62 demonstrated in Ref. [6] (red star marker in Fig. 5-17(a,b)), our calculation shows

that the fidelity improves significantly to ℱ ≈ 1 with 𝑝succ ≈ 10−4.

5.6 Potential system improvements and alternative

cavity designs

Here we consider improvements on several key components. First, the large scatter-

ing loss at the oxide junction can be reduced by employing inter-layer SiN waveguide

coupling. Based on Ref. [114], the loss can be potentially minimized to 0.5 dB as

opposed to the current 7 dB per junction. As opposed to using a fiber array with

630HP, a single lensed fiber can be used to maximize edge coupling efficiency to 91%

based on simulations, as shown in Figure 5-7. Additionally, using a single photon de-

tector with higher quantum efficiency, e.g. SNSPD, can boost the detection efficiency

to 99% [66]. As a result, the overall detection efficiency without considering diamond

waveguide-cavity coupling can be improved to 0.19, which is about an order of magni-
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tude higher than what our current setup achieves. Lastly, Ref. [6] has shown diamond

waveguide-cavity coupling in the overcoupling regime, with 𝜅wg/𝜅 = 0.62. With the

aforementioned numbers, again assuming optimization of ∆𝑍 and 𝑟𝑚, the photon-

to-spin teleportation fidelity and success probability can be improved to ℱ ≈ 1 and

𝑝succ ≈ 1.6 × 10−3. Hence, operating at a clock rate of 1 MHz, the emitter-cavity

system can achieve a teleportation rate exceeding kHz.

Re(𝐸!"#)0

𝑁$"%&'

𝑁(&)$ 1 µm 

Figure 5-18: The electric field profile of an example single-sided cavity that is strongly
coupled to the waveguide mode on the left. With 𝑁taper = 6 and 𝑁left = 14, the
simulated waveguide-cavity coupling is 𝜅wg/𝜅 = 0.918 with an extrinsic quality factor
of 𝑄ext ≈ 2× 105 at 𝜆Snv ∼ 619.7 nm.

As for improving 𝜅wg/𝜅 to what has been demonstrated by Ref. [6] and beyond,

we propose modifying the 1D PhC cavity design introduced in Section 4.1 by having

(1) weaker mirror strength on the waveguide-coupled side in conjunction with (2)

adiabatic tapering of the hole size. In FDTD simulation, we fix the smallest hole

diameter to 50 nm limited by fabrication, and sweep both the number of holes defin-

ing the Bragg mirror 𝑁left and the number of linearly tapered holes within 𝑁taper.

Figure 5-18 shows an example “single-sided” cavity in which the left side has a weaker

Bragg mirror with 𝑁left = 14 holes and linear tapering over 𝑁taper = 6 holes. The

right side is padded with 25 holes to ensure only the left side is strongly coupled to

the waveguide mode, from which an incoming polarization-encoded photonic qubit is

sent and reflected.

We perform a 2D sweep over both parameters, {𝑁left, 𝑁taper}, and evaluate both

the waveguide-cavity coupling 𝜅wg/𝜅 and the extrinsic quality factor 𝑄ext. As illus-

trated in Figure 5-19, 𝜅wg/𝜅 expectedly increases with weakening of the Bragg mirror

via increasing 𝑁taper and decreasing 𝑁left. Correspondingly, 𝑄ext decreases as the cav-
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Figure 5-19: The waveguide-cavity coupling 𝜅wg/𝜅 and the extrinsic quality factor
𝑄ext evaluated at 𝑁left = {10, 12, 14, 16, 18} and 𝑁taper = {4, 5, 6, 7, 8}. With decreas-
ing 𝑁left and increasing 𝑁taper, 𝜅wg/𝜅 expectedly increases with 𝑄ext lowering, and
vice versa.

ity mode becomes increasingly coupled to the waveguide mode that acts as a “leakage”

channel. Since the teleportation fidelity crucially depends on the waveguide-cavity

coupling and exhibits a sharp increase past the critical coupling regime (𝜅wg/𝜅 = 0.5),

the single-sided cavity must have 𝑁left ≤ 16 with at least 𝑁taper ≥ 5. Consider-

ing the 𝑄 factor of the cavity is likely constrained by surface roughness (see Sec-

tion 4.3), and that the state of the art diamond 1D PhC cavities have been limited

to 𝑄 ∼ 2 × 104 [66], we impose an upper-bound to 𝑄 at 105. Based on Figure 5-19,

FDTD simulations suggest 𝑁left = 14 and 𝑁taper = 7 may serve as a better design

for photon-to-spin teleportation, with 𝜅wg/𝜅 ≈ 0.95 and 𝑄ext ≈ 105 (in the limit of

no pure dephasing). Further reduction in 𝑁left and increase in 𝑁taper would lead to

greater 𝜅wg/𝜅 at the cost of degraded 𝑄ext.

Lastly, further reducing the emitter’s optical linewidth would require careful mate-

rials engineering. Low energy ion implantation to minimize lattice damage has shown

to improve optical coherence [86]. Studies of high-pressure and high-temperature
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(HPHT) treatment [35, 37] have also suggested potential improvements in narrow-

ing the inhomogeneous distribution of defect centers in diamond. This could suggest

HPHT healing the diamond lattice from implantation damage, and may potentially

contribute to reduction of pure dephasing caused by vacancy defects nearby. Addi-

tionally, the linewidth obtained in Figure 5-15(b) is ∼ 3 times lower than that from

Figure 4-11(c), suggesting that the same thermal issue experienced by the QMC still

attached to bulk diamond may cause optical decoherence. Finally, despite inversion

symmetry, SnV centers placed near surface of diamond nanostructures may still be

subjected to surface charge fluctuations. Therefore, modifying the cavity design to

maximize the distance between the cavity center and sidewalls [115, 116], at the cost

of increasing 𝑉 , may help lower 𝛾*.
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Chapter 6

A quantum random access memory

based on spin-photon networks in PIC

The research outcomes of this chapter have been published as a journal article enti-

tled “Scalable and High-Fidelity Quantum Random Access Memory in Spin-Photon

Networks” in PRX Quantum 2, 030319 (2021) [117].

In this chapter, we discuss a specific application of quantum networks in dis-

tributed quantum computing. We present a theoretical proposal for using the previ-

ously discussed platform of a PIC integrated with diamond color centers for construct-

ing a quantum random access memory (qRAM) [117], which is considered an essential

computing unit to enable polynomial speedups in quantum information processing.

Proposed implementations thus far include using neutral atoms and superconduct-

ing circuits to construct a binary tree, but these systems still require demonstrations

of the elementary components. In Section 6.2, we explain how a quantum PIC ar-

chitecture integrated with solid-state memories can implement the two key qRAM

operations, (1) quantum state transfer and (2) quantum routing, with already demon-

strated components: electro-optic modulators, a Mach-Zehnder interferometer (MZI)

network, and nanocavities coupled to artificial atoms for spin-based memory writing

and retrieval. Our approaches furthermore benefit from built-in error-detection based

on photon heralding. We present detailed theoretical analysis of the qRAM query fi-
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delity and efficiency in Sections 6.2.3 and 6.2.4, showing that our proposal presents

viable near-term designs for a general qRAM. Lastly, we propose an alternative form

of building a qRAM using teleportation based on quantum networks in Section 6.3.

6.1 Introduction to qRAM

Random access memory (RAM) is a fundamental computing unit that allows on-

demand storing and retrieving data. While a classical RAM addresses one memory

cell in the database per operation, a quantum RAM permits querying a superposition

of multiple memories [118]. Given a superposition of addresses 𝑗, the ‘qRAM’ returns

a correlated set of data 𝐷𝑗, described by

|𝜓⟩in =
𝑁∑︁
𝑗=1

𝛼𝑗 |𝑗⟩𝑎 |∅⟩𝑏
qRAM−−−→ |𝜓⟩out =

𝑁∑︁
𝑗=1

𝛼𝑗 |𝑗⟩𝑎 |𝐷𝑗⟩𝑏 , (6.1)

where 𝑁 is the number of memory cells and the subscripts 𝑎 and 𝑏 denote the address

and bus qubits, respectively. One efficient implementation of qRAM proposed by

Giovannetti, Lloyd, and Maccone (GLM) [118, 119] is the ‘bucket-brigade model’:

a binary tree of memory nodes that direct the bus qubit to the data layer. A tree

of depth 𝑛 > 1 contains a total of 2𝑛 − 1 nodes, with the last layer containing

𝑁 = 2𝑛−1 memory cells. Each preceding layer 𝑖 represents the register 𝑘𝑖 of the address

|𝑗⟩ = |𝑘1𝑘2...𝑘𝑛−1𝑘𝑛⟩, which sets the path leading to the corresponding memory cell

𝐷𝑗 (Figure 6-1(a)).

Principally, these memory nodes must (1) store an address register qubit that

(2) routes ensuing qubits for addressing and retrieval. The register |𝑘𝑖⟩ sets layer

𝑖’s internal state that governs routing of the subsequent registers {|𝑘𝑖+1⟩ , |𝑘𝑖+2⟩ , ...}.

A qRAM query thus performs a sequence of alternating state transfer and routing

operations, with each register qubit determining how the node routes the subsequent

register. Once the binary tree has been programmed by the state of address qubits,∑︀
𝑗 𝛼𝑗 |𝑗⟩𝑎, it is traversed by the bus photon |↓⟩𝑏 to access the memory cells {𝐷𝑗} in

superposition. The bus qubit travels back up the tree and addresses are mapped onto
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(b)
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Setting mode Routing mode

Figure 6-1: An illustrative bucket-brigade model with a cavity-coupled Λ-level atom
at each tree node. (a) The address |𝑗⟩ consisting the register qubits |𝑘0⟩ |𝑘1⟩ |𝑘2⟩ ar-
rives at the 3-level binary tree containing 𝑁 = 23 memory cells. (b) Each register is
a frequency-encoded photonic qubit in the {𝜔0, 𝜔1} basis. (c) For our implementa-
tion, each tree node is a Λ-atom coupled to a single-sided nanocavity whose resonant
frequency 𝜔𝑐 is tuned to the average of the two atomic transition frequencies, 𝜔0 and
𝜔1, which are separated by a Zeeman splitting ∆. For layer 1, the register |𝑘1⟩ sets
the node’s internal state to |𝜓𝐴⟩ = 𝛼1 |↓⟩ + 𝛽1 |↑⟩ that routes the successive register
|𝑘2⟩. Two essential operations are (d) the setting mode via cavity reflection and (e)
the routing mode.

the returning register qubits to disentangle themselves from the nodes, producing the

qRAM output state |𝜓⟩out. The ability to perform this operation in log(𝑁) time steps

highlights the advantage of quantum parallelism and offers polynomial speedups in

quantum algorithms for applications such as quantum machine learning [120], matrix

inversion [121], quantum imaging [122], and quantum searching [123].

Despite its mathematical elegance, no qRAM proposals have been experimentally
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demonstrated. The existing proposals are based on neutral atoms [119, 124, 125] and

superconducting circuits [126], but still require elementary components to be realized.

Here, we introduce a scheme that assembles separately demonstrated technologies into

a PIC architecture integrated with artificial atoms. Namely, the system contains a

high-fidelity frequency beam splitter [127, 128, 129], nanocavities strongly coupled

to long-lived spin memories [107, 66], and a scalable nanophotonic Mach-Zehnder

interferometer (MZI) array [130]. Importantly, the protocol relies on a cavity-assisted

controlled-phase (CZ) gate [53] whose heralding inherently provides the ability to

detect qubit loss. The protocol’s framework applies to quantum networks that require

no additional modifications.

6.2 Bucket-Brigade Scheme in a quantum PIC

In our PIC implementation, the address register and the bus qubits are frequency-

encoded photons |𝜓𝑃 ⟩ = 𝛼 |𝜔0⟩ + 𝛽 |𝜔1⟩ shown in Figure 6-1(b) prepared by electro-

optic modulators, which together act as a frequency beam splitter [127, 128, 129].

They arrive at each node in the binary tree and interact with a cavity-coupled atom,

which has two spin states |↓⟩ and |↑⟩. Both states are coupled to an excited state |𝑒⟩

with respective transition frequencies 𝜔0 and 𝜔1 shown in Figure 6-1(c). In this pro-

posal, we specifically consider diamond’s negatively charged silicon-vacancy (SiV−)

center strongly coupled to a single-sided cavity [107, 66]. By having the cavity reso-

nance 𝜔𝑐 equally detuned from the two transitions, i.e. 𝜔0,1 = 𝜔𝑐 ±∆/2 where ∆ is

the Zeeman splitting between the spin states, the resulting Fano interference satisfies

the following conditions: upon a cavity reflection, the photon acquires no phase shift

when it is resonant with the atomic transition; otherwise, it receives a 𝜋 phase shift.

Specifically, by appropriately choosing the atomic and cavity detuning, the resul-

tant Fano interference can satisfy the following truth table, whose entry represents

the probe’s acquired phase from reflecting off the nanocavity:

This can be satisfied by demanding the reflection to be +1 when the spin state is
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|↓⟩ |↑⟩
|𝜔0⟩ 0 𝜋
|𝜔1⟩ 𝜋 0

Table 6.1: Table showing the acquired phase by the probe photon depending on its
frequency and the spin qubit’s state.

on-resonance and −1 when it is off-resonance. Using Equation 2.17, we arrive at

Re

{︃
𝜅wg

(︀
𝑖∆𝑎 +

𝛾
2

)︀(︀
𝑖∆𝑐 +

𝜅
2

)︀ (︀
𝑖∆𝑎 +

𝛾
2

)︀
+ 𝑔2

}︃
= 2. (6.2)

We center the cavity resonance between the two transition frequencies: 𝜔𝑐 =

(𝜔0 + 𝜔1)/2. Therefore, given the Zeeman splitting ∆, the cavity detuning would be

half of the spin driving frequency: ∆𝑐 = Δ
2
. Similarly, the atomic detuning would

exactly equal the splitting: ∆𝑎 = ∆. In the Purcell regime, Eq. 6.2 leads to

∆ ≈
√︂
2𝑔2 +

𝜅

4
(𝜅− 𝜅wg)−

𝛾2

4
. (6.3)

Therefore, given a fixed set of atom-cavity parameters {𝑔, 𝛾, 𝜅, 𝜅wg}, we may set

the corresponding magnetic field 𝐵opt that satisfies the appropriate Zeeman splitting

∆ ∼ µg𝐵opt/ℏ where µ = 𝑞ℏ/2𝑚𝑒 is the Bohr magneton and g≈ 2 is the Lande

g-factor.

As an illustrative example, we plot the reflection 𝑟 of a perfectly over-coupled

cavity (𝜅wg/𝜅 = 1) against the probe frequency 𝜔/𝜅. Figure 6-2(a) shows 𝑟 = +1 at

the probe frequency 𝜔 = 𝜔𝑐 + ∆/2 whereas 𝑟 = −1 at 𝜔 = 𝜔𝑐 −∆/2 when the spin

population resides in state |↓⟩, and vice versa as shown in Figure 6-2(b).

6.2.1 Implementations of setting and routing

This spin-dependent phase shift enables the two operation modes necessitated by

the bucket-brigade model: the photonic qubit “setting” the spin state (Figure 6-

1(d)) and the spin qubit routing the subsequent register qubits (Figure 6-1(e)). The

cavity interaction enables a CZ gate for heralding a quantum state transfer between
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Figure 6-2: Cavity reflection as a function of probe frequency. The normalized probe
frequency 𝜔/𝜅 is centered at the cavity resonance (black dashed line) 𝜔𝑐. The mag-
netic field is appropriately chosen such that the two atomic transition frequencies 𝜔0

and 𝜔1 coincide with the cavity reflection maximum 𝑟 = +1 and minimum 𝑟 = −1.
The reflection when (a) the spin is in the |↓⟩ state is the mirror of when (b) the spin
is in the |↑⟩ state.

the photonic and the spin qubits, as shown in Figure 6-3(a). The very same phase

dependence on the atomic state also allows quantum routing by leveraging the cavity

system as an interferometer.

Explicitly in the PIC platform, each node comprises an MZI, an add-drop filter

resonant with the 𝜔0 component, and a single-sided nanocavity coupled to an SiV−

center. First, in the setting mode, the atom is initialized in a superposition state

|𝜓𝐴⟩ = (|↓⟩ + |↑⟩)/
√
2 by a Hadamard operation. Figure 6-3(b) shows the register

qubit |𝜓𝑃 ⟩ = 𝛼 |𝜔0⟩ + 𝛽 |𝜔1⟩ arriving at the MZI and exiting out of the top output

port. An add-drop filter then directs the 𝜔0 component to a mirror (e.g. Sagnac

loop reflector) such that |𝜔0⟩ acquires a 𝜋 phase shift upon reflection regardless of

the spin state. On the other hand, the 𝜔1 component continues down the path and

reflects off the atom-cavity system, acquiring a spin-dependent phase shift. Finally,

the 𝜔0 and 𝜔1 components recombine and undergo a Hadamard transformation by a

frequency beam splitter before heralding the completion of quantum state transfer.

While heralding conveniently provides detection of photon loss error, it is essential

for the detection system to be shared by all the qRAM layers at the root of the tree.

A local detection would otherwise reveal the path information and thereby collapse

the superposition of addresses. Therefore, all the register qubits must reflect off the
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Figure 6-3: PIC implementation of qRAM. (a) The circuit representation of a quan-
tum state transfer operation that maps the register qubit |𝜓𝑃 ⟩ onto the atomic qubit
|𝜓𝐴⟩. (b) In the setting mode, the photon undergoes a CZ operation to complete
quantum state transfer. After passing through the MZI, the |𝜔0⟩ component reso-
nantly couples to the add-drop filter that imparts a 𝜋 phase shift upon reflection off
the mirror, while the |𝜔1⟩ component interacts with the atom-cavity system and ac-
quires a spin-dependent phase shift. (c) In the routing mode, the MZI is set to a 50:50
beam splitter, and the top waveguide of the add-drop filter is decoupled such that the
ring resonator imparts a 𝜋/2 phase shift to the |𝜔0⟩ component upon a single pass.
After cavity reflection, the returning photon re-interferes with itself and is routed to
either the |↓⟩ path with probability |𝛼|2 or the |↑⟩ path with probability |𝛽|2.

qRAM nodes and return to the root to preserve entanglement between the spin qubits

and the address paths. This path erasure also ensures the same conditional 𝑍 gate

applies to all the active nodes in layer 𝑖 during the setting operation.

After the photon detection, the MZI is switched to a 50:50 beam splitter and the

tunable add-drop filter is turned “off” such that the ring resonator only imparts a
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𝜋/2 phase shift to the 𝜔0 component upon a single pass (see Section 6.2.2). Hence,

the photon acquires a spin-dependent phase shift independent of the frequency com-

ponent. Illustrated in Figure 6-3(c), the subsequent register qubit |𝑘1⟩ arrives at the

50:50 beam splitter. One of the MZI output ports connects to the same path as

before, while the other leads to a mirror. As a result, the photon taking the former

route acquires a spin-dependent phase shift from interacting with the cavity while

one taking the latter route always acquires a 𝜋 phase from reflecting off the mirror.

The returning photon then interferes with itself at the beam splitter and is routed

to an exit port depending on the spin state. With |𝛼|2 probability, the photon exits

out of the top path corresponding to the |↓⟩ spin state; and with |𝛽|2 probability, it

travels down the bottom path corresponding to the |↑⟩ spin state. Effectively, the

beam splitter in conjunction with the atom-cavity system constitute an MZI with the

spin-cavity system acting as a phase shifter.

Both the setting and routing operations are repeated alternatingly, carving out

the path for the bus qubit to arrive at the desired memory cells. The data can be

transferred onto the bus qubit with the same cavity reflection scheme by reversing

the role of the photonic and the spin qubits, followed by a projective measurement

on the atom via single-shot readouts [33]. Finally, the sequence is run backwards

to disentangle the binary tree from the address qubits, leaving the data qubits |𝐷𝑗⟩

correlated with their respective addresses |𝑗⟩.

6.2.2 Frequency-dependent add-drop filter

To perform both the (1) setting and (2) routing operations, the add-drop filter must

resonantly couple to only the 𝜔0 component to impart (1) a 𝜋 phase shift upon

reflection off a mirror and (2) a 𝜋/2 phase shift through a single pass after decoupling

the resonator from the mirror waveguide. The system can be modeled by tracking the

evolution of the field propagating through the MZI (or interferometric) couplers [131].
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As illustrated in Figure 6-4(a), the outputs of the MZI couplers are

⎡⎣𝑠out

𝑠𝑐𝑖−

⎤⎦ = 𝒯 (𝑖)

⎡⎣ 𝑠in

𝑠𝑐𝑖+

⎤⎦ ,
⎡⎣ 𝑠𝑚+

𝑠𝑐𝑚+

⎤⎦ = 𝒯 (𝑚)

⎡⎣ 𝑠𝑚−

𝑠𝑐𝑚−

⎤⎦ , (6.4)

where 𝒯 (𝑛) = 𝐶(𝑛)𝑍(𝑛)𝐶(𝑛) for 𝑛 = {𝑚, 𝑖}. The matrices 𝐶(𝑛) and 𝑍(𝑛) are transfer

matrices that describe the beam splitter and the interferometer arms in the forms

𝐶(𝑛) =

⎡⎣ 𝜈𝑛 𝑖
√︀

1− 𝜈2𝑛

𝑖
√︀

1− 𝜈2𝑛 𝜈𝑛

⎤⎦ , 𝑍(𝑛) =

⎡⎣𝑒𝑖Ψ𝑛𝑇 0

0 𝑒𝑖Ψ𝑛𝐵

⎤⎦ , (6.5)

where 𝜈𝑛 represents the coupling to the through-waveguide, Ψ𝑛𝑇 and Ψ𝑛𝐵 are the

phases accumulated in the phase shifter and the resonator arms, respectively. For

the remainder of the section, we assume a balanced interferometric coupler such that

𝜈𝑛 = 1/
√
2.

(a) (b) (c)𝑠! " 𝑠#$% "

Δ𝜙!
𝑠!&

𝑠'!&
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𝑠'!)

𝑠!)

𝑠*+ 𝑠#$%

Δ𝜙,
𝑠'()

Δ𝜙(
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Figure 6-4: Add-drop filter schematic. (a) Each of the propagating fields in the add-
drop filter is labeled for deriving the transfer matrices. The ring resonator (whose
resonance can be tuned by ∆𝜑𝑅) is coupled to the waveguides via balanced MZI,
or interferometric, couplers, each containing a phase shifter ∆𝜑𝑖,𝑚. When the top
waveguide is coupled to the resonator, the 𝜔0 component is routed to reflect off a
Sagnac loop reflector (mirror). (b) The output intensity towards the mirror |𝑠𝑚|2 as a
function of ∆𝜑𝑖 and ∆𝜑𝑚. (c) The output intensity of the through-component |𝑠out|2.
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Explicitly, we can write the MZI transfer matrix as

𝒯 = 𝑒𝑖Ψ𝑛𝑅

⎡⎣ (1 + 𝑒𝑖𝜑𝑛)𝜈2𝑛 − 1 𝑖(1 + 𝑒𝑖𝜑𝑛)𝜈𝑛
√︀

1− 𝜈2𝑛

𝑖(1 + 𝑒𝑖𝜑𝑛)𝜈𝑛
√︀

1− 𝜈2𝑛 𝜈2𝑛 − 𝑒𝑖𝜑𝑛(1− 𝜈2𝑛)

⎤⎦ ∀𝑛 ∈ {𝑚, 𝑖}, (6.6)

where 𝜑𝑛(𝜔) = 𝑘(𝜔)∆𝐿𝑛 + ∆𝜑𝑛 and 𝑘(𝜔) = (𝑛eff/𝑐)𝜔0 + (𝑛𝑔,PIC/𝑐)(𝜔 − 𝜔0). Here,

∆𝐿𝑛 is the path length difference between the two arms and 𝑘(𝜔) is the propagation

constant governed by the effective and group indices in the PIC, 𝑛eff and 𝑛𝑔,PIC,

respectively.

For the interest of our operations, we can set 𝑠in = 1 and 𝑠𝑚− = 0. The resultant

system of equations consists

𝑠out = 𝑇
(𝑖)
1,1𝑠in + 𝑇

(𝑖)
1,2𝑠𝑐𝑖+ (6.7)

𝑠𝑐𝑖− = 𝑇
(𝑖)
2,1𝑠in + 𝑇

(𝑖)
2,2𝑠𝑐𝑖+. (6.8)

From which, after solving for 𝑠out and 𝑠𝑚+ = 𝑇
(𝑚)
1,2 𝑠𝑐𝑚−, we get

𝑠out = 𝑒𝑖Ψ𝑖𝑅

(︃
𝑇

′(𝑖)
1,1 +

𝑒𝑖𝜑𝑐𝜁𝑚𝑇
′(𝑖)
1,2 𝑇

′(𝑖)
2,1

1− 𝑒𝑖𝜑𝑐𝜁𝑖𝜁𝑚

)︃
(6.9)

𝑠𝑚+ =
𝑒𝑖𝜑𝑖𝑚𝑇

(𝑚)
1,2 𝑇

(𝑖)
2,1

1− 𝑒𝑖𝜑𝑐𝜁𝑖𝜁𝑚
, (6.10)

where 𝜑𝑐(𝜔) = 𝜓𝑖𝑅+𝜑𝑖𝑚+𝜓𝑚𝑅+𝜑𝑚𝑖 = 𝑘(𝜔)𝐿𝑐 is the phase acquired in the resonator,

and 𝜁𝑛 = 𝜈2𝑛 − 𝑒𝑖𝜑𝑛(1− 𝜈2𝑛). For the routing operation, we wish to have 𝑠𝑚 = 𝑠𝑚+ = 1

(correspondingly 𝑠out = 0) such that the 𝜔0 component is entirely directed to the

mirror. In Figure 6-4(b,c), we plot the output intensity |𝑠𝑚|2 and |𝑠out|2 as a function

of ∆𝜑𝑖 and ∆𝜑𝑚 set by the phase shifters in the MZI couplers. In order to maximize

|𝑠𝑚|2, we find that the phases must satisfy the condition: ∆𝜑𝑖 +∆𝜑𝑚 = 𝜋.

It is equally essential for the resonator to have a sufficiently high quality factor

(𝑄) such that the linewidth is narrow enough to only couple to the 𝜔0 instead of both

frequencies. For the simulations presented in the main text, the Zeeman splitting

is assumed to be ∼ 12 GHz, which implies that the 𝑄 must be > 104 to resolve
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Figure 6-5: Decay rate of the ring resonator. (a) The resonator’s total decay rate
(linewidth) is plotted as a function of ∆𝜑𝑖 and ∆𝜑𝑚 on a log scale. 𝜅 reaches its
minimum near ∆𝜑𝑖 = ±𝜋 and ∆𝜑𝑚 = 0 at which the resonator is decoupled from
the waveguides. 𝜅 (GHz) is plotted against ∆𝜑𝑖 for (b) the setting mode and (c) the
routing mode.

between 𝜔0 and 𝜔1. In Figure 6-5(a), we find that 𝜅 is smallest at ∆𝜑𝑖 = ±𝜋,

which corresponds to the resonator completely decoupled from the input waveguide

(source) and cavity leakage is maximally suppressed. Similarly, when ∆𝜑𝑚 = 0,

the ring (source) is completely decoupled from the mirror waveguide. As long as

∆𝜑𝑖 is sufficiently close to 𝜋, Figure 6-5(b) indicates that the resonator linewidth

is sufficiently smaller than the Zeeman splitting of ∼ 12 GHz. For example, at

∆𝜑𝑖 = 0.95𝜋 such that ∆𝜑𝑚 = 0.05𝜋, |𝑠𝑚|2 is approximately unity and hence satisfies

the setting mode. In the routing mode, we only need to minimally shift ∆𝜑𝑚 to 0

such that |𝑠out|2 = 1 and |𝑠𝑚|2 = 0, as indicated by the drastically varying region near

∆𝜑𝑖 = 𝜋 and ∆𝜑𝑚 = 0, as shown in Figure 6-4(b,c). With ∆𝜑𝑚 = 0 fixed, we validate

that the narrowness of the resonator linewidth as illustrated by Figure 6-5(c). 𝜅 is

expectedly smaller in the routing mode than the setting mode since the resonator is

decoupled from the mirror waveguide, thereby having one fewer leakage channel.

Lastly, we can appropriately choose ∆𝜑𝑅, which is the phase shifter within the

resonator, such that traversing through the resonator imparts a 𝜋/2 phase to the 𝜔0

component upon a single pass. In a round-trip, |𝜔0⟩ effectively undergoes a Pauli 𝑋

gate, rendering the truth table shown in Table 6.2.
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|↓⟩ |↑⟩
|𝜔0⟩ 0 𝜋
|𝜔1⟩ 𝜋 0

−−−−−→
𝑋 on 𝜔0

|↓⟩ |↑⟩
|𝜔0⟩ 𝜋 0
|𝜔1⟩ 𝜋 0

Table 6.2: Modifying the probe frequency’s acquired phase by a Pauli 𝑋 gate.

6.2.3 Setting fidelity per node

In our cavity-assisted scheme, qubit loss is a heralded error. Therefore, a sequence of

successful photon detection guarantees the absence of infidelity stemming from photon

loss in the qRAM output. Here, we analyze imperfections in the atom-cavity system

that critically affects quantum state transfer as the primary sources of infidelity in

our protocol, since any inexact mapping from the register qubit to the spin qubit

would result in faulty routing of the subsequent registers. To characterize the setting

fidelity given an input register |𝜓⟩𝑃 = 𝛼 |𝜔0⟩+ 𝛽 |𝜔1⟩, we calculate the resultant spin

state |𝜓⟩𝐴 after heralding via a Schrodinger picture evolution to be

|𝜓⟩𝐴 = (2𝛼𝑟𝑚 ± 𝛽(𝑟on + 𝑟off)) |↓⟩ ± 𝛽(−𝑟on + 𝑟off) |↑⟩ , (6.11)

where 𝑟on (𝑟off) is the on-resonance (off-resonance) cavity reflection and 𝑟𝑚 is the

mirror reflection. Note that 𝛽 is positive (negative) if the photon is detected in the

𝜔0 (𝜔1) port. (see Section D.1).

After a controlled-𝑍 gate (see Section D.1), the overlap between the heralded spin

state |𝜓𝑠,𝑓 (𝑖)⟩ and the target state |𝜓⟩𝐴 = 𝛼 |↓⟩ + 𝛽 |↑⟩ defines the state transfer

fidelity ℱ , of which we take the average over six representative states |𝜑𝑖⟩ (axes of a

Bloch sphere) [21, 132]

ℱ =
1

6

∑︁
𝑖

ℱ𝑖 =
1

6

∑︁
𝑖

|⟨𝜑𝑖|𝜓𝑠,𝑓 (𝑖)⟩|2 , (6.12)

where |𝜑1⟩ = |↓⟩ , |𝜑2⟩ = |↑⟩ , |𝜑3,4⟩ = (|↓⟩ ± |↑⟩)/
√
2, |𝜑5,6⟩ = (|↓⟩ ± 𝑖 |↑⟩)/

√
2 in the

{|↓⟩ , |↑⟩} basis.

Due to the sub-ns travel times of photonic qubits and conditional gate time on

the atoms (∼30 ns based on Ref. [66]) being short relative to the SiV− spin coherence
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Figure 6-6: Quantum state transfer fidelities. The transferred state fidelity for a
single setting operation is plotted against the atom-cavity cooperativity 𝐶 and the
waveguide-cavity coupling strength 𝜅wg/𝜅 for magnetic field deviations (a) 𝛿𝐵 =
−20%, (b) −10%, (c) 0%, and (d) 10%. The contour lines denote the fidelity thresh-
olds at ℱ = 0.985, 0.99, 0.995, 0.999.

time 𝑇2 > 10 ms [33], we will neglect errors caused by spin decoherence. Instead,

the setting mode’s performance relies on the cavity’s coupling strength to the output

waveguide mode. When the waveguide-cavity coupling is unity, i.e. 𝜅wg/𝜅 = 1, the

cavity reflection solely determines the transfer fidelity that scales as (𝐶 − 1)/(𝐶 + 1)

in the large cooperativity limit [133, 68]. However, for any reduced 𝜅wg/𝜅 < 1, the

need to balance losses becomes especially important. For example, for a desired state

|𝜑3⟩ where 𝛼 = 𝛽 = 1/
√
2, balancing losses entails matching the moduli of the on-

and off-resonance cavity reflections 𝑟on ∝ 𝜅wg(𝐶 − 1)/(𝐶 + 1) and 𝑟off ∝ 𝜅wg/𝜅 (see

Section D.1).

In Figure 6-6, we analyze ℱ as a function of 𝜅wg/𝜅, 𝐶, and 𝛿𝐵, which is the

deviation from the optimal magnetic field 𝐵opt ∝
√︀
𝛾𝜅 (2𝐶 + 𝜅 (𝜅− 𝜅wg) /4− 𝛾2/4)

for the suitable Fano line-shape. For each point in the fidelity contour, a particular

value of 𝑟𝑚 is chosen to optimize the fidelity assuming the mirror is tunable. When
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𝛿𝐵 = −20%, Figure 6-6(a) indicates that only a selective range of 𝐶 ⪅ 20 and

𝜅wg/𝜅 ∈ {0.83, 0.98} result in ℱ > 0.995. However, as the magnetic field deviation

reduces to −10% from the optimum, the transferred state fidelity can exceed 0.999 for

a selected range of 𝐶 and 𝜅wg/𝜅. Figure 6-6(c) shows that at the optimal magnetic

field, i.e. 𝛿𝐵 = 0%, the transfer fidelity well exceeds 0.999 for any 𝐶 > 20 and

𝜅wg/𝜅 > 0.94. Interestingly, a small region of cooperativities 𝐶 < 20 and 𝜅wg/𝜅 <

0.94 can still achieve ℱ > 0.999 by carefully balancing losses. However, the tolerance

to a varying 𝐶 diminishes as 𝜅wg/𝜅 decreases. As 𝛿𝐵 approaches 10%, however, the

setting fidelity can no longer reach 0.999. Its disparity with 𝛿𝐵 = −10% stems from

the asymmetry exhibited by Fano interference.

The fidelity considered here is the state transfer fidelity per node, which conse-

quently determines the node’s routing fidelity.. If we consider the probability of rout-

ing erroneously to be 𝜖 = 1− ℱ per node, then the query infidelity 1− ℱquery scales

polylogarithmically with the memory size: 1−ℱquery ∼ 𝜖 log(𝑁memories)
3 [134]. Hence,

the qRAM query can be performed with high fidelity as long as 𝜖≪ 1/ log(𝑁memories)
3.

We estimate that our qRAM architecture with state transfer infidelity 𝜖 = 10−4 per

node permits querying up to 𝑁memories ∼ 104.

6.2.4 Efficiency

Next, we analyze the qRAM query efficiency by first calculating the success proba-

bility of heralding each register qubit |𝑘𝑖⟩ and then the average rate of completing

a single query call. Recall that for the bus qubit to reach the memory layer in an

𝑛-level qRAM, each register photon |𝑘𝑖⟩ must travel to the node in layer 𝑖 ∈ {1, ..., 𝑛}

and return to the detector after cavity reflection. Given a propagation loss 𝜂𝑝, the

probability of completing the round-trip without loss is 𝑒−𝜂𝑝𝐿(𝑖), where 𝐿(𝑖) is twice

the distance between the layer 𝑖 and the root node. However, since the photon can

scatter off the single-sided cavity and the mirror into non-waveguide modes, interac-

tion at each layer further reduces the probability of detecting the returning register

qubit by 𝑅cav and 𝑅𝑚, which represent the cavity and mirror reflection coefficients,

respectively. We take their mean reflection coefficient and define the setting efficiency

148



as 𝜂𝑠 = 𝜂det(𝑅𝑚+𝑅cav)/2, where 𝜂det is the detection efficiency. Similarly, the routing

efficiency for each layer 𝑖 would be 𝜂𝑟 = 𝑅cav assuming lossless transmission through

the interferometric coupler. As a result, the probability of successfully heralding each

register |𝑘𝑖⟩ is

𝑝𝑖 = 𝑒−𝜂𝑝𝐿(𝑖)𝜂𝑖−1
𝑟 𝜂𝑠 for 𝑖 ∈ {1, ..., 𝑛}. (6.13)

40 50 60

103

104

101 102 103
100

102

104

106

0.9 0.95 1
100

102

104

0.997

0.998

0.999

(b)

(a)

(c)

101 102 103
100

102

104

106

101 102 103
100

102

104

106

101 102 103
100

102

104

106

101 102 103
100

102

104

106

𝜖 = 0𝜖 ≠ 0

Figure 6-7: Efficiency of the PIC qRAM. (a) The success rate (Hz) is plotted against
𝑁memories = 2𝑛 for a 𝑛-level qRAM for 𝜅wg/𝜅 = 0.95, 0.965, 0.98, 0.995 for schemes with
(solid) and without (dashed) qubit loss detection (LD) with perfect routing operation
(𝜖 = 0), as well as one with loss detection but with routing error probability 𝜖 =
5×10−4 ̸= 0 (dashed dotted). On a log-log scale, the success rate rolls off polynomially
with increasing 𝑁memories = 2𝑛 due to an exponentially decreasing success probability
of setting each layer 𝑖. (b) A zoom-in plot of the black box in (a), highlighting the
slight gain in efficiency for the cavity-assisted scheme with LD. (c) Both the success
rate and transfer fidelity vary as a function of 𝜅wg/𝜅 for 𝜖 = 0. For a 6-level qRAM
with 𝐶 = 100, there exists a trade-off between Γ̄ and ℱ after 𝜅wg/𝜅 ≈ 0.97 where ℱ
is maximized by perfectly balancing losses.
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To calculate the success rate, we must now include both the round-trip travel time

to each layer 𝑖 denoted as 𝑡𝑖 = 𝐿PIC(𝑖)/𝑣𝑔,PIC + 𝐿dmd(𝑖)/𝑣𝑔,dmd, where 𝐿PIC (𝐿dmd)

and 𝑣𝑔,PIC (𝑣𝑔,dmd) are the travel distance and group velocity in the PIC (diamond)

waveguide. The average time until a successful query call can be found by using the

linearity of expectation value. For example, the expected time for a 2-level qRAM is

𝑇𝑛=2 = 𝑝1𝑝2(𝑡1 + 𝑡2) + (1− 𝑝1)(𝑇𝑛=2 + 𝑡1 + 𝜏reset)

+ 𝑝1(1− 𝑝2)(𝑇𝑛=2 + 𝑡1 + 𝑡2 + 𝜏reset), (6.14)

where 𝜏reset = 5 µs is the spin reset time. The first term on the right-hand side

is the case of no photons being lost, thus its expected time is simply the product

between the success probability of two consecutive heralds 𝑝1𝑝2 and the total travel

time 𝑡1 + 𝑡2. The next term represents the case of the 𝑘1 register photon being lost

before detection with probability 1− 𝑝1. Consequently, the average query time 𝑇𝑛=2

is penalized by the additional time 𝑡1 + 𝜏reset. Similarly, if the 𝑘1 photon is heralded

but the subsequent register 𝑘2 is lost with probability 𝑝1(1− 𝑝2), 𝑇𝑛=2 is lengthened

by 𝑡1 + 𝑡2 + 𝜏reset. Solving for 𝑇𝑛=2 yields

𝑇𝑛=2 =
𝑡1 + 𝜏reset
𝑝1𝑝2

+
𝑡2
𝑝2

− 𝜏reset. (6.15)

The expression can be treated as a summation of each layer’s round-trip time weighted

by its correspond geometric mean, subtracted by 𝜏reset since the final trial is a suc-

cessful run without the need to reset.
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We can generalize the average time for a 𝑛-level qRAM to be

𝑇 =

(︃∏︁
𝑖

𝑝𝑖

)︃(︃∑︁
𝑖

𝑡𝑖

)︃
+ (1− 𝑝1)(𝑇 + 𝑡1 + 𝜏reset)

+ 𝑝1(1− 𝑝2)(𝑇 + 𝑡1 + 𝑡2 + 𝜏reset) + ...+

(︃
𝑛−1∏︁
𝑖

(1− 𝑝𝑛)

)︃(︃
𝑇 +

∑︁
𝑖

𝑡𝑖 + 𝜏reset

)︃
(6.16)

⇒ 𝑇 =

(︃
𝑛∑︁

𝑖=1

𝑡𝑖∏︀𝑛
𝑗=𝑖 𝑝𝑗

)︃
+

𝜏reset∏︀𝑛
𝑗=1 𝑝𝑗

− 𝜏reset. (6.17)

Finally, the success rate is then

Γ̄ =
1

𝑇
. (6.18)

Figure 6-7(a) shows the qRAM success rate as a function of the number of memo-

ries𝑁memories = 2𝑛 for different waveguide-cavity coupling 𝜅wg/𝜅 = 0.95, 0.965, 0.98, 0.995.

As 𝑁memories increases, the rates roll off polynomially on the log-log scale since the suc-

cess probability 𝑝succ diminishes super-exponentially with increasing 𝑛. Furthermore,

𝑝succ intimately depends on the cavity reflection coefficient 𝑅cav ∝ 𝜅wg/𝜅, causing Γ̄

to vary drastically with the waveguide-cavity coupling. For example, the difference

between 𝜅wg/𝜅 = 0.95 and 𝜅wg/𝜅 = 0.995 exceeds more than an order of magnitude

for 𝑁memories > 102, and the disparity grows exponentially as the circuit depth 𝑛 in-

creases. The unforgiving drop-off in the success rate emphasizes the need for a highly

over-coupled single-sided cavity in our protocol.

Additionally, we consider the efficiency for the cases of having perfect (𝜖 = 0) and

imperfect (𝜖 = 5× 10−4) routing operation, represented by the solid and the dashed

dotted lines respectively. Recall that if each node has a routing error 𝜖, the query error

scales as 1 − ℱquery ∼ 𝜖 log(𝑁memories)
3 [134]. Hence, the success rate with imperfect

routing operations would reduce by an additional factor of 1− 𝜖 log(𝑁memories)
3.

On the other hand, our cavity-assisted scheme’s built-in loss detection (LD) en-

ables a slight boost in success rate. For a scheme without such loss detection, the

qRAM must complete the entire sequence of setting and routing all 𝑛 register qubits
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before needing to reset, assuming qubit loss has occurred and been detected after the

query. The corresponding success rate would be

Γ̄no LD = 𝑇−1
no LD =

(︂∑︀
𝑖 𝑡𝑖 + 𝜏reset∏︀

𝑖 𝑝𝑖
− 𝜏reset

)︂−1

. (6.19)

In contrast, our protocol periodically checks for register losses via photon detection.

Therefore, time can be saved by halting and immediately resetting the spins as soon

as quantum state transfer fails to herald. Note that the gain in rate, however, depends

on the ratio between travel time 𝑡𝑖 and 𝜏reset. Figure 6-7(b) shows a modest increase

in success rate for our scheme with 𝑡𝑖 < 1 µs and 𝜏reset = 5 µs relative to one without

loss detection. If 𝜏reset ≫ 𝑡𝑖, the slight improvement in efficiency would dwindle as Γ̄

converges to Γ̄no LD.

Lastly, due to the need to balance losses to achieve high transfer fidelity as noted in

Sec. 6.2.3, there exists an inevitable fidelity-rate trade-off. Given a qRAM containing

26 memory cells, Figure 6-7(c) shows that ℱ reaches its maximum at 𝜅wg/𝜅 ≈ 0.97

for the assumed cooperativity 𝐶 = 100. However, the success rate still increases

monotonically with 𝜅wg/𝜅 even past this optimum fidelity point. The waveguide-

cavity coupling regime in which the trade-off exists narrows with higher atom-cavity

cooperativity, since both |𝑟on| and |𝑟off| increase with 𝐶 and 𝜅wg/𝜅. Nonetheless, at

𝐶 = 100 (which has been experimentally demonstrated in Ref. [107, 66]), the success

rate can already exceed 1 kHz while maintaining high fidelity ℱ > 0.999.

6.3 Teleportation scheme

While the aforementioned scheme is viable for a low-depth qRAM, the need to sequen-

tially set each address register via cavity reflection inhibits scaling up to 106 memories

due to photon loss from cavity interaction. Here, we present an alternative approach

that writes the address registers onto all the layers simultaneously via quantum tele-

portation. Crucial to this step is the ability to perform high-fidelity two-qubit gate

operation locally between an electron spin (broker qubit) and its neighboring nuclear
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spin (memory qubit). Considering gate fidelity > 0.99 was already achieved exper-

imentally via composite pulses and optimal classical control [135], we assume unity

gate fidelity and success probability for the following calculations and consider the

general case.

The protocol assumes two physically separated entities, a quantum computer (QC)

and a qRAM, both of which contain nodes that each includes a memory and a broker

qubit. The QC contains 𝑛 nodes that hold the query addresses
∑︀

𝑗 𝛼𝑗 |𝑗⟩𝑎 stored in

the memory qubits. While the memory qubit can only interact with the broker qubit

locally, the broker qubit can directly interact with photons to generate spin-photon

entanglement via cavity reflection (see Section D.1). Hence, any two nodes can be

remotely entangled by having their broker qubits to sequentially interact with a single

photon (see Section D.3.1). Subsequently, the two entangled broker qubits undergo

a SWAP operation with their memory qubits via hyperfine interaction to preserve

coherence (see Section D.3.2). In the same manner, two neighboring Bell states can

then be entangled to form a 4-qubit GHZ state. Prior to each query operation, all

the nodes across each 𝑖th qRAM layer are entangled to generate a 2𝑖−qubit GHZ

state: |Ψ𝑖⟩ = (|00...0⟩+ |11...1⟩) /
√
2. At the same time, the QC and the qRAM are

remotely entangled via the same photon-assisted procedure, leaving the QC and the

qRAM in the configuration depicted in Figure 6-8(a).

Now, each QC node undergoes a local Bell state measurement (BSM) between

its memory and broker qubits as illustrated in Figure 6-8(b). As a result, the query

addresses are teleported onto all the qRAM layers in parallel. However, since the

routing operation depends on the photon interacting with the cavity-coupled broker

qubits, each qRAM node undergoes a local SWAP operation immediately before data

retrieval (Figure 6-8(c)). The photonic bus qubit then arrives at the binary tree

prepared in the state shown in Figure 6-8(d).

The data retrieval process remains the same as before. Starting from the root node,

the bus photon propagates down the binary tree and is routed based on the state-

dependent cavity reflection at each layer. After which, the addresses are swapped onto

the memory qubits in the qRAM ((Figure 6-8(e)), followed by remote entanglement
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Figure 6-8: A step-by-step procedure of the teleportation scheme. A quantum com-
puter (QC) holds the query addresses that would be mapped onto a qRAM. (a) The
QC and qRAM are remotely entangled (as represented by connecting gray lines), and
each qRAM layer’s nodes are entangled in a GHZ state. (b) Local bell state mea-
surements (BSM) and subsequent Pauli transformations teleport the query addresses
onto the binary tree (c) Then, in each node, the memory (red circle) and the broker
(gray circle) qubits undergo a SWAP operation, leaving (d) the qRAM ready for the
data retrieval process. (e) After the bus qubit has completed querying, the registers
are swapped back onto the memory qubits to maintain coherence. (f) The QC and
the qRAM are then remotely entangled again via their broker qubits. A subsequent
local SWAP operation in the QC then result in entanglement between QC’s memory
qubits and the qRAM’s broker qubits. (g) Local BSMs in the qRAM then teleport
the query addresses back onto the QC, returning (h) the binary tree to its original
state.
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Figure 6-9: Efficiency comparison between the conventional GLM scheme (dashed
dot) and the teleportation scheme. For the teleportation scheme, the solid lines
are analytical fits to the simulation data represented by the dashed lines (see Sec-
tion 6.3.1). Each scheme is evaluated at different cavity-waveguide coupling strengths
𝜅wg/𝜅 = 0.95, 0.965, 0.98, 0.995.

between the QC’s and the qRAM’s broker qubits ((Figure 6-8(f)). Then, a local

SWAP operation in the QC entangles the QC’s memory qubits with the qRAM’s

broker qubits. Finally, local BSMs in the qRAM teleport the query addresses back

onto the QC ((Figure 6-8(g)), returning the binary tree in its waiting state for future

queries ((Figure 6-8(h)).

Importantly, the proposed architecture extends beyond a PIC platform and can

be run on a quantum network, in which each network node represents a tree node in

the qRAM. Distillation can be used to generate high-fidelity Bell states [136], which

are then joined to form the GHZ states in the same fashion as heralding entanglement

links in a quantum repeater. The protocol’s modularity effectively allows the qRAM

query to act as a subroutine for distributed quantum computing.

6.3.1 Efficiency comparison

Here, we compare the efficiency of the two proposed schemes assuming perfect spin-

photon gate fidelity (𝜖 = 0) via optimally balancing losses. The teleportation ap-
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proach, similar to the GLM scheme, still requires restarting the query procedure if

the bus photon is lost during the retrieval step since the path information is revealed

by the environment. Despite which, the rate of success for the teleportation scheme

still scales much more favorably than the GLM approach. Figure 6-9 compares the

query efficiency between the two approaches. For small circuit sizes < 102 memories,

the GLM scheme achieves higher success rates since the process of generating GHZ

states and remote entanglement links is more costly in time than directly transferring

the registers sequentially (see Figure 6-10). However, as the qRAM depth increases

past the crossover region with ∼ 102 − 103 memories, the GLM scheme’s efficiency

rolls off rapidly.

On the other hand, the teleportation scheme’s success rate decreases relatively

slowly. Its efficiency is primarily constrained by the retrieval step that succeeds with

probability ∝ 𝜂𝑛𝑟 , as opposed to ∝ 𝜂
𝑛(𝑛−1)/2
𝑟 𝜂𝑛𝑠 in the GLM scheme. Its favorable

scaling is conducive to increasing the circuit size for general-purpose applications

such as quantum machine learning [120]. Our efficiency simulations in the following

Section 6.3.1 show that the teleportation-based approach can theoretically achieve an

average >kHz success rate for a qRAM containing 105 memories.

Efficiency simulations

The teleportation scheme includes 4 steps: (1) initializing the entanglement links,

(2) teleporting the addresses to the qRAM, (3) querying, and (4) teleporting the

addresses back to the QC. We perform event-based simulations to estimate the time

of completing all four steps.

In step (1), all the nodes except the leftmost node within each qRAM layer are

entangled to form a GHZ state. It is created by heralded entanglement between

nearest neighbor pairs with success probability 𝑝ep = 𝜂path𝜂
2
𝑠𝜂det. If the entanglement

attempt fails, the spins undergo re-initialization for 𝜏reset = 5 µs. If it succeeds, the

electron spins (broker qubits) are swapped with their respective nuclear spins (mem-

ory qubits), an operation which we assume to take 𝑡𝑒→𝑛 = 16 µs. Then, the unlinked

neighbors are subsequently entangled in the same fashion. To reduce computational
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Figure 6-10: The generation rates for the GHZ state and the remote entangle-
ment link are evaluated at different cavity-waveguide coupling strengths 𝜅wg/𝜅 =
0.95, 0.965, 0.98, 0.995.

costs, we assume the rate is limited by the largest layer and only simulate its GHZ

state creation process.

Simultaneously in step (2), we attempt to generate entanglement between the QC’s

broker qubit and the qRAM’s leftmost node for each layer. Once the entanglement

link is generated, the electron and nuclear spins are again swapped. In simulation, we

take the maximum between the time to generate a GHZ state and the time to produce

QC-qRAM Bell state. The generation rates for both the GHZ state and the remote

entanglement link are plotted in Figure 6-10. Once both states are constructed, the

leftmost node is entangled with the GHZ state composed of the remaining nodes

within the same layer. Then, a local BSM is made between the address register and

the QC ancillary qubits. To fairly compare the teleportation scheme’s efficiency with

the GLM scheme, we neglect the physical distance between the QC and the qRAM

in Figure 6-9.

In step (3), a bus photon arrives at the root node of the binary tree and is routed to

the memory layer with the query success probability 𝑝𝑖 for an 𝑖-level qRAM. Finally,

in step (4), a QC-qRAM Bell state is constructed again for each layer with probability

157



𝑝ep, followed by local BSMs on the leftmost nodes in the qRAM.

In Figure 6-9, the simulation data are plotted along with their analytical fits.

Recall that the GHZ states are produced by linking multiples of Bell pairs. If each

Bell pair creation succeeds with probability 𝑝, it would take a geometric mean of

1/𝑝 attempts. In the case of 𝑝 = 1, the GHZ state creation process would merely

be a two-step process. For example, for a layer with 4 nodes, nodes 1 and 2 as

well as nodes 3 and 4 are entangled in the first time step. Then, nodes 2 and 3 are

entangled to complete the GHZ state creation. However, with a non-unity 𝑝, the GHZ

state creation is ultimately limited by the pair that fails the most number of times.

In other words, the rate is mainly determined by the outlier. We fit the guessed

model 𝑓(𝑁) = 𝑎𝑁−𝑏 multiplied with the analytical rate (based on geometric mean)

to the simulation data, where 𝑁 is the number of nodes within the largest layer. The

coefficients 𝑎, 𝑏 capture the outlier’s scaling with the circuit depth. Their fitted values

averaged over the considered 𝜅wg/𝜅 ratios are summarized in Table 6.3.

𝜔𝑐 406.774 THz
𝜅 20.34 GHz [66]
𝛾 94 MHz

𝜏reset 5 µs
𝜂str 2.7 dB [69]
𝜂bend 9.3 dB [69]
𝜂det 1.3 dB [128]

𝑅resonator 50 µm [137]
𝑛eff 2.2645
𝑛𝑔,PIC 2.3862
𝑛𝑔,dmd 2.4513
𝑡𝑒→𝑛 16 µs
𝑡𝑛→𝑒 30 ns
𝑎 1.7094
𝑏 0.79386

Table 6.3: Table listing the parameters used in the qRAM simulations based on
literature results.
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6.3.2 Query fidelity

One drawback of the teleportation approach is decoherence lowering its query fidelity.

This is especially problematic for the teleportation scheme because the protocol re-

quires the spin qubits to wait until remote entanglement links are generated between

the QC and the qRAM. Specifically, its requirement to prepare a GHZ state whose

decoherence rate increases linearly with its size could further worsen the query fi-

delity. On the other hand, the GLM scheme that sequentially writes the addresses

is not constrained by decoherence. As noted previously, the time scales at which the

photon traverses through the PIC and the conditional 𝑍 gate is applied are much

shorter than the electron spin coherence time. In essence, the teleportation scheme

trades fidelity off for a substantial gain in efficiency (see Figure 6-9).

Let us consider the worst case where the entirety of the binary tree is active, mean-

ing all possible addresses are used. Assuming the coherence times of the electron [33]

and nuclear spins [25] to be 10−2 s and 10 s, respectively, we estimate the infidelity

caused by decoherence to be < 10−1 for 𝑁memories = 103, as shown in Figure 6-11.

Engineering a 12C-rich environment [138] could further improve the coherence times

and thereby reduce the infidelity.

101 102 103
0.4

0.6

0.8

1

101 102 103
0.9

0.95

1
(b)

(a)

Figure 6-11: Query fidelity as a function of qRAM size. The nuclear and electron spin
coherence times are respectively assumed to be: (a) 𝑇2,𝑛 = 100 s and 𝑇2,𝑒 = 10−2 s,
(b) 𝑇2,𝑛 = 101 s and 𝑇2,𝑒 = 10−1 s.
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Other sources of infidelity include depolarization, measurement errors, and im-

perfect two-qubit interaction between nuclear and electron spins. To simplify the

discussion, we combine all types of errors into one collective “physical error rate”

𝜖. We propose having interconnects interspersed between the layers that allow for

arbitrary routing (see Section 6.3.2). As a result, for applications that require query-

ing a small subset of possible addresses sparsely spanning the binary tree, only the

necessary number of nodes are activated to minimize infidelity caused by physical

errors.

However, for applications that require querying most addresses, the physical error

rate could quickly decohere the qRAM since the infidelity rapidly grows as 1−ℱ𝑞 ∝

(1 − 𝜖)2
𝑛−1 for a circuit depth of 𝑛. Assuming a physical error rate of 𝜖 = 10−4

and 𝑛 = 10, the query infidelity is already ∼ 10−1. Therefore, scaling up the qRAM

necessitates further exploration in converting each tree node to a logical qubit and

adapting quantum error correction [139, 74].

PIC interconnect

In contrast with the GLM scheme, the teleportation scheme requires greater connec-

tivity in the qRAM. Each node is not only connected to two children nodes in the

next layer, but also to the rest of the nodes in the same layer. Here, we detail its

PIC construct. Importantly, as shown in Figure 6-12(a), the architecture requires in-

terconnect layers interspersed between the binary tree layers. Additionally, a photon

detection system resides between each neighboring pair. Assuming the single pho-

tons are propagating in one direction, i.e. incoming from the right of each layer, the

detector would register photons after they interact with the cavities to its right.

Within each interconnect layer, MZI switches are classically controlled to enable

routing the single photons to individual cavities. The cavity depicted in Figure 6-

12(b) is the same construct shown in Figure 6-3. To entangle two neighboring nodes,

each tree node first operates in the setting mode. A single photon reflects off the

first cavity and is directed to the second cavity via a circulator. After entering the

second node through the MZI and reflecting off the cavity, the photon is again routed
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Figure 6-12: Proposed PIC architecture for the teleportation scheme. (a) The qRAM
binary tree contains interspersed interconnect layers that enable intra-layer connec-
tivity. (b) Within each interconnect layer, a network of MZIs is classically controlled
to direct the single photons to either the subsequent cavity or the detection system
for heralding during GHZ state creation. It is then switched to a transparent state
during the data retrieval step.

to an MZI switch via a circulator. Except now, the switch directs the photon to the

detector for heralding a Bell state creation. We stress here that the interconnect layer

enables beyond nearest neighbor connection. Therefore, given prior knowledge of the

query addresses, the architecture provides the ability to only entangle the necessary

nodes and reduces state infidelity.

After the addresses are teleported from the QC to the qRAM, the cavity nodes

are changed to the routing mode to direct the bus qubit to the memory layer at the

bottom of the binary tree. In this step, the interconnect layer is essentially transparent

by having the photon bypassing the circulators.
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6.4 Experimental considerations

Here we address several experimental considerations concerning inhomogeneity in the

solid-state defects.

1. Spectral diffusion, i.e. slow fluctuation in the emitter’s optical transitions

(𝜔0, 𝜔1) can make it difficult to maintain the the cavity resonance at the target

𝜔𝑐 = (𝜔0 + 𝜔1)/2 Fortunately, recent experiments on group IV-vacancy centers

(including the SiV− center considered here) have shown spectral diffusion far

below the radiative linewidth in nanophotonic waveguides and cavities [50, 66].

This stability is due in part to the atomic inversion symmetry of group IV-

vacancy centers in diamond, which makes optical transitions first-order insen-

sitive to stray electric fields [29]. In particular, recent demonstrations of SiV−

centers coupled to cavities achieved cooperativities 𝐶 > 100 [66], which bounds

spin-photon gate errors ∝ 1/𝐶. Further gains in cooperativity are possible

with improved cavity designs and reduced environment noise through improved

surfaces [83].

2. Inhomogeneous distribution in the optical transitions (𝜔0, 𝜔1) (caused by

variations in the microscopic environments) would detune the spin-based nodes

across the network. Fortunately, these detunings can be corrected by strain

tuning, which has been shown to align emitters across nearly the full inhomo-

geneous distribution < 50 GHz [140, 50].

6.5 Outlooks

In summary, we introduced a qRAM implementation in a PIC platform integrated

with solid-state spin memories. Our numerical simulations show that our architec-

ture can achieve > 0.99 fidelity with >kHz success rate for a qRAM containing 102

memory cells. Moreover, our cavity-assisted scheme relies on heralding the requisite

operations, thereby providing built-in qubit loss detection that further improves the

query efficiency. Although high success rates demand a sufficiently over-coupled cav-
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ity to the waveguide, existing photonic crystal cavity designs [141, 142, 143] already

show that they can reach near-unity coupling. We stress that our architecture is

technologically feasible given rapidly advancing electro-optic platforms [137, 69] and

experimentally shown large-scale integration of artificial atoms in PICs [50].

Additionally, we proposed an alternative scheme based on quantum teleportation

that allows for efficiency scaling favorably with the circuit size. With sufficiently

strong cavity-waveguide coupling, the teleportation approach enables >kHz success

rate for a qRAM containing 105 memories, a size unattainable by the conventional ap-

proach. We emphasize that the protocol is modular and can be applied to a quantum

network, in which each network node acts as a tree node in the qRAM. The nodes

would again be entangled via heralding, which removes qubit loss as a potential error.

The architecture also extends to other atomic memories: quantum dots [144] and

rare-earth ions [145] strongly coupled to nanocavities, and even trapped-ions [146] and

neutral atoms [147] suitable for creating large GHZ states. With rapid advancements

in constructing high-fidelity atom-photon interfaces, our proposal presents a scalable

design of a general qRAM in the NISQ era.
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Chapter 7

Conclusion and future directions

“Nature isn’t classical, dammit, and if you want to make a simulation of nature, you’d

better make it quantum mechanical, and by golly it’s a wonderful problem, because it

doesn’t look so easy.” – Richard Feynman, 1982.

Since the advent of quantum technologies with Richard Feynman’s renowned

quote [148], the discipline of quantum information processing has blossomed into

an active field of research and advanced tremendously. In fact, the 2022 Nobel

Prize in physics was awarded to Alain Aspect, John F. Clauser and Anton Zeilinger

for their pioneering works in quantum information [149, 150], one of which was

the first experimental realization of quantum teleportation for building a quantum

network [151]. While many hallmark experiments have been demonstrated since

then [8, 9, 10, 17, 18, 19, 20, 66, 152], the formidable engineering challenges in scaling

up quantum systems have thus precluded construction of practical quantum networks.

This thesis, among many others, is an attempt at bridging the gap between Feyn-

man’s vision and reality. In particular, the theoretical and experiment works laid forth

here address the central challenge of efficiently distributing entanglement with high

fidelity. Chapter 3 proposes a scalable architecture consisting of a photonic integrated

circuit heterogeneously integrated with defect centers in diamond. Moreover, the use

of nanophotonic cavities strongly coupled to the quantum emitters enables an effective

spin-photon interface for teleporting a photonic qubit onto a spin qubit, a task which
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is essential for building quantum repeater network nodes. Then, in Chapter 4, we

experimentally demonstrate nanofabrication of diamond photonic crystal cavities and

subsequently Purcell enhancement of cavity-coupled SnV centers. In Chapter 5, we

present on-going efforts in heterogeneously integrating these emitter-cavity systems

into low-loss silicon nitride photonic integrated circuit, which acts as an optical in-

terposer for spectroscopic studies at 1.3 K. Lastly, a quantum network is structurally

equivalent to a quantum computer, except it implies entanglement over distances.

As Chapter 6 has pointed out, spin-photon quantum networks may prove valuable

to other pillars in information processing, such as constructing a quantum random

access memory necessary for quantum machine learning [120]. It is not inconceivable

that there exist many other applications of quantum networks with advantages over

their classical counterparts.

However, the engineering efforts highlighted in this thesis only constitute the tip

of an iceberg. This thesis should motivate using these chip-integrated spin-cavity

systems to perform on-chip spin-photon entanglement and teleportation. This entails

using the microwave lines to perform coherent control over individual spin qubits [108]

and integrating single photon detectors for more efficient optical measurements [49].

Furthermore, directional couplers that conveniently construct phase-stable interfer-

ometers open the path to producing local entanglement among qubits in different

channels. One may envision constructing cluster states crucial for measurement-based

quantum computation [153] and error-corrected quantum communication [154].

The integration approach may also be applied to active PIC platforms such as alu-

minum nitride [50, 155], lithium niobate [69], and silicon carbide [156], all of which

permit high-bandwidth switching networks for improving entanglement generation

rates. We also note that the discussed physics and engineering platform extend be-

yond the use of color centers in diamond. Other promising solid-state qubits such as

quantum dots [157], color centers in silicon carbide [156], rare-earth ions [75, 158], and

defects in silicon [159, 160] may also benefit from the many functionalities bestowed

by PICs.

As Feynman keenly noted, tackling this wonderful problem of building quantum
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networks and computers is certainly not easy. I hope this thesis, as many others before

me have done, paves a step towards unlocking the potential of quantum technologies.
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Appendix A

Input-output formalism

Here, we follow the derivations detailed in the seminal paper by Gardiner and Col-

lett [56], and derive the input-output formalism relation.

A.1 Quantum Langevin equations

We begin with a generic system interacting with a heat bath. Together, the total

Hamiltonian is

𝐻 = 𝐻sys +𝐻𝐵 +𝐻int, (A.1)

where

𝐻𝐵 = ℏ
∫︁ ∞

−∞
𝑑𝜔 𝜔 𝑏†(𝜔)𝑏(𝜔) (A.2)

𝐻int = 𝑖ℏ
∫︁ ∞

−∞
𝑑𝜔 𝜅(𝜔)(𝑏†(𝜔)𝑐− 𝑐†𝑏(𝜔)) (A.3)

are the bath and interaction Hamiltonians, respectively. 𝑐 is one of many annihilation

operators for the unspecified system, and the bath bosonic operator 𝑏 obeys the

commutation relation, [𝑏(𝜔), 𝑏†(𝜔′)] = 𝛿(𝜔 − 𝜔′).

From the Schrödinger’s equation, we can derive the Heisenberg equations of motion

for 𝑏(𝜔) and an arbitrary system operator 𝑎 (among the many 𝑐’s). The equation of
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motion for 𝑏(𝜔) is

𝑏̇(𝜔′) = − 𝑖

ℏ
[𝑏(𝜔′), 𝐻]

= −𝑖
∫︁ ∞

−∞
𝑑𝜔 𝜔 [𝑏(𝜔′), 𝑏†(𝜔, 𝑏(𝜔)] +

∫︁ ∞

−∞
𝑑𝜔 𝜅(𝜔)[𝑏(𝜔′), 𝑏†(𝜔)𝑐(𝜔)− 𝑐†(𝜔)𝑏(𝜔)]

= −𝑖𝜔′𝑏(𝜔′) + 𝜅(𝜔′)𝑐(𝜔′), (A.4)

where we used the commutator identity [𝑏, 𝑏†𝑏] = [𝑏, 𝑏†]𝑏 = 𝑏(𝜔′)𝛿(𝜔′ − 𝜔).

Similarly,

𝑎̇(𝜔′) = − 𝑖

ℏ
[𝑎(𝜔′), 𝐻] (A.5)

= − 𝑖

ℏ
[𝑎(𝜔′), 𝐻sys] +

∫︁ ∞

−∞
𝑑𝜔 𝜅(𝜔)

[︀
𝑏†[𝑎, 𝑐]− [𝑎, 𝑐†]𝑏

]︀
. (A.6)

One can integrate Eq. A.4 to obtain

𝑏(𝜔) = 𝑒−𝑖𝜔(𝑡−𝑡0)𝑏0(𝜔) + 𝜅(𝜔)

∫︁ 𝑡

𝑡0

𝑒−𝑖𝜔(𝑡−𝑡′)𝑐(𝑡′) 𝑑𝑡′, (A.7)

where we replaced 𝜔′ → 𝜔, and 𝑏0(𝜔) is 𝑏(𝜔) evaluated at 𝑡 = 𝑡0. One can check

the validity of the above equation by taking the derivative with respect to 𝑡 and

evaluating at 𝑡 = 𝑡0, using the Leibniz rule1.

Inserting the result from Eq. A.7 into the equation of motion for 𝑎(𝜔) yields

𝑎̇ = − 𝑖

ℏ
[𝑎,𝐻sys] +

∫︁ ∞

−∞
𝑑𝜔 𝜅(𝜔)

{︂(︂
𝑒𝑖𝜔(𝑡−𝑡0)𝑏†0(𝜔) + 𝜅(𝜔)

∫︁ 𝑡

𝑡0

𝑒𝑖𝜔(𝑡−𝑡′)𝑐†(𝑡′)𝑑𝑡′
)︂
[𝑎, 𝑐]

−[𝑎, 𝑐†]

(︂
𝑒−𝑖𝜔(𝑡−𝑡0)𝑏0(𝜔) + 𝜅(𝜔)

∫︁ 𝑡

𝑡0

𝑒−𝑖𝜔(𝑡−𝑡′)𝑐(𝑡′)𝑑𝑡′
)︂}︂

= − 𝑖

ℏ
[𝑎,𝐻sys] +

∫︁ ∞

−∞
𝑑𝜔 𝜅(𝜔)

{︁
𝑒𝑖𝜔(𝑡−𝑡0)𝑏†0(𝜔)[𝑎, 𝑐]− [𝑎, 𝑐†]𝑒−𝑖𝜔(𝑡−𝑡0)𝑏0(𝜔)

}︁
+

∫︁ ∞

−∞
𝑑𝜔 𝜅(𝜔)2

∫︁ 𝑡

𝑡0

{︁
𝑒𝑖𝜔(𝑡−𝑡′)𝑐†(𝑡′)[𝑎, 𝑐]− [𝑎, 𝑐†]𝑒−𝑖𝜔(𝑡−𝑡′)𝑐(𝑡′)

}︁
. (A.8)

Note that similar to the derivation of quantum master equation, we assumed

1 𝑑
𝑑𝑥

(︁∫︀ 𝑏(𝑥)

𝑎(𝑥)
𝑓(𝑥, 𝑡)

)︁
𝑑𝑡 = 𝑓(𝑥, 𝑏(𝑥)) · 𝑑

𝑑𝑥𝑏(𝑥)− 𝑓(𝑥, 𝑎(𝑥)) · 𝑑
𝑑𝑥𝑎(𝑥) +

∫︀ 𝑏(𝑥)

𝑎(𝑥)
𝜕
𝜕𝑥𝑓(𝑥, 𝑡)𝑑𝑡
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the first Markov approximation that the coupling constant is frequency-independent

(equivalently, no dependence on previous times because of having no memory), i.e.

𝜅(𝜔) =

√︂
𝜅

2𝜋
(A.9)

For the following, we will use two properties

∫︁ ∞

−∞
𝑑𝜔 𝑒−𝑖𝜔(𝑡−𝑡′) = 2𝜋𝛿(𝑡− 𝑡′), (A.10)∫︁ 𝑡

𝑡0

𝑑𝑡′ 𝑐(𝑡′)𝛿(𝑡− 𝑡′) =
1

2
𝑐(𝑡). (A.11)

Let us define an operator

𝑏in(𝑡) =
1√
2𝜋

∫︁ ∞

−∞
𝑑𝜔 𝑒−𝑖𝜔(𝑡−𝑡0)𝑏0(𝜔), (A.12)

which obeys the commutator relation [𝑏in(𝑡), 𝑏
†
in(𝑡

′)] = 𝛿(𝑡− 𝑡′), and insert it into the

equation of motion for 𝑎,

𝑎̇ = − 𝑖

ℏ
[𝑎,𝐻sys] +

√︂
𝜅

2𝜋

(︁√
2𝜋𝑏†in(𝑡)[𝑎, 𝑐]− [𝑎, 𝑐†]

√
2𝜋𝑏in(𝑡)

)︁
+

𝜅

2𝜋

∫︁ 𝑡

𝑡0

𝑑𝑡
{︀
2𝜋𝛿(𝑡− 𝑡′)𝑐†(𝑡′)[𝑎, 𝑐]− [𝑎, 𝑐†]2𝜋𝛿(𝑡− 𝑡′)𝑐(𝑡′)

}︀
= − 𝑖

ℏ
[𝑎,𝐻sys]− [𝑎, 𝑐†]

(︁𝜅
2
𝑐+

√
𝜅𝑏in(𝑡)

)︁
+
(︁𝜅
2
𝑐† +

√
𝜅𝑏†in(𝑡)

)︁
[𝑎, 𝑐]. (A.13)

Note that from Eq. A.7, we can apply a frequency integral on both sides and

obtain

∫︁ ∞

−∞
𝑑𝜔 𝑏(𝜔) =

∫︁ ∞

−∞

{︂
𝑒−𝑖𝜔(𝑡−𝑡0)𝑏0(𝜔) + 𝜅(𝜔)

∫︁ 𝑡

𝑡0

𝑒−𝑖𝜔(𝑡−𝑡′)𝑐(𝑡′) 𝑑𝑡′
}︂

=
√
2𝜋𝑏in(𝑡) +

√︂
𝜅

2𝜋

∫︁ 𝑡

𝑡0

𝑑𝑡′ 2𝜋𝛿(𝑡− 𝑡′)𝑐(𝑡′)

=
√
2𝜋𝑏in(𝑡) +

√
2𝜋

√
𝜅

2
𝑐(𝑡) (A.14)

→ 1√
2𝜋

∫︁ ∞

−∞
𝑑𝜔 𝑏(𝜔) = 𝑏in(𝑡) +

√
𝜅

2
𝑐(𝑡). (A.15)
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The above derivation began with an input field at 𝑡 = 𝑡0. We can repeat the same

procedure for an outgoing field with 𝑡1 > 𝑡. The integral solution of 𝑏 can be similarly

written as

𝑏(𝜔) = 𝑒−𝑖𝜔(𝑡−𝑡1)𝑏1(𝜔) + 𝜅(𝜔)

∫︁ 𝑡1

𝑡

𝑒−𝑖𝜔(𝑡−𝑡′)𝑐(𝑡′) 𝑑𝑡′. (A.16)

Let us define

𝑏out(𝑡) =
1√
2𝜋

∫︁ ∞

−∞
𝑑𝜔 𝑒−𝑖𝜔(𝑡−𝑡′)𝑏1(𝜔). (A.17)

Given the time directionality (time-reversed), 𝜅 should now be changed to −𝜅.

The Langevin equation becomes

𝑎̇ = − 𝑖

ℏ
[𝑎,𝐻sys]− [𝑎, 𝑐†]

(︁
−𝜅
2
𝑐+

√
𝜅𝑏out(𝑡)

)︁
+
(︁
−𝜅
2
𝑐† +

√
𝜅𝑏†out(𝑡)

)︁
[𝑎, 𝑐]. (A.18)

Again, applying the frequency integral over 𝑏(𝜔) gives us

1√
2𝜋

∫︁ ∞

−∞
𝑑𝜔 𝑏(𝜔) = 𝑏out(𝑡)−

√
𝜅

2
𝑐(𝑡). (A.19)

Combining Eq. A.15 and Eq. A.19, we have the input-output identity

𝑏out(𝑡)− 𝑏in(𝑡) =
√
𝜅𝑐(𝑡). (A.20)

A.2 Single-sided cavity reflection

Now, with the derived input-output formalism, we may apply the typical Jaynes-

Cummings Hamiltonian to the (time-forwarding) Langevin equation and evaluate the

evolution of the cavity ladder operator 𝑐 = 𝑎. The Hamiltonian takes the form

𝐻sys = (𝜔𝑐 − 𝜔)𝑎†𝑎+ (𝜔𝑎 − 𝜔)𝜎𝑧 + 𝑖𝑔(𝜎+𝑎− 𝑎†𝜎−), (A.21)
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where 𝜔𝑐 and 𝜔𝑎 are the cavity resonance and atomic emission frequencies, respec-

tively, and 𝜎𝑧,+,− are the atomic operators.

Using Eq. A.13, the equation of motion for 𝑎 is

𝑎̇ = −𝑖[𝑎,𝐻sys]−
𝜅

2
𝑎−√

𝜅wg𝑎in

= −𝑖 ((𝜔𝑐 − 𝜔)𝑎− 𝑖𝑔𝜎−)−
𝜅

2
𝑎−√

𝜅wg𝑎in

= −
(︁
𝑖(𝜔𝑐 − 𝜔) +

𝜅

2

)︁
𝑎− 𝑔𝜎− −√

𝜅wg𝑎in, (A.22)

where we take the convention of setting ℏ = 1. Note that the coupling rate of the

cavity to the input/output channel (e.g. waveguide) is labeled as 𝜅wg ∝ 𝑄𝑐 (see

Sec. 2.1.3), as opposed to the cavity’s total decay rate 𝜅 ∝ 𝑄𝑒.

Similarly, we derive the equation of motion for 𝜎−,

𝜎̇− = −𝑖[𝜎−, 𝐻sys]−
𝛾

2
𝜎−

= −𝑖 ((𝜔𝑎 − 𝜔)[𝜎−, 𝜎𝑧] + 𝑖𝑔[𝜎−, 𝜎+]𝑎)−
𝛾

2
𝜎−

= −𝑖(𝜔𝑎 − 𝜔)𝜎− + 𝑔𝜎𝑧𝑎−
𝛾

2
𝜎−

= −
(︁
𝑖(𝜔𝑎 − 𝜔) +

𝛾

2

)︁
𝜎− + 𝑔𝜎𝑧𝑎, (A.23)

where 𝛾/2 = 𝛾‖/2 + 𝛾* is the total atomic decay rate, composed of the spontaneous

emission rate 𝛾‖/2 and pure dephasing 𝛾*. Note that Γ and 𝛾 used in Chapter 2

equate 𝛾 and 𝛾‖, respectively.

In the following, we adapt the semi-classical treatment and assume the evolution

of the single photon interacting with the cavity can be described by the steady-state

solution of the operators, i.e. when ⟨𝑎̇⟩ = ⟨𝜎̇−⟩ = 0. The equations of motion for 𝑎

and 𝜎− are then

0 = −𝛼⟨𝑎⟩ − 𝑔⟨𝜎−⟩ −
√
𝜅wg⟨𝑎in⟩, (A.24)

0 = −𝛽⟨𝜎−⟩+ 𝑔⟨𝜎𝑧𝑎⟩, (A.25)
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where we define 𝛼 = 𝑖(𝜔𝑐 − 𝜔) + 𝜅/2 and 𝛽 = 𝑖(𝜔𝑎 − 𝜔) + 𝛾/2.

In the weak excitation regime, also known as the linear regime in which the atom

is not driven to saturation, we can assume ⟨𝜎𝑧𝑎⟩ ≈ −⟨𝑎⟩. From the above equations,

we can derive an expression for ⟨𝑎⟩ in terms of ⟨𝑎in⟩,

⟨𝑎⟩ = −
√
𝜅wg

𝛼− 𝑔2

𝛽

⟨𝑎in⟩. (A.26)

Recall we have the input-output relation

𝑎out − 𝑎in =
√
𝜅wg𝑎 (A.27)

⇒ ⟨𝑎out⟩ = ⟨𝑎in⟩+
√
𝜅wg⟨𝑎⟩

= ⟨𝑎in⟩ −
𝜅wg

𝛼− 𝑔2

𝛽

⟨𝑎in⟩ (A.28)

Finally, we have the cavity reflection coefficient for a single-sided cavity defined

as

𝑟(𝜔) =
⟨𝑎out⟩
⟨𝑎in⟩

= 1− 𝜅wg

𝛼− 𝑔2

𝛽

= 1− 𝜅wg

𝑖(𝜔𝑐 − 𝜔) + 𝜅
2
− 𝑔2

𝑖(𝜔𝑎−𝜔)+ 𝛾
2

(A.29)
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Appendix B

PEPSI: details about tunable 𝐻

attenuator and alternative PDR

designs

This appendix includes more details about the tunable 𝐻 attenuator for balancing

losses in the PEPSI protocol explained in Chapter 3. It also covers an alternative

PDR design based on air holes as opposed to corrugation shown in Section 3.2.

B.1 Tunable 𝐻 attenuator

To balance losses controllably, we propose adding a tunable 𝐻 attenuator before the

PDR. Figure B-1 shows the implementations with both free-space optics and photon-

ics components. Figure B-1(a) illustrates using a beam displacer to separate out the

𝐻 and 𝑉 polarization modes and attenuating only the 𝐻 component with a contin-

uous variable optical filter. The two paths are subsequently recombined by a second

beam displacer. Above, we denote the transmission efficiency of 𝐻 passing through

the tunable attenuator as 𝜂𝐻 . Despite the use of free-space optics, the two polar-

ization modes are still effectively co-propagating, thereby maintaining the relative

phase stability. Similarly, Figure B-1(b) presents an analogous setup in a photonics

platform, in which a polarization splitter diverts the 𝐻 mode and a Mach-Zehnder
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(a)

(b)

𝑯

𝑽

BD1 BD2

CVA

𝑯

𝑽

MZI

Figure B-1: Implementations of the tunable 𝐻 attenuator with (a) free-space optics
and (b) photonics components. (a) A beam displacer (BD1) first separates out the two
polarization modes, and a subsequent continuous variable attenuator (CVA) reduces
the amount of 𝐻 light passing through to optimally balance losses. A second beam
displacer (BD2) then recombines the two paths. (b) Analogously, in a photonics
platform, a polarization splitter diverts the 𝐻 polarization mode to a Mach-Zehnder
interferometer (MZI), which controllably attenuates the 𝐻 transmission efficiency.

interferometer controls the amount of 𝐻 (𝜂𝐻) that recombines with the 𝑉 mode.

B.2 Alternative PDR design based on hole-y PhC

In addition to the alligator geometry, we also explored a PhC mirror comprising

a straight waveguide and air holes shown in Figure B-2(a). The transfer fidelity

is maximized at unity when the periodicity 𝑎 = 226 nm, the air hole radius 𝑟 =

0.173𝑎, and the waveguide width 𝑊 = 1.06𝑎. While this alternative design is more

feasible in fabrication than the alligator PDR, the hole-y PDR suffers from fabrication

intolerance. Figure B-2(b) indicates that the transfer fidelity worsens drastically as

the air hole radius deviates only by a few nanometers, well within the margin of

fabrication errors. For example, an increase in 𝑟 by 2 nm from 𝑟 = 39 nm to 𝑟 = 41 nm

lowers the fidelity to 97.3%.
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Figure B-2: (a) A PDR consisting of a straight waveguide with air holes. The geom-
etry is defined by the periodicity 𝑎 = 226 nm, the air hole radius 𝑟 = 0.173𝑎, and the
waveguide width 𝑊 = 1.06𝑎. Scale bar is 1 um. (b) The state transfer fidelity as a
function of 𝑟 and 𝑊 . The fidelity is maximized when 𝑟 = 39 nm and 𝑊 = 240 nm.
(c) The corresponding 𝐻 attenuation factors to optimize fidelity. At the optimal
point, 𝜂𝐻 = 0.71.
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Appendix C

Targeted focused ion-beam

implantation

Alternative to blanket implantation with or without mask apertures, we have also

pursued targeted focused ion-beam (FIB) implantation in collaboration with Sandia

National Laboratory. Devices shown in Ref. [50] are fabricated on such a diamond

sample FIB-implanted with Si and Ge ions. We note that the sample undergoing

diamond fabrication shown in Section 4.2 does not have targeted FIB implanted SnV

centers, as the FIB metal alloy [161] tip for Sn was not ready at the time of sample

preparation. Our recent work with investigation of Sn isotopes [112], however, is

implanted with the newly developed Sn metal alloy sources. For future experiments

involving emitter-cavity systems requiring accurate spatial alignment, targeted im-

plantation via FIB may be a more suitable approach.

Below, we provide a brief overview of of the design and fabrication of alignment

markers essential for FIB implantation used in Ref. [50].

C.1 QR + alignment markers

The markers we employ consist of two types: QR codes and FIB alignment markers.

The former define a global coordinate system that we may use to navigate across the

sample for automated spectroscopy, as detailed in Ref. [162, 163], while the latter is
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used for aligning the FIB implantation spots to the desired locations.

(a) (b)

QR codes

FIB alignment 
markers

40um

Figure C-1: (a) A 200 𝜇m by 200 𝜇m cell containing both QR codes (pink) and FIB
alignment markers (purple). The QR codes are separated by 40 𝜇m. (b) An optical
microscope image of a prepared EG diamond’s surface with defined QR codes and
FIB alignment markers, each etched 1 𝜇m into the diamond and covered with a 50 nm
thick gold layer. Scale bar is 100 𝜇m.

Figure C-1(a) shows a 200 𝜇m by 200 𝜇m “cell” tessellating across an EG diamond

surface. The FIB alignment markers (purple) include square doublets (5 𝜇m by 5 𝜇m

in size) in each of the four corners, and four additional backup square alignment

markers in between. Interspersed throughout each cell are individual QR codes [162]

(pink) with 40 𝜇m pitch, defining the 𝑥, 𝑦 coordinates that may be used to localized

the implanted defect centers after FIB implantation and perform automated spec-

troscopy [163].

C.2 HF liftoff

To prepare a diamond EG sample for targeted FIB implantation, we first perform

the same surface preparation and etching steps detailed in Section 4.2, specifically

up to Step (i). However, instead of submerging it in HF to remove the nitride mask,

we first deposit a 50 nm thick gold layer via electron beam evaporation across the

surface, then subsequently perform liftoff in HF. This ensures the etched markers are
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also covered in gold to improve imaging contrast, crucial to accurate FIB alignment

especially on insulating materials such as diamond. Figure C-1(b) shows an optical

microscope image of a prepared sample surface.
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Appendix D

qRAM operations

This appendix details operations critical for implementing a qRAM based on spin-

photon networks.

D.0.1 Quantum routing

In the routing mode, the MZI in Figure 6-3(c) is tuned to operate as a 50:50 beam

splitter whose unitary matrix is denoted as 𝐵. Let 𝑎, 𝑏 be the annihilation operators

for the top and bottom spatial modes such that 𝑎† |0⟩𝑎 |0⟩𝑏 = |1⟩𝑎 |0⟩𝑏 represents one

photon present in the top waveguide and no photon in the bottom waveguide. The

MZI provides the unitary transformation on the operators,

𝐵𝑎𝐵† =
1√
2
(𝑎+ 𝑖𝑏), 𝐵𝑏𝐵† =

1√
2
(𝑏+ 𝑖𝑎). (D.1)

Assuming input from strictly the top waveguide, our initial state is |𝜑0⟩ = |1⟩𝑎 |0⟩𝑏 =

𝑎† |0⟩𝑎 |0⟩𝑏. After passing through the MZI, the state becomes

|𝜑1⟩ = 𝐵 |𝜑0⟩ = 𝐵𝑎† |0⟩𝑎 |0⟩𝑏 = 𝐵𝑎†𝐵†𝐵 |0⟩𝑎 |0⟩𝑏

=
1√
2
(𝑎† − 𝑖𝑏†) |0⟩𝑎 |0⟩𝑏 . (D.2)

We can denote the unitary transformation of the atom-coupled cavity system (in

conjunction with the resonator) as 𝑃𝑎𝑃 † = 𝑎𝑒𝑖𝜑. Note that it is only acting on the
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top waveguide and has no effect on 𝑏. As a result, the photonic qubit after reflection

off the mirror and the cavity system becomes

|𝜑2⟩ = 𝑃 |𝜑1⟩ =
1√
2
(𝑃𝑎† − 𝑖𝑏†)𝑃 †𝑃 |0⟩𝑎 |0⟩𝑏

=
1√
2
(𝑒𝑖𝜑𝑎† − 𝑖𝑏†) |0⟩𝑎 |0⟩𝑏 . (D.3)

Lastly, the photon returns to and interacts with the MZI once again, with the

state

|𝜑3⟩ = 𝐵† |𝜑2⟩ =
1√
2
𝐵†(𝑒𝑖𝜑𝑎† − 𝑖𝑏†)𝐵𝐵† |0⟩𝑎 |0⟩𝑏

=
1

2

(︀
𝑒𝑖𝜑(𝑎† + 𝑖𝑏†)− 𝑖(𝑏† + 𝑖𝑎†)

)︀
|0⟩𝑎 |0⟩𝑏

= 𝑒𝑖𝜑/2
[︂(︂

𝑒𝑖𝜑/2 + 𝑒−𝑖𝜑/2

2

)︂
𝑎†

+𝑖

(︂
𝑒𝑖𝜑/2 − 𝑒−𝑖𝜑/2

2

)︂
𝑏†
]︂
|0⟩𝑎 |0⟩𝑏

= 𝑒𝑖𝜑/2
[︂
cos

(︂
𝜑

2

)︂
|1⟩𝑎 |0⟩𝑏 − sin

(︂
𝜑

2

)︂
|0⟩𝑎 |1⟩𝑏

]︂
. (D.4)

In summary, the photon exiting the MZI output 𝑎 (Figure 6-3(c)) has a con-

stant 𝜋 phase shift upon reflection off the mirror, whereas one exiting the MZI

output 𝑏 has a spin-dependent {0, 𝜋} phase shift. Together, the MZI-cavity-spin

system functions as a spin-dependent router, mapping (𝛼 |↓⟩ + 𝛽 |↑⟩) ⊗ |0⟩𝑎 |0⟩𝑏 to

𝛼 |↓⟩ |1⟩𝑎 |0⟩𝑏 + 𝛽 |↑⟩ |0⟩𝑎 |1⟩𝑏.

D.1 Quantum state transfer: photon-to-spin

The procedure described here is similar to the polarization encoding case spelled out

in Section 2-4, but instead in frequency-encoded qubits. The atom is first initialized

in a superposition of the two ground states: |𝜓𝐴⟩ = (|↓⟩+|↑⟩)/
√
2. With the incoming

frequency-encoded photonic qubit, |𝜓𝑃 ⟩ = 𝛼 |𝜔0⟩ + 𝛽 |𝜔1⟩, the joint (un-normalized)
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photon-atom state is

|𝜓⟩ = |𝜓𝑃 ⟩ ⊗ |𝜓𝐴⟩ = (𝛼 |𝜔0⟩+ 𝛽 |𝜔1⟩)(|↓⟩+ |↑⟩). (D.5)

The add-drop filter resonantly couples to only the 𝜔0 component that then re-

flects off a mirror, acquiring 𝜋 phase shift regardless of the atomic state. On the

other hand, the 𝜔1 component interacts with the atom-cavity system and acquires a

spin-dependence phase shift. After the CZ operation, the photon and the atom are

entangled in a state

|𝜓⟩ = −𝛼 |𝜔0, ↓⟩ − 𝛼 |𝜔0, ↑⟩ − 𝛽 |𝜔1, ↓⟩+ 𝛽 |𝜔1, ↑⟩ . (D.6)

The returning photon then goes through a frequency beam splitter that performs

a Hadamard gate. After which, the two frequency components are routed to different

photon detectors, resulting in the state

|𝜓⟩ = −𝛼(|𝜔0⟩+ |𝜔1⟩)(|↓⟩+ |↑⟩)− 𝛽(|𝜔0⟩ − |𝜔1⟩)(|↓⟩ − |↑⟩)

= |𝜔0⟩ ⊗ [−(𝛼 + 𝛽) |↓⟩ − (𝛼− 𝛽) |↑⟩] + |𝜔1⟩ ⊗ [−(𝛼− 𝛽) |↓⟩ − (𝛼 + 𝛽) |↑⟩] .

(D.7)

Upon heralding, the atom undergoes another Hadamard gate to complete quantum

teleportation. The joint state becomes

|𝜓⟩ = |𝜔0⟩ ⊗ [−(𝛼 + 𝛽)(|↓⟩+ |↑⟩)− (𝛼− 𝛽)(|↓⟩ − |↑⟩)]

+ |𝜔1⟩ ⊗ [−(𝛼− 𝛽)(|↓⟩+ |↑⟩)− (𝛼 + 𝛽)(|↓⟩ − |↑⟩)]

= − |𝜔0⟩ ⊗ (𝛼 |↓⟩+ 𝛽 |↑⟩) + |𝜔1⟩ ⊗ (−𝛼 |↓⟩+ 𝛽 |↑⟩). (D.8)

The end result is

|𝜓⟩ = 𝛼 |↓⟩+ 𝛽 |↑⟩ if 𝜔0 is detected

or 𝛼 |↓⟩ − 𝛽 |↑⟩ if 𝜔1 is detected
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neglecting global phase. Note that an additional Pauli-𝑍 operation is needed if 𝜔1 is

detected.

Now, let us consider an imperfectly over-coupled single-sided cavity with waveguide-

cavity coupling 𝜅wg/𝜅 < 1. We denote 𝑟off and 𝑟on as the off- and on-resonance cavity

reflections, and 𝑟𝑚 as the mirror reflection. Assuming the interferometric couplers

are lossless in the add-drop filter, the photon-atom entangled state is then

|𝜓⟩ = 𝛼𝑟𝑚 |𝜔0, ↓⟩+ 𝛼𝑟𝑚 |𝜔0, ↑⟩+ 𝛽𝑟off |𝜔1, ↓⟩+ 𝛽𝑟on |𝜔1, ↑⟩ (D.9)

After the Hadamard on the photon, the state evolves to

|𝜓⟩ = 𝛼𝑟𝑚(|𝜔0⟩+ |𝜔1⟩)(|↓⟩+ |↑⟩) + 𝛽(|𝜔0⟩ − |𝜔1⟩)(𝑟off |↓⟩+ 𝑟on |↑⟩)

= |𝜔0⟩ ⊗ [(𝛼𝑟𝑚 + 𝛽𝑟off) |↓⟩+ (𝛼𝑟𝑚 + 𝛽𝑟on) |↑⟩]

+ |𝜔1⟩ ⊗ [(𝛼𝑟𝑚 − 𝛽𝑟off) |↓⟩+ (𝛼𝑟𝑚 − 𝛽𝑟on) |↑⟩] . (D.10)

The additional Hadamard on the atom would yield

|𝜓⟩ = |𝜔0⟩ ⊗ [(𝛼𝑟𝑚 + 𝛽𝑟off)(|↓⟩+ |↑⟩) + (𝛼𝑟𝑚 + 𝛽𝑟on)(|↓⟩ − |↑⟩)]

+ |𝜔1⟩ ⊗ [(𝛼𝑟𝑚 − 𝛽𝑟off)(|↓⟩+ |↑⟩) + (𝛼𝑟𝑚 − 𝛽𝑟on)(|↓⟩ − |↑⟩)]

= |𝜔0⟩ ⊗ [(2𝛼𝑟𝑚 + 𝛽(𝑟on + 𝑟off)) |↓⟩+ 𝛽(−𝑟on + 𝑟off) |↑⟩]

+ |𝜔1⟩ ⊗ [(2𝛼𝑟𝑚 − 𝛽(𝑟on + 𝑟off)) |↓⟩+ 𝛽(𝑟on − 𝑟off) |↑⟩] . (D.11)

If the register qubit is |𝜓𝑃 ⟩ = (|↓⟩ + |↑⟩)/
√
2 such that 𝛼 = 𝛽 = 1/

√
2 and we

assume |𝑟𝑚| = 1, detection on the 𝜔0 port would herald the state

|𝜓⟩ = (2 + 𝑟on + 𝑟off) |↓⟩+ (−𝑟on + 𝑟off) |↑⟩ . (D.12)

Since sgn(𝑟on) = 1 and sgn(𝑟off) = −1, we see that |𝜓⟩ ⇒ |↓⟩ + |↑⟩ requires

|𝑟on| = |𝑟off|, which hints at the need to “balance” these two reflections. Eq. 2.17

dictates that 𝑟on ∝ 𝜅wg(𝐶 − 1)/(𝐶 + 1) while 𝑟off ∝ 𝜅wg/𝜅 such that only a suitable

regime of {𝑔, 𝛾, 𝜅, 𝜅wg} would maximize the quantum state transfer fidelity as shown
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in Figure 6-6.

D.2 Quantum state transfer: spin-to-photon

Once the bus qubit retrieves the data from the memory layer, we must extract the

address out of the qRAM to obtain the correlated output state
∑︀

𝑗 𝛼𝑗 |𝑗⟩𝑎 |𝐷𝑗⟩𝑏. By

sending additional photons, we can perform quantum state transfer that maps the spin

qubits onto the photonic qubits. Similar to the heralding procedure for transferring

the photonic states to spin qubits, the spins must undergo projective measurements

to complete the spin-to-photon mapping. While it is feasible to perform single shot

readout on one spin, it is experimentally difficult to simultaneously perform projective

measurements on multiple spins within one layer. The issue can be circumvented by

introducing an ancillary photon that is entangled with the spins for each layer, and

heralding on such photon equates to performing projective readout on the spin qubits.

After data retrieval, the spin holds the routing state |𝜓𝐴⟩ = 𝛼 |↓⟩ + 𝛽 |↑⟩. The

incoming photon initialized in the superposition state (un-normalized) |𝜓𝑃1⟩ = |𝜔0⟩1+

|𝜔1⟩1 interacts with the cavity, producing the output state

|Ψ⟩ = −𝛼 |𝜔0⟩1 |↓⟩ − 𝛼 |𝜔1⟩1 |↓⟩ − 𝛽 |𝜔0⟩1 |↓⟩+ 𝛽 |𝜔1⟩1 |↑⟩

= −𝛼(|𝜔0⟩1 + |𝜔1⟩1) |↓⟩ − 𝛽(|𝜔0⟩1 − |𝜔1⟩1) |↑⟩ . (D.13)

After a Hadamard operation on the spin qubit, the entangled state becomes

|Ψ⟩ = −𝛼(|𝜔0⟩1 + |𝜔1⟩1)(|↓⟩+ |↑⟩)− 𝛽(|𝜔0⟩1 − |𝜔1⟩1)(|↓⟩ − |↑⟩). (D.14)

A subsequent Hadamard operation (via the frequency beam splitter) on the photon

yields

|Ψ⟩ = −𝛼 |𝜔0⟩1 (|↓⟩+ |↑⟩)− 𝛽 |𝜔1⟩1 (|↓⟩ − |↑⟩)

= − |↓⟩ ⊗ (𝛼 |𝜔0⟩1 + 𝛽 |𝜔1⟩1)− |↑⟩ ⊗ (𝛼 |𝜔0⟩1 − 𝛽 |𝜔1⟩1). (D.15)
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We then send a subsequent photon |Ψ𝑃2⟩ = |𝜔0⟩2 + |𝜔1⟩2 that will entangle with

the spin qubit for performing the projective measurement. Similarly, the composite

state undergoes a CZ operation upon cavity reflection, resulting in

|Ψ⟩ = |↓⟩ (|𝜔0⟩2 + |𝜔1⟩2)(𝛼 |𝜔0⟩1 + 𝛽 |𝜔1⟩1)

+ |↑⟩ (|𝜔0⟩2 − |𝜔1⟩2)(𝛼 |𝜔0⟩1 − 𝛽 |𝜔1⟩1) (D.16)

Another Hadamard operation on the second photon would produce an entangled

state

|Ψ⟩ = |↓⟩ |𝜔0⟩2 (𝛼 |𝜔0⟩1 + 𝛽 |𝜔1⟩1) + |↑⟩ |𝜔1⟩2 (𝛼 |𝜔0⟩1 − 𝛽 |𝜔1⟩1). (D.17)

As a result, any projection on the frequency-encoded photon is a projective mea-

surement on the spin as well. If |𝜔0⟩2 is detected, the effective projection onto |↓⟩

results in the transferred state onto the first photon. Instead, if |𝜔1⟩2 is detected, an

additional 𝜋-pulse would be applied to the first photon to construct 𝛼 |𝜔0⟩1+𝛽 |𝜔1⟩1.

Imperfections in the cavity system would be treated in the same fashion as the pre-

vious section by taking account non-unity reflections: 𝑟on, 𝑟off, 𝑟𝑚.

D.3 Teleportation scheme

Essential to the setup of the teleportation scheme is to create a GHZ state for each

layer prior to quantum teleportation. Below, we break down its creation process

into 3 critical steps: photon-assisted Bell state creation, Bell state swap between

nuclear (memory) and electron (broker) spins, and GHZ state creation by joining

adjacent pairs. After which, we explain how a Bell state measurement can be made

on two remotely entangled spins via the photon-assisted cavity interaction. Lastly,

we provide an example of how teleportation enables transferring addresses onto the

qRAM.
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D.3.1 Photon-assisted Bell state creation

In order to create a Bell state between neighboring matter qubits, a photon is sent to

reflect off each cavity consecutively. Importantly, the node is in the “setting” mode

such that reflection off the cavity system generates a CZ gate. Here, we provide an

example of how a photon interacting with two cavities aids construction of a Bell

state between the two spin qubits. We begin with the photonic and the spin qubits

prepared in the |+⟩ state such that composite state is

|𝜓⟩ = (|𝜔0⟩+ |𝜔1⟩) (|↓⟩1 + |↑⟩1) (|↓⟩2 + |↑⟩2) , (D.18)

where the subscripts 1 and 2 denote different spins.

After the photon reflects off the first spin qubit coupled to the cavity, the state

becomes an entangled state

|𝜓⟩ = − [(|𝜔0⟩+ |𝜔1⟩) |↓⟩1 + (|𝜔0⟩ − |𝜔1⟩) |↑⟩1] (|↓⟩2 + |↑⟩2)

= − [(|𝜔0⟩ |↓⟩2 + |𝜔1⟩ |↓⟩2 + |𝜔0⟩ |↑⟩2 + |𝜔1⟩ |↑⟩2) |↓⟩1

+ (|𝜔0⟩ |↓⟩2 − |𝜔1⟩ |↓⟩2 + |𝜔0⟩ |↑⟩2 − |𝜔1⟩ |↑⟩2) |↑⟩1] . (D.19)

Upon reflecting off the second cavity system, it produces the state

|𝜓⟩ = [((|𝜔0⟩+ |𝜔1⟩) |↓⟩2 + (|𝜔0⟩ − |𝜔1⟩) |↑⟩2) |↓⟩1

+ ((|𝜔0⟩ − |𝜔1⟩) |↓⟩2 + (|𝜔0⟩+ |𝜔1⟩) |↑⟩2) |↑⟩1] . (D.20)

A Hadamard operation on the photon leads to the final state

|𝜓⟩ = |𝜔0⟩ (|↓↓⟩+ |↑↑⟩) + |𝜔1⟩ (|↓↑⟩+ |↑↓⟩) . (D.21)

If the 𝜔0 detection port clicks, the Bell state |Φ+⟩ = |↓↓⟩ + |↑↑⟩ is heralded. On the

other hand, if the 𝜔1 port registers a click, the Bell state |Ψ+⟩ = |↓↑⟩+ |↑↓⟩ is created.

An Pauli 𝑋 gate can be applied to the second spin qubit to transform |Ψ+⟩ to |Φ+⟩.
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Multiple pairs of adjacent tree nodes can simultaneously undergo the aforemen-

tioned evolution to create Bell states. Then, the entangled spin qubit pairs can be

linked by the same procedure. As opposed to having a single photon reflecting off

all the nodes across each layer to create a GHZ-like state, a process that inevitably

suffers from exponentially decaying success probability, the pairwise creation protocol

described here is much more efficient.

D.3.2 Bell state swap between electron and nuclear spins

Electron Nuclear CNOT
𝑒𝐿

𝑛𝐿 𝑛𝑅

𝑒𝑅
𝑋!" 𝑋!#

(a)

𝑛1 𝑛2 𝑛3 𝑛4

𝑒𝐿 𝑒𝑅
𝑍!"

𝑍!#

(b)

QC qRAM

|𝑘$⟩

|𝑘%⟩
⊗

BSM

(c)

Figure D-1: Operations to: (a) swap a Bell state between a pair of entangled electron
spins and a pair of nuclear spins; (b) entangle two pairs of Bell states to form a 4-qubit
GHZ state in the nuclear spins. (c) A 2-level qRAM is first entangled with a remote
QC. Local BSMs in the QC complete quantum teleportation of the query addresses
onto the binary tree. The memory layer is not shown in the schematic for simplicity.

Figure D-1(a) shows two electron spins 𝑒𝐿 and 𝑒𝑅 entangled in a Bell state:

|00⟩𝑒 + |11⟩𝑒. Let the nuclear spins initialized in the ground state |0⟩𝑛𝐿/𝑛𝑅. A CNOT

operation where 𝑒𝐿 acts as the control and 𝑛𝐿 as the target yields an effective GHZ

state: |0⟩𝑛𝐿 |00⟩𝑒 + |1⟩𝑛𝐿 |11⟩𝑒. Then, an 𝑋 measurement on 𝑒𝐿 disentangles the

electron spin from the GHZ state, leaving the final state |𝜓⟩

|𝜓⟩ = (⟨0| ± ⟨1|)𝑒𝐿 (|0⟩𝑛𝐿 |00⟩𝑒 + |1⟩𝑛𝐿 |11⟩𝑒)

= |0⟩𝑛𝐿 |0⟩𝑒𝑅 ± |1⟩𝑛𝐿 |1⟩𝑒𝑅 . (D.22)
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Similarly, a CNOT operation between 𝑒𝑅 and 𝑛𝑅 produces |0⟩𝑛𝐿 |0⟩𝑒𝑅 |0⟩𝑛𝑅 ±

|1⟩𝑛𝐿 |1⟩𝑒𝑅 |1⟩𝑛𝑅. A subsequent𝑋 measurement on 𝑒𝑅 then leaves a Bell state between

the nuclear spins, in the form of

|𝜓⟩ = (⟨0| ± ⟨1|)𝑒𝑅 (|0⟩𝑒𝑅 |00⟩𝑛 ± |1⟩𝑒𝑅 |11⟩𝑛) = |00⟩𝑛 ± |11⟩𝑛 . (D.23)

D.3.3 GHZ state creation

Now, we assume two adjacent pairs of nuclear spins, {𝑛1, 𝑛2} and {𝑛3, 𝑛4} are entan-

gled in a Bell state, as shown in Figure D-1(b). 𝑛2 and 𝑛3’s corresponding electron

spins are also entangled in a Bell state via a photon-assisted interaction. We first con-

sider the composite state including 𝑛1, 𝑛2, 𝑒𝐿, 𝑒𝑅 after a CNOT operation between

𝑛2 and 𝑒𝐿, in which 𝑛2 is the control and 𝑒𝐿 is the target. It takes the form

|𝜓⟩ = |00⟩𝑛 |00⟩𝑒 + |00⟩𝑛 |11⟩𝑒 + |11⟩𝑛 |10⟩𝑒 + |11⟩𝑛 |01⟩𝑒

= (|00⟩𝑛 |0⟩𝑒𝑅 + |11⟩𝑛 |1⟩𝑒𝑅) |0⟩𝑒𝐿 + (|00⟩𝑛 |1⟩𝑒𝑅 + |11⟩𝑛 |0⟩𝑒𝑅) |1⟩𝑒𝐿 , (D.24)

where |𝑖𝑗⟩𝑒 = |𝑖⟩𝑒𝐿 |𝑗⟩𝑒𝑅. A subsequent 𝑍 measurement on 𝑒𝐿 followed by a condi-

tional Pauli transformation on 𝑒𝑅 yields a GHZ state: |00⟩𝑛 |0⟩𝑒𝑅 + |11⟩ |1⟩𝑒𝑅.

Then, similarly, a CNOT operation between 𝑛3 and 𝑒𝑅 followed by a 𝑍 mea-

surement on 𝑒𝑅 yields the final GHZ state (conditional Pauli transformation on the

nuclear spins)

|𝜓⟩ = |0000⟩𝑛 + |1111⟩𝑛 . (D.25)

D.3.4 Teleportation

We present here an example of mapping 2-register addresses
∑︀

𝑗 𝛼𝑗 |𝑘1,𝑗𝑘2,𝑗⟩ onto a

2-level binary tree. Suppose the query addresses compose the superposition state,

𝛼 |00⟩+ 𝛽 |01⟩+ 𝛾 |10⟩+ 𝛿 |11⟩, where each register represents the state of the corre-

sponding node at each tree level. We consider the formalism that the atomic state |0⟩

routes the subsequent qubit to the left branch, and |1⟩ to the right. For an instance,
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the address |01⟩ means the root (level 1) node is in the state |0⟩ and the left node of

level 2 is in the state of |1⟩.

Each layer in the qRAM is initialized as a GHZ state, e.g.
(︀
|0̃⟩+ |1̃⟩

)︀
/
√
2 where

|̃𝑖⟩ = |𝑖𝑖...𝑖⟩. Importantly, the first register of each GHZ state belongs to an ancillary

qubit in the QC, as shown in Figure D-1.

The un-normalized composite state would then be

|Ψ⟩ = (𝛼 |00⟩+ 𝛽 |01⟩+ 𝛾 |10⟩+ 𝛿 |11⟩)⊗ (|00⟩+ |11⟩)1(|000⟩+ |111⟩)2, (D.26)

where the subscripts 1 and 2 denote the layer number.

The state can be re-written as

|Ψ⟩ = 𝛼
[︀
(|Φ+⟩+ |Φ−⟩) |0⟩+ (|Ψ+⟩+ |Ψ−⟩) |1⟩

]︀
1
⊗
[︀
(|Φ+⟩+ |Φ−⟩) |00⟩+ (|Ψ+⟩+ |Ψ−⟩) |11⟩

]︀
2

+ 𝛽
[︀
(|Φ+⟩+ |Φ−⟩) |0⟩+ (|Ψ+⟩+ |Ψ−⟩) |1⟩

]︀
1
⊗
[︀
(|Ψ+⟩ − |Ψ−⟩) |00⟩+ (|Φ+⟩ − |Φ−⟩) |11⟩

]︀
2

+ 𝛾
[︀
(|Ψ+⟩ − |Ψ−⟩) |0⟩+ (|Φ+⟩ − |Φ−⟩) |1⟩

]︀
1
⊗
[︀
(|Φ+⟩+ |Φ−⟩) |00⟩+ (|Ψ+⟩+ |Ψ−⟩) |11⟩

]︀
2

+ 𝛿
[︀
(|Ψ+⟩ − |Ψ−⟩) |0⟩+ (|Φ+⟩ − |Φ−⟩) |1⟩

]︀
1
⊗
[︀
(|Ψ+⟩ − |Ψ−⟩) |00⟩+ (|Φ+⟩ − |Φ−⟩) |11⟩

]︀
2

= |Φ+⟩1 |Φ
+⟩2 (𝛼 |0⟩1 |00⟩2 + 𝛽 |0⟩1 |11⟩2 𝛾 |1⟩1 |00⟩2 + 𝛿 |1⟩1 |11⟩2) + ... (D.27)

Bell state measurements for each layer would then project the composite state into

one of the 16 possible combinations. Followed by conditional Pauli transformations,

the query addresses are finally teleported onto the binary tree.
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