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Abstract

This thesis explores housing dynamics in the context of shocks and understanding its
impact on the housing sector, the well-being of communities, and the development of
its citizens. It investigates the localized effect of extreme weather events on commu-
nities and individuals, the repercussions of the COVID-19 pandemic-induced eviction
moratoria expiration on public health, and the influence of house flipping practices on
neighborhood stability and housing affordability. This study sheds light on the critical
role of housing stability in overall quality of life and societal progress, highlighting the
pressing need for informed decision-making and policy formulation in the face of evolv-
ing challenges. The findings present implications for public health, climate resilience,
neighborhood stability, and housing outcomes, contributing to the existing knowledge
and paving the way for comprehensive housing systems that foster individual and soci-
etal well-being and prosperity.

Thesis Supervisor: Professor Mariana C Arcaya, Sc.D.
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Chapter I

Introduction

Housing is fundamental to human well-being, closely connected to various social, eco-

nomic, and health outcomes. Access to safe, stable, and affordable housing is not only

a basic human need but also a key determinant of overall quality of life. Beyond provid-

ing shelter, housing is pivotal in shaping individual opportunities, community cohesion,

and societal progress. It serves as a platform for personal and family development, en-

abling individuals to thrive, pursue education, and engage in productive employment.

Moreover, housing forms the bedrock of vibrant and resilient communities, fostering

social interactions, promoting social cohesion, and contributing to the overall fabric of

society.

However, the relationship between housing and societal outcomes can be complex. We

live in a world of constant, abrupt, and intense non-linear changes—or shocks—that

pose challenges to housing dynamics and community well-being. Earth’s climate is

changing faster than at any point in the history of modern civilization (USGCRP, 2018),

increasing the probability of someone experiencing an extreme weather event. Rising

temperatures, changing precipitation patterns, and increased frequency and intensity

of natural disasters have significant implications for housing resilience and adaptability.

Tornadoes, hurricanes, floods, and wildfires can cause widespread destruction, displac-
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ing individuals and disrupting communities. Understanding the localized impacts of

these events on housing markets, economic activity, educational outcomes, and social

dynamics is crucial for effective disaster management, resilience planning, and equitable

recovery.

Furthermore, recent events and emerging health trends have brought the importance

of housing to the forefront, underscoring the urgent need to understand the dynamics

at play. The COVID-19 pandemic, for instance, has highlighted the critical importance

of secure housing in promoting public health. As individuals and families faced job

losses, financial strains, and heightened vulnerability, the significance of stable housing

became starkly apparent. To protect individuals from losing their homes and mitigate

the potential for further virus spread, eviction moratoria were enacted by local, state,

and federal governments. Examining the implications of lifting these moratoria can

provide valuable insights into the associations between housing instability and public

health outcomes. Understanding these shocks and the potential policies to mitigate

and adapt to them will become more valuable as recent estimates suggest an increase

in the likelihood of experiencing another one-in-a-lifetime epidemic in the coming years

(Marani et al., 2021).

Moreover, the rise of certain housing market practices, such as house flipping, has

raised concerns about the equitable distribution of resources, neighborhood stability,

and housing affordability. House flipping, characterized by the purchase of housing by

an investor who attempts to profit from buying low and selling high rather than for

occupation, can contribute to rapidly changing neighborhoods, often leading to gen-

trification, displacement, and affordability challenges. Exploring the mechanisms and

effects of house flipping in specific contexts provides insights into the potential harms

and benefits associated with this practice. It could also inform policy interventions to

foster inclusive and sustainable housing markets.

Considering the interconnected nature of these housing-related challenges, it becomes
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clear that a comprehensive understanding of the implications of housing dynamics is

essential. By examining the social, economic, and health outcomes associated with

housing instability, extreme weather events, and housing market practices, this disser-

tation seeks to contribute to the existing body of knowledge and provide fresh insights

for informed decision-making and policy formulation. The findings of this research have

important implications for public health, climate resilience, neighborhood stability, and

equitable housing outcomes. By addressing these challenges, policymakers, researchers,

and communities can work together to create housing systems that support the well-

being and prosperity of individuals and societies as a whole.

This thesis begins by exploring the effects of localized climate shocks on places and

people. It continues by analyzing how the eviction moratoria expiration in 2020 affected

the COVID-19 infection risk and spread. Finally, it investigates the housing practice

of house flipping within rapidly changing neighborhoods in the Greater Boston Area.

The following is a summary of each chapter.

I The Effects of Localized Climate Shocks on Places and People

Extreme weather events, known as climate shocks, are increasingly frequent and severe,

impacting economic and social development. My first chapter focuses on tornadoes as

a specific type of climate shock and examines their heterogeneous impacts on people

and places. By leveraging the exogenous direction and width of tornado paths in the

United States between 1996 and 2019, the longitudinal effects on various aspects, in-

cluding the real estate sector, local governments, school outcomes, household behavior,

and business activity, are analyzed through a generalized difference-in-differences event

study estimator.

The results demonstrate that tornadoes lead to a sustained decrease in property values

in affected regions, accompanied by an increase in foreclosures and a decline in investor
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interest. Suburban areas experience a continuous downward price adjustment, while the

central business district exhibits more variation. Recovery funds and tornado intensity

have no significant impact on property prices. Tornadoes also lead to a permanent

decrease in the tax base of localities, reduced school test scores, immediate displacement

of people, and a decline in the percentage of small businesses.

Additionally, tornadoes generate spillover effects on adjacent areas. The findings con-

tribute to the understanding of the economic and social implications of climate shocks

and highlight the need for targeted policies to minimize post-disaster inequalities and

promote resilience.

II Eviction Moratoria Expiration and COVID-19 Infection Risk

The second chapter focuses on understanding whether lifting a state-level eviction mora-

torium impacted the risk of individuals being diagnosed with COVID-19. Here, we use

a cohort of 509,694 individuals living in the United States and a difference-in-differences

survival analysis. The findings reveal that residents in states that decided to lift evic-

tion moratoria were at an increased risk of receiving a diagnosis of COVID-19. The

increased risk becomes more pronounced 12 weeks post the ending of the eviction mora-

torium when compared to residents in states where the eviction moratoria were kept in

place.

As time progressed, the impact strengthened, pointing to a potential cumulative effect.

This increase over time was particularly pronounced among individuals with a higher

number of comorbidities and those belonging to lower socioeconomic status groups.

These findings suggest that eviction-led housing insecurity could potentially be a sig-

nificant contributing factor to the exacerbation of the COVID-19 pandemic. This am-

plification may be due to the resultant increase in population mobility, the disruption

of social distancing efforts, and the forced congregation of evicted individuals in shared
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or public spaces, all of which are well-established risk factors for the transmission of

COVID-19.

Future policy measures to mitigate the spread of health shocks should consider housing

stability as a key element, particularly in communities with a higher prevalence of

comorbidities and lower socioeconomic resources. The results of this research contribute

to a broader understanding of how socioeconomic factors interplay in the context of a

global health shock and provide evidence for policymakers to make informed decisions.

III House Flipping Within Rapidly Changing Neighborhoods

The rise of house flipping, the practice of buying a property with the intention of quickly

renovating and reselling it for a profit, has taken the real estate market by storm, with

investors and speculators alike seeking to turn a quick profit. However, as the practice

gains popularity, concerns about its impact on rapidly changing neighborhoods have

emerged.

This chapter delves into the mechanisms and effects of house flipping in such neighbor-

hoods in the Greater Boston area, employing a mixed-methods approach that incorpo-

rates various data sources and analytical techniques, including digitized scans of HOLC

maps, transaction records from the state of Massachusetts, and a PAR collaboration

with the Healthy Neighborhoods Research Consortium (HNS). I find that a signifi-

cant proportion of affordable housing sales (23%) were flipped between 2008 and 2021

compared to only 7% of expensive housing sales, flipped properties generated higher

financial gains on average than non-flipped sales, and homes that were later flipped

were more likely to be bought by investors and more likely to be bought with cash.

Furthermore, properties within neighborhoods that faced historical disinvestment are

12.2% more likely to be flipped than those not in these areas.

Through a partnership with resident researchers of the HNS consortium, we identified
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the biggest harms and benefits of house flipping hot spots within their neighborhoods

and the potential policies targeted to increasing access to information, supporting home

repairs, revising zoning laws, creating cooperative and land trusts with limited-equity

covenants, and providing financial assistance to first-time homebuyers to prepare neigh-

borhoods better to house flipping.

IRB Approvals

Each chapter of my dissertation received approval from MIT’s Committee On the Use

of Humans as Experimental Subjects (COUHES). Chapter 1 went through a compre-

hensive review with approval number #2110000488. Chapter 2 also went through a

comprehensive review with approval number E-3391. Finally, Chapter 3 underwent a

comprehensive review with approval number #2302000888.
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Chapter II

The Effects of Localized Climate

Shocks on Places and People
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I Introduction

Extreme weather events, i.e., climate shocks, are becoming more frequent, severe, and

expensive, placing them at the forefront of economic and social development. They af-

fect society’s macroeconomic structures, such as the real estate market, local and state

government finances, and the insurance industry, while also impacting an individual’s

well-being, behavior, preferences for living locations, and business development. Natu-

ral disasters, including tornadoes which are the focus of this study, test the flexibility

and resilience of economic and political institutions. They pose the question of how an

area or a neighborhood will recover, regain its ability to mobilize resources and move

from a situation of lesser wealth to greater wealth. How a place rebuilds (or not) re-

flects an area’s economic outlook and social composition, and it shows how politics and

policy succeed and fail in protecting the most vulnerable populations.

Given that climate shocks are predicted to intensify and affect new regions in the

coming decades (Stott, 2016), it remains crucial to identify the heterogeneous impacts

of these events on people, businesses, and places and to understand what conditions and

policies maximize (or not) resiliency. This chapter leverages thousands of local quasi-

natural experiments (i.e., tornadoes) to understand how people and places respond to

climate shocks and how they recover from them. It focuses on answering (a) what

are the impacts of an extreme geographic local-random weather event on a geographic

area’s built environment? (b) what are the impacts of extreme geographic local-random

weather events on the well-being of its residents and the prosperity of its businesses?

(c) what are the spillovers of local climate shocks on adjacent locations? and (d) what

could policymakers and local governments do and shouldn’t do to minimize post-disaster

inequalities, foster resilience, and reduce ex-ante vulnerability?

To shed light on these questions, I leverage the exogenous direction and width of tornado

paths in the United States between 1996 and 2019 to understand the longitudinal impact
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of an unpredictable natural hazard on places and people. I use rich granular data and

Sun and Abraham (2021)’s generalized difference-in-differences event study estimator to

quantify the impacts of local climate shocks on the real-estate sector, local governments,

school outcomes, households, and businesses behavior.

I have the following set of results. First, following a tornado, properties in the regions

affected by it sell at a discounted price relative to those barely touched by it. This effect

persists for several years with increasing sales price discounts as time passes, suggesting

a post-disaster no-recovery growth path. Second, the decrease in sale prices following a

tornado coincides with an increase in the supply of listings, an increase in the number of

properties foreclosed, and a decrease in the probability that an investor buys a property

within the affected regions. Third, properties affected in the suburbs experience a

continuous down-permanent adjustment in their sale prices after a tornado occurs,

whereas those within the central business district experience considerable variation in

their adjustment. In contrast, those in rural areas do not suffer a decline in prices,

suggesting that tornadoes act as a risk adjustment to investors and homebuyers within

the city. Fourth, neither allowing affected regions to access recovery funds released by

a FEMA presidential declaration nor the intensity of a tornado affects the behavior of

property sale prices within the affected regions. Fifth, following a tornado, localities

experience an abrupt and permanent tax base decrease, affecting the amount of property

taxes collected per property. Sixth, I find evidence that math, reading, and language

test scores for grades 3 to 8 decreased for affected school districts following a tornado.

Seventh, I find that tornadoes tend to displace people almost immediately. Eighth,

following a tornado, there is an abrupt reduction in the percentage of small businesses

within the affected regions. Ninth, tornadoes not only affect areas directly impacted

by them, but they also generate spillover effects on adjacent ones.

This chapter builds on and contributes to the following pieces of literature. First, the

literature on the economics of natural disasters remains inconclusive on the causal effects
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of environmental shocks on long-run economic growth. The four hypotheses shown

in Figure II-1 have been proposed to describe the potential trajectories an economy

follows after a climate shock (Hsiang and Jina, 2014).“Creative destruction” argues

that disasters stimulate economies to grow faster because demand for goods and services

rises as populations replace lost capital, inflowing international aid promotes growth,

or environmental disruption fosters innovation (Skidmore and Toya, 2002). “Build back

better” argues that while growth may suffer initially due to lost lives and productive

capital, replacing lost assets with modern units has a positive net effect on long-run

growth (Crespo Cuaresma, Hlouskova and Obersteiner, 2008; Hallegatte and Dumas,

2009). “Recovery to trend” argues that growth will slow but eventually return to its

pre-disaster level. This happens because when capital and labor become scarce after

a disaster, the marginal product of capital rises, encouraging people and capital to

relocate to places where these scarcities exist. Strobl (2011) is an example of this. “No

recovery” theory says climate shocks restrict growth by destroying productive capital

or durable consumer goods (such as real estate), which are then replaced with capital

that would otherwise go to productive investments. Because of the intensity of the

immediate negative effect, no recovery occurs (Field et al., 2012).
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Figure II-1: Potential GDP Growth Trajectories following a Climate Shock

Note: Figure replicated from Hsiang and Jina (2014).

In this context, recent work still finds puzzling results without a definite conclusion of

which trajectory happens under which circumstances, primarily due to empirical chal-

lenges related to omitted variables bias and endogenous disaster location (Field et al.,

2012; Hsiang and Jina, 2014). Given a recent call to conduct “more research on the long-

term impacts of natural disasters (Botzen, Deschenes and Sanders, 2019),” my chapter

contributes to this literature by exploiting a spatially and temporally unpredictable

climate shock alongside granular data, which aids in solving endogeneity issues.

Second, the majority of disaster-related research has focused on national economic in-

dicators (e.g., (Botzen, Deschenes and Sanders, 2019)) or aggregated spatial units, such

as counties or block groups (e.g., Boustan et al. (2020); Raker (2020). The limitations

in a data aggregation approach do not allow exploring the differential effects of climate

shocks on places and people based on individual-level socioeconomic and house-level

characteristics. This may lead to the risk of committing an ecological fallacy, especially

when attempting to extrapolate aggregate results to individual circumstances. Given

a set of ex-ante local and individual conditions, the effect and the recovery from an
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extreme weather event can differ between individuals and geographic areas. For exam-

ple, economically advantaged populations move out after hurricanes and leave socially

vulnerable groups stuck in place (Logan, Issar and Xu, 2016). In contrast, the im-

pact on the built and business environment after the same disaster might invigorate

(and change) or depress local economies (Akao and Sakamoto, 2018). Understanding

whether extreme weather events are particularly dangerous for people and local geogra-

phies that have experienced high levels of social vulnerability or economic decline could

help inform how post-recovery interventions could be deployed with an equity focus.

Furthermore, by not following individual units across time, we cannot understand the

impact of individuals staying in place or migrating to other destinations.

Third, my research takes advantage of an unpredictable extreme weather event, i.e., a

tornado, at the spatial and time level, which allows me to deal with spatial endogeneity,

sorting, and boundary issues within the disaster-related research literature (Fussell,

Sastry and VanLandingham, 2010; Heckman and Smith, 1999; Raker, 2020). A key

issue with identifying the variation in the impact and recovery from disasters is the

idea that vulnerable populations tend to move into climate-vulnerable locations, making

it challenging to isolate the direct effects of the natural disaster from the impact on

living in a place where a disaster occurred (Arcaya, Raker and Waters, 2020). Given

a tornado’s unpredictability, individuals and potential home buyers cannot sort into

places less likely to experience a tornado or leave places that will experience it. My

research design allows for isolating the direct effects of the natural disaster from the

impact on living in a place where a disaster occurred.

This chapter is organized in the following way. Section I describes the data, method-

ology, and empirical strategy. Section II presents the results for the real estate sector,

local tax collection, school outcomes, household location, and business creation. Section

IV discusses and concludes.
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II Data and Empirical Strategy

This paper combines data from several sources to understand the impact of local shocks

on the real estate sector, local tax collection, school outcomes, household location, and

business creation through a generalized difference-in-differences event study estimator

(Sun and Abraham, 2021).

II.I Data

The data sets used in this paper come from multiple sources: (a) tornado widths and

paths provided by NOAA’s Severe Weather GIS database, (b) multiple listing services,

property transactions, and tax records from CoreLogic and Redfin, (c) household and

business data from Axle, (d) school outcomes from Stanford’s Educational Opportunity

Project, and (e) FEMA’s Presidential Disaster Declaration Database.

Tornadoes

Tornado polygons come from NOAA’s Severe Weather GIS database containing tornado

occurrences between 1996 and 2019.1 Each tornado polygon contains (1) year, month,

day, and time of occurrence; (2) Fujita-scale (0, 1, 2, 3, 4, or 5)2; (3) number of

injuries and fatalities; (4) estimated property loss (in millions of dollars); (5) starting

latitude/longitude and ending latitude/longitude; (6) length of the tornado in miles;

and (7) width of the tornado in yards.

1NOAA’s database began in 1950; however, I decided to use 1996 as a starting point given the
introduction of the Doppler radar at the end of the 1980s, which considerably increased tornado
spotting relative to previous years. Thus, reducing Type II errors at the expense of longitudinal
quality. Furthermore, prior to 1996, NOAA’s damage categorization was not available across events.

2Enhanced Fujita-scale after January 2007.
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Real-Estate: Property Transactions, Multiple Listing Service, and Tax Records

Real-estate information comes from three sources. First, arm’s length property sale

transactions originated from county records and were extracted by Redfin from CoreL-

ogic. Each transaction contains a unique property and transaction identifiers, sale date,

sale price (in USD dollars), the type of buyer3, and geographic and basic characteristics

of the property, among other variables. Second, multiple listing service data comes from

Redfin and covers those regions where the brokerage operates.4. Each listing contains

unique listing and property identifiers, sale date, sale price, listing added and end date,

listing price, number of bedrooms, year built of the property, approximate square feet of

the property, number of bedrooms, whether the listing is new construction, geographic

characteristics of the property, among other variables. Third, a yearly property tax

history information between 2006 and 2020. Each data point represents fiscal year tax

information for each available property. Each data point contains the yearly taxable

land value, improvement values, and taxes due for each property over time.

FEMA’s Presidential Disaster Declaration

Upon the request of a state’s governor, the President of the United States can issue a

major disaster declaration, which releases federal funds from FEMA in the aftermath of

an extreme weather event (Raker, 2020). The FEMA Presidential Disaster Declaration

Database is a centralized repository for tracking and documenting these declared dis-

asters. Each data point contains a single FEMA Presidential Disaster Declaration with

the type of incident, the type of declaration, the state where the incident occurred, and

the dates when it occurred. For tornado incidences, a presidential disaster declaration

can span multiple days. For these cases, every tornado occurring within the temporal

and spatial time frame was considered part of a Presidential Disaster Declaration.

3Either an Institutional, Investor, or Home buyer
4For a full list of Redfin’s market access, see the following link.
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School Outcomes

School data comes from Stanford’s Educational Opportunity Project from 2009 to 2018

at the geographic school district level in the United States. The data contains yearly

geographic school district achievement estimates, long by grade-year-subject. Its esti-

mates are scaled relative to national student-level grade- and subject-specific test-score

distributions. It contains a measurement of how school cohorts perform across time.

Households and Businesses Panels

Household and business data come from Data Axle, formerly Infogroup, Historical

Business, and Historical Residential files. The Historical Business data is a year-end

calendar snapshot of local business data between 1997 and 2020 in the United States. It

contains longitudinal business IDs, location information, latitude and longitude infor-

mation of the business, industry codes, corporation hierarchy information, employment

variables, sales, and year established, among other variables. The Historical Residential

file contains a year-end snapshot of publicly available household information between

2006 and 2020. It has information such as longitudinal household IDs, location infor-

mation, latitude, and longitude information of the household, residential length, real

estate property characteristics of the home the household resides in, characteristics of

the head of household, number of children in the household, renter or owner status,

and estimated values of the household, such as household wealth, income, and property

values, among others.
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II.II Empirical Strategy

Treatment Assignment

Tornadoes with positive property damage and width were chosen from NOAA’s Severe

Weather GIS database, representing 49.5% of all spotted tornadoes since 1996.5 This

approach diverges from previous studies focusing on the social and market consequences

of extreme weather events. Including tornadoes with lower property damages or shorter

paths allows me to evaluate whether smaller but more common hazards may influence

dynamics (Howell and Elliott, 2019).

Within the raw database, each tornado path is presented as a line. I used a tornado’s

width as its buffer area to convert each path to a polygon. This new polygon represents

the treatment area in my empirical analyses. The control region begins at the border

of the treatment area, and its length is one kilometer. Relative to previous analyses

estimating the impact of natural disasters on places and people, my research uses precise

latitude and longitude coordinates of each unit of analysis to merge it with the treatment

and control areas.6 Figure II-2 provides an example of the treatment (in black) and

control (in yellow) catchment zones of several tornadoes within a specific geographic

zone. As one can notice, each tornado has a unique treatment and control area, allowing

it to conduct within tornado analyses. In Subsection III.II, I present four other ways

to identify treatment and control areas that test for spillover effects and more detailed

impact zones.

5The year cut-off was chosen to consider the introduction of the Doppler radar at the end of the
1980s, which considerably increased tornado spotting relative to previous years. After 1996, NOAA’s
database also provides consistent property loss estimates across time. The positive cut-off allows the
understanding of local-random shocks on people and places.

6Previous studies assign entire census tracts or counties to treated units, even though the natural
disaster barely touched those areas. This strategy produces the following biases. First, the unit of
analysis does not correspond with the locations in which the observation units are damaged, creating
Type I and II errors. Second, it assumes that every unit within the chosen area is equally affected by
natural disasters. Third, it severely amplifies the effect of small natural events by making them appear
as if they affect large spaces.
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Fi g u r e I I- 2: E x a m pl e of  Tr e at m e nt a n d  C o ntr ol  C at c h m e nt  Ar e as of a  T or n a d o  P at h

Tr e at m e nt  =  Bl a c k,  C o nt r ol  =  Yell o w

S p a ti al  M e r g e

I d o t h e f oll o wi n g t o assi g n e a c h r e al- est at e pr o p ert y, h o us e h ol d, a n d b usi n ess t o a

u ni q u e tr e at m e nt ar e a.  F or r e al est at e i nf or m ati o n, I us e d e a c h pr o p ert y’s l atit u d e

a n d l o n git u d e at a n y p oi nt i n ti m e t o s p ati all y  m er g e it t o a tr e at m e nt or c o ntr ol

p ol y g o n.  F or e a c h h o us e h ol d a n d b usi n ess, I us e d t h e h o us e h ol d’s or b usi n ess’s l atit u d e

a n d l o n git u d e at t h e ti m e of t h e t or n a d o o c c urr e n c e t o s p ati all y  m er g e e a c h d at a p oi nt

t o a t or n a d o tr e at m e nt or c o ntr ol p ol y g o n.  Aft er g etti n g t h e s u bs et of pr o p erti es,

h o us e h ol ds, a n d b usi n ess es  wit hi n a c o ntr ol or tr e at m e nt ar e a, I cr e at e d a p a n el of e a c h

o bs er v ati o n t hr o u g h ti m e.  F or s c h o ol distri cts, I f oll o w a n e m piri c al str at e g y si mil ar t o

pr e vi o us st u di es,  w h er e a s c h o ol distri ct is c o nsi d er e d tr e at e d if a t or n a d o g o es t hr o u g h

it.

T a r g e t  E s ti m a n d

I s e e k t o i d e ntif y t h e a v er a g e tr e at m e nt o n t h e tr e at e d ( A T T) at a n y of t h e p ost-

tr e at m e nt ti m e p oi nts, f or c o h ort, g , at e v e nt ti m e, e ≡ t − g ,  w hi c h is d e fi n e d as:

A T T g, e ≡ E Y 1
i,t+ e (g ) − Y 0

i,t+ e (g ) | A = 1 , Gi = g (II. 1)
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Where [ ] represents the expected value and ( ) ( ) are the potential

outcomes of outcome, , at event time, , for individual, , when the treatment,

, was first administered. Note that ATT identifies the average treatment effect on

the treated cohort, , at event time, . I am interested in the ATT across

treated cohorts for a given event time, i.e., ATT , which I obtain as the weighted mean

of each ATT :

ATT ATT Where:
1 =

1 =
(II.2)

Where, 1 = , represents the number of individuals in the cohort, , whereas,

1 = , is the number of individuals that received treatment at least at one

point in time.

Estimator

To estimate the impact of localized climate shocks, i.e., tornadoes, on places and peo-

ple, I use Sun and Abraham (2021)’s generalized difference-in-differences event study

estimator. This strategy has as a unit of observation the property listing, property

tax collection, school district, individual, or business during different periods, and the

estimator takes the following empirical form for each yearly cohort:

= + + + + + + (II.3)

Where represents an outcome of interest for observation, , located in the catchment

area, , during the period, . = 1 Cohort = is an event study dummy

that is 1 if the unit is, , periods away from the treatment and 0 otherwise. Period

= 1 is the baseline. and are the lowest and highest number of leads and lags
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surrounding the treatment period, respectively. is the total number of cohorts; in

this analysis, I use the year a tornado hit a catchment area as the cohort. are

characteristics of unit, , in catchment area, , during period, . , , and are

years, tornado, and property fixed-effects, respectively. are the residuals. Standard

errors are clustered at the tornado level. To go from to , I use the weight, ,

previously defined for event time, .

The causal identifying assumption is that outcomes in areas impacted by the tornado

would have continued along the same trajectory without exposure within catchment

areas. To formally test this assumption, I conduct a joint test of the null hypothesis:

= = = 0.

III Results

III.I Descriptive Statistics of Tornadoes

Tornado instances frequently occur in the United States. From 1996 to 2019, there were

21 174 tornadoes with positive property damage passing through residential property.

On average, there were 882 instances per year (max: 1 384, min: 620) and 74 per month

(max: 180, min: 28). The months of May (180), April (146), and June (121) had, on

average, the highest number of tornadoes per month, while January (37), February

(35), and December (28) had the lowest. In these tornado instances, there were, on

average, 1 2 (min: 0, max: 1 500) and 0 8 (min: 0, max: 158) injuries and deaths, in

that order. Finally, a tornado’s average length and width were 6 1 kilometers and 139

meters, respectively.

As seen in Figure II-3, the spatial distribution of tornadoes across US states from

1996 to 2019 shows varying occurrence levels across states. A concentration of tornado

activity is observed in the central part of the country, also known as Tornado Alley,
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encompassing states such as Texas, Oklahoma, Kansas, Nebraska, and Iowa. Addi-

tionally, states in the Southeast, such as Alabama, Mississippi, Tennessee, and Florida,

exhibited high tornado occurrences between 1996 and 2019.

Figure II-3: Cumulative Number of Tornadoes by State between 1996 and 2019

III.II Real-Estate Sector

Pre-Trends Analysis

The real estate sector analysis presented here is based on 1,996,930 listings, which en-

compass both treated and control areas. Tables A.1 and A.2 in the Appendix provide

estimates of the average difference in selected outcomes before a tornado occurred be-

tween treatment and control areas. I found no statistically significant differences in sale

prices, property size, year built, bathroom count, walk score, transit score, and bike

score between treatment and control areas before a tornado. This result suggests that

treated and control areas followed similar trends before the tornado occurred, provid-

ing evidence for the parallel trends assumption. As additional evidence for the parallel
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trends assumption, Figure II-4 provides estimates of the pre-tornado (i.e., from to

2) ’s of equation II.3. Here, I cannot reject the null hypothesis of a joint test of

coefficients = = = 0 (p-value = 0 61).

Average Treatment Effects

Using estimator II.3, I find evidence that properties within the tornado path (i.e., the

treated regions) sell at a discounted price relative to the ones surrounding them (i.e.,

the controlled regions) during the aftermath of the event. Figure II-4 shows that two

years after a tornado occurs, a property within the affected region sells for $8 055 less

(p-value = 0 025) relative to properties within control regions.

As the years passed, this discount kept increasing, reaching almost a sale price of

$23 412 (p-value = 0 002) less during year eight. In this analysis, I can reject the

leveling of the coefficients post-treatment with a p-value of 0 01. This result provides

evidence of a “no recovery” growth trajectory in which a tornado affects the real-estate

sector in the short and long term.

Figure II-4: Impact of a Tornado on Sale Prices,
by Years Since a Tornado Occurs

Years since Occurrence, US Dollars ($1,000)
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On average, it takes 4 3 years (s.d. = 2 1) for a property to be sold after a tornado

occurs. This explains why the coefficients of Figure II-4 become statistically significant

until the third year. Figure II-5 orders the event time study as the transaction number

within a property relative to the tornado occurrence. I find similar results to the ones

from the previous analysis. On average, the first transaction after a tornado occurs is

sold for $9 837 (p-value = 0 008) relative to control properties within a tornado area,

whereas the fourth transaction is sold for $30 347 (p-value 0 001)

Figure II-5: Impact of a Tornado on Sale Prices,
by Transactions Since a Tornado Occurs

Number of Transactions since Occurrence, US Dollars ($1,000)

The decrease in sale prices presented above coincides with changes in the demand and

supply of housing within catchment areas. First, the composition of buyers within

catchment areas changed after a tornado occurrence. As seen in Figure II-6 (a), the

probability that an institutional investor bought a property declines. On average, two

years after a tornado occurs, an affected property has approximately 1% (p-value

= 0 045) lower probability of being purchased by an institutional investor. As time

passes, this effect keeps declining, reaching almost 2% (p-value = 0 001) after six

years. This effect happens despite an increase in the role of institutional investors since
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the 80s within these catchment areas. Figure A.1 in the Appendix shows that in 2021,

the probability of a housing transaction being bought by an institutional investor grew

by 15 3%, relative to the year 1986.

Second, the percentage of bank-owned property transactions that were foreclosed and

repossessed increases steeply years after a tornado occurs in affected areas (see Figure

II-6 (b)). Seven years after a tornado occurs, the probability that a bank sold a housing

transaction is 1% higher in affected areas, reaching almost 2 5% nine years after.

Figure II-6: Impact of a Tornado on the Probability a Property was
Bought by an Institutional Investor and Sold by a Bank

(a) Bought by an Institutional Investor (b) Sold by a Bank

Third, potentially helping explain the decrease in sale prices previously shown, I found

that the affected regions have a higher rate of listings (Figure II-7 (a)) relative to control

regions. The coefficients begin to be statistically significant in year number four (IRR

= 1 15, p-value = 032) and reach a maximum in year number nine (IRR = 1 40, p-

value 001). In other words, the ratio of new listings within a catchment area between

affected and not affected areas broadened since the tornado occurred.

Finally, the time a property stays on the market remains the same between affected and

non-affected areas. As shown in Figure II-7 (b), the difference in the number of days a

listing stays on the market before being sold is not statistically different between areas

impacted by a tornado and those that are not.
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Figure II-7: Impact of a Tornado on the Number of Listings and Days on the Market

(a) Number of Listings (b) Days on the Market

FEMA Presidential Disaster Declarations and Dosage Effects. FEMA Presidential Dis-

aster Declarations may play a vital role in accelerating the recovery of areas affected by

disasters. With access to FEMA funds released because of a Presidential Declaration,

areas impacted by a tornado may have the opportunity to bounce back more swiftly

compared to those without such resources. To explore the effect of these declarations

on the subsequent recovery of an impacted region, I multiply in estimator II.3 by

a dummy variable, taking a value of one if the tornado received a Presidential Disaster

Declaration and zero otherwise. The evidence presented in Figure A.2 in the Appendix

indicates that there is no statistically significant difference in sale prices of listings be-

tween areas that received FEMA funding from a Presidential Disaster Declaration and

areas that did not receive such funding.

I also explore the dosage effects of a tornado on the local real estate market.7 I employ a

similar empirical approach as in the FEMA’s Disaster Declaration analysis, but in this

case, I use a categorical variable to capture the impact of each tornado’s magnitude.

To incorporate this factor, I multiply in estimator II.3 by a categorical variable

representing the intensity level of the tornado according to the Fujita-Scale. As seen

7Dosage effects, in the context of studying the impacts of climate shocks, refer to the relationship
between the severity or magnitude of a climate shocks and its subsequent impacts. These impacts can
vary depending on the dosage or intensity of the disaster, which can be measured by factors such as
the scale, magnitude, duration, and frequency of the climate shock.
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in Figures A.3 (a) to (d), the analysis shows that there is no statistically significant

difference between the magnitude of each tornado and the behavior of sale prices of

local real estate within the affected regions, providing evidence against the dosage

effect hypothesis.

Spatial Effects

To understand whether the spatial distribution of economic or demographic units medi-

ates the impact of a tornado, Figure II-8 presents estimates of the impact of a tornado

on sale prices, stratified by the distance of the property to the closest central business

district (CBD). The effects of a tornado on properties happen primarily outside of the

central business district (Figure II-8 (b)). Properties affected by a tornado located

within 4 kilometers of the central business district have a negative impact but quickly

go to sale prices before the tornado occurs (Figure II-8 (a)). In contrast, properties

outside the central business district do not have a sale penalty after a tornado, suggest-

ing that these properties are sold at the price of the land in these locations (Figure II-8

(c)).

Figure II-8: Impact of a tornado on sale prices, by distance to the nearest CBD

US Dollars ($1,000)

(a) 4 km (b) 4 km and 18 km
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(c) 18 km

Spillover and Direct Effects

Tornadoes can generate spillover effects outside the boundaries of the directly affected

regions. For example, the destruction caused by these climate shocks may not only

result in the loss of housing within the directly affected areas but also could trigger

a decrease in property values in nearby regions, as the perception of increased risk

and lower desirability of the region could potentially reduce demand for housing. Ad-

ditionally, tornado-damaged properties may experience significant value depreciation,

indirectly impacting surrounding areas. Potential buyers may be hesitant to pay higher

prices for homes with a higher risk of tornadoes or a history of severe damage that might

indirectly affect insurance costs. Moreover, the disruption of infrastructure, including

utilities and transportation networks, can impede housing availability and accessibility,

creating a negative premium for adjacent regions. Furthermore, decreased school qual-

ity, amenities, or services resulting from tornado damage can lead to negative spillovers

in neighboring areas.

To test for potential spillovers of tornadoes in nearby regions, I define the treatment

and control areas in the following new ways:

1. Spillover Effects : In this case, treated regions are defined as areas falling within

the width of the tornado path. Conversely, control regions are designated as those
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areas located at a distance equivalent to one tornado width away from the treated

region’s border.

2. Direct Effects : For this scenario, treated regions are those areas encompassed

within 80% of the tornado path width.8. Control regions, as used consistently

throughout this study, include all areas except for those control regions identified

as spillover areas under the spillover effects scenario.

3. Spillover + Direct Effects : Here, treated regions include areas that fall within the

treated regions defined under the direct effects scenario, as well as the spillover

control regions outlined in the spillover effects scenario. The control regions retain

the same definition as in the direct effects scenario.

4. Both Spillover and Direct Effects : Lastly, for this scenario, the treatment has two

arms, which are the same as those previously delineated under the spillover and

direct effects scenarios. The control regions remain identical to those defined in

the direct effects scenario.

In Figure II-9 (a), one notices that tornadoes have spillover effects on adjacent areas,

as the coefficients are not statistically significant from zero; thus, I’m not able to

reject the null hypothesis regarding the difference in sale prices between treated and

spillover areas during the aftermath of a tornado. This suggests that both treated and

spillover regions experience a negative decline in sale prices, indicating that tornadoes

impact not only treated areas but also the surrounding regions.

Moreover, Figure II-9 (b) illustrates the results when refining the control areas by

excluding spillover areas. In this case, the decline in sale prices is even steeper compared

8Tornadoes do not typically follow a strictly linear path creating uncertainty about the center
(or non-circularity) of a tornado path. Their trajectories can be influenced by various environmental
factors, including the movement and structure of the thunderstorm from which they are generated,
the local topography, and other meteorological conditions (Brooks, Doswell III and Kay, 2003). I use
an 80% width to balance uncertainty and a non-linear path when identifying direct hits.

41



to the original analysis. This finding suggests that the initial catchment areas’ intention-

to-treat analysis provided a conservative estimate, serving as a lower bound for the true

effect of tornadoes on the sale prices.

Figure II-9 (c) demonstrates that even when spillover areas are included within the

treatment group, negative effects on sale prices are observed after a tornado affects an

area. This further reinforces the notion that tornadoes have significant adverse impacts

on sale prices in the affected regions, extending to both treated and spillover areas.

Finally, Figure II-9 (d) shows in the same graph the average treatment effect for both

the direct (depicted in red) and spillover (illustrated in blue) treatment groups relative

to the control group. After four years, the point estimates from the direct treatment

arm consistently appear lower than those from the spillover arm. However, one cannot

reject the null hypothesis between each treatment arm.

Figure II-9: Impact of a tornado on sale prices, by Treatment Design

US Dollars ($1,000)

(a) Spillover Effects (b) Direct Effects
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(c) Spillover + Direct Effects (d) Both Spillover and Direct Effects

I find similar results as the ones shown above when exploring the impact of a tornado on

the probability of a property being purchased by an institutional investor (as depicted

in Figures A.4 (a) to (d)), the likelihood of a property being sold by a bank (shown

in Figures A.5 (a) to (d)), the sale prices by distance to the nearest Central Business

District for distances ranging from 4 km to 18 km (illustrated in Figures A.9 (a) to (d)),

and for distances greater than or equal to 18 km (seen in Figures A.10 (a) to (c)), as well

as the tax due per property (highlighted in Figures A.11 (a) to (d)). That is, I found

evidence of spillover effects impacting adjacent areas, with the effects becoming more

pronounced upon excluding spillover areas. Moreover, these negative impacts persist

even when considering spillover areas as part of the treatment.

However, upon further refining the treatment group, I found that the sale prices by

distance to the nearest Central Business District for properties located less than 4

km away (as portrayed in Figure A.8 (b)) are not only statistically significant but

also substantial. Lastly, a comparison of the number of listings between treated and

spillover areas, shown in Figure A.6 (a), revealed a higher count in the former. This

discrepancy in listing numbers might explain the more pronounced decline in sale prices

when spillover areas are excluded from the analysis, as visualized in Figure II-9 (b). The

increased volume of listings in treated areas could induce greater competition among

home sellers, thereby precipitating a steeper plunge in sale prices.
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III.III Property Taxes

Property taxes play a crucial role in financing local communities by providing a stable

source of revenue for essential public services such as schools, infrastructure develop-

ment, and emergency services that could potentially be impacted by a climate shock.

If an area is affected by a natural disaster and market values decrease, tax collection

should decrease since it is linked to a property’s assessed value. At the extreme, if a

property is destroyed, the owner would only need to pay taxes on the value of the land.

A loss in property taxes can severely impact a communities’ well-being and develop-

ment. As previously described, local governments provide services primarily financed

via local taxes. Elementary and secondary education is a far larger share of direct local

government spending among these services. In 2019, 40% of direct local government

spending went to elementary and secondary education (Boddupalli and Rueben, 2021).

To pay for these services, local taxes heavily depend on property taxes. In 2019, 30%

of local’s government total revenue (Boddupalli and Rueben, 2021) and an abrupt de-

crease in tax collection could leave affected localities vulnerable. A persistent decrease

in tax collection can have far-reaching implications for the local development of towns,

potentially resulting in adverse spillover effects on unaffected properties. This negative

feedback loop offers a plausible explanation for the decline of certain areas and a subse-

quent decrease in intergenerational mobility following a localized climate shock. Such a

decline in tax revenues can hinder the necessary investments in critical infrastructure,

public services, and community development, perpetuating a cycle of economic decline

and impeding upward mobility for future generations.

Property Tax Loss. As seen in Figure II-11, I find a permanent and abrupt reduction in

tax collection within affected areas during the aftermath of a tornado. Specifically, on

average, taxes due per property in affected areas drop ( $300) a year after a tornado

occurs. The impact of a tornado on tax collection increases as time passes, and it
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reaches almost an average decrease of $400 (p-value = 002) per property nine years

later.

Figure II-11: Impact of a Tornado on Taxes Due Per Property

US Dollars

III.IV School Outcomes

Tornadoes may have broader impacts beyond the real estate and local tax collection,

such as on the school outcomes of affected regions immediately in the following way.

The aftermath of a tornado could, for example, affect the learning environment, gener-

ate emotional distress, hinder displacement, and decrease school resources and funding.

These challenges could affect the academic performance, the test scores, and the ed-

ucational experience of students. Additionally, negative school outcomes can create a

ripple effect, leading to long-term consequences for students’ educational attainment,

career prospects, and socioeconomic well-being. Lower test scores can impact college

admissions, scholarships, and future employment, perpetuating a cycle of disadvantage

across generations.

As seen in Figures II-12 (a) and (b), there is a decline in math, reading, language,
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a n d art t est s c or es o v er ti m e f or st u d e nts i n gr a d es 3 t o 8  wit hi n t or n a d o- a ff e ct e d

s c h o ol distri cts c o m p ar e d t o t h os e i n distri cts u n a ff e ct e d b y t or n a d o es.  Aft er a t or n a d o

i m p a cts a s c h o ol distri ct, t h e a v er a g e t est s c or es s h o w a st atisti c all y si g ni fi c a nt d e cli n e

o v er ti m e.  O n e y e ar f oll o wi n g t h e t or n a d o, t h er e  w as a n a v er a g e d e cr e as e of -. 0 5 ( p-

v al u e = .0 0 1 ) i n  m at h s c or es a n d -. 0 4 ( p- v al u e = .0 0 1 ) i n r e a di n g, l a n g u a g e, a n d art

s c or es.  T h es e a v er a g e t est s c or es c o nti n u e t o d e cli n e i n s u bs e q u e nt y e ars.  B y t h e si xt h

y e ar,  m at h s c or es ar e, o n a v er a g e, -. 1 5 l o w er i n t or n a d o- a ff e ct e d distri cts t h a n n o n-

a ff e ct e d ar e as,  wit h t h e l ar g est di ff er e n c e o bs er v e d ni n e y e ars l at er,  w h er e s c or es ar e

-. 2 6 l o w er.  R e a di n g, l a n g u a g e, a n d art t est s c or es e x p eri e n c e d a si g ni fi c a nt d e cli n e i n

t or n a d o- a ff e ct e d s c h o ol distri cts.  T h es e s c or es  w er e f o u n d t o b e, o n a v er a g e, -. 1 5 l o w er,

r e a c hi n g t h eir l o w est p oi nt of -. 1 9 aft er ni n e y e ars.

Fi g u r e I I- 1 2: I m p a ct of a  T or n a d o o n t h e  C h a n g e i n  Test S c or es

( a)  M at h ( b)  R e a di n g,  L a n g u a g e, a n d  Art

N o t e:  E s ti m a t e s i n cl u d e s c h o ol  di s t ri c t a r e a, c o h o r t, a n d y e a r  fi x e d- e ff e c t s.  Te s t  S c o r e s f o r s t u d e nt s i n g r a d e s 3 - 8.

I I I. V  H o u s e h ol d s a n d  B u si n e s s e s

T h e o c c urr e n c e of a t or n a d o h as t h e p ot e nti al t o c a us e dis pl a c e m e nt a m o n g a ff e ct e d

r esi d e nts, l e a di n g t o t e m p or ar y or e v e n p er m a n e nt r el o c ati o n.  T h e d estr u cti v e n at ur e of

t or n a d o es c a n r e n d er h o m es u ni n h a bit a bl e, n e c essit ati n g t h e e v a c u ati o n or dis pl a c e m e nt

of i n di vi d u als a n d h o us e h ol ds as t h e y s e e k alt er n ati v e h o usi n g arr a n g e m e nts. I n  m y
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analysis, I found that households living within affected areas by a tornado are more

likely to move to new zip codes the year after the extreme weather event occurred.

That is, one year after a tornado occurred, people living within an area impacted by

a tornado have a +8 8% (p-value = 01) higher probability of living in a different zip

code than a year before relative to barely touched regions and the year before a tornado

happened.

I only found a difference in the change in the probability of moving to a new zip code

between treatment and control areas in the first year. This result suggests that affected

households move at a higher rate once, and their change in the probability of moving

remains constant after the first move between people affected and not barely affected

by tornadoes.

Figure II-13: Impact of a Tornado on the Locations of Households

Probability of a Household Living in Different Zip Code relative to year, 1

Localized climate shocks could also affect the local economy by creating physical dam-

age, disruption of operations, and significant financial losses. The impacts could be

larger for small businesses, given their limited resources, lower access to insurance mar-

kets, and less robust contingency plans. I find that the number of small businesses (i.e.,
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businesses with 1 or 2 employees) in areas affected by tornadoes decreased following a

tornado (Figure II-14) and went back to baseline after three years.

Following a tornado, there was a decline in the number of these businesses, with the af-

fected regions experiencing a reduction of -21% (p-value = 0001) relative to the barely

touched regions and the year preceding the tornado. One year after the tornado, these

areas still showed a significant decrease of -8.9% (p-value = 01) in small businesses.

However, the difference between affected and barely affected areas was no longer statis-

tically significant after two years, suggesting a recovery to trend scenario for the local

economy. I didn’t find an impact on businesses with more than 2 employees.

Figure II-14: Impact of a Tornado on the Number of Small Businesses

Change in the Number of Small Businesses

IV Conclusion

In this paper, I show how localized extreme weather events, specifically tornadoes in the

United States between 1996 and 2019, impact various aspects of the affected regions.

By utilizing the exogenous direction and width of tornado paths, I compare the treated

areas (those directly affected) with control areas (the regions on the tornado periphery)

48



to analyze their effects on the housing sector, the fiscal capacity of towns, its school

system, household migration, and the overall economic capacity.

Following a tornado, properties in the affected regions sell at a discounted price relative

to those areas barely touched by it. This effect persists for several years with increasing

sales price discounts as time passes, suggesting a post-disaster no-recovery growth path.

Second, the decrease in sale prices following a tornado coincides with an increase in the

supply of listings, an increase in the number of properties foreclosed, and a decrease

in the probability that an investor buys a property within the affected regions. Third,

properties affected in the suburbs experience a continuous down-permanent adjustment

in their sale prices after a tornado occurs, whereas those within the central business

district experience considerable variation in their adjustment. In contrast, those in rural

areas do not suffer a decline in prices, suggesting that tornadoes act as a risk adjustment

to investors and homebuyers within the city. Fourth, neither allowing affected regions

to access recovery funds released by a FEMA presidential declaration nor the intensity

of a tornado affects the behavior of property sale prices within the affected regions.

Fifth, following a tornado, localities experience an abrupt and permanent tax base

decrease, affecting the amount of property taxes collected per property. Sixth, I find

evidence that math, reading, and language test scores for grades 3 to 8 decreased for

affected school districts. Seventh, I find that tornadoes tend to displace people almost

immediately and abruptly reduce the percentage of small businesses in the affected

regions. Finally, tornadoes not only affect areas directly impacted by them, but they

also generate spillover effects on adjacent areas.

The results of this paper suggest that places impacted by a localized shock have an

immediate adverse impact and, generally, follow a no-recovery path, making it difficult

for people to live in the affected areas and for businesses to operate, which leads to a

decrease in property values and a decline in the demand for real estate in the affected

region. A no-recovery path brings severe problems at the local level since communities
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rely on local taxes to fund public services. Low-income populations rely on public ser-

vices at a higher rate relative to higher-income populations; shocks of this type may

amplify inequality and reduce economic mobility. During the aftermath of localized

shock, inequality plays a key role in the capacity of communities to bounce back. Since

lower-income and marginalized communities are often located in areas that are more

vulnerable to the destructive effects of tornadoes, such as low-lying areas or areas with

older and less sturdy properties, these communities are more likely to experience the

devastating effects of tornadoes or be more likely to experience lasting consequences

of a localized shock. Tornadoes can also exacerbate existing inequalities. For exam-

ple, lower-income and marginalized communities may have less access to resources and

support for recovery, such as financial or housing assistance. This can make it more

difficult for them to rebuild and recover from the disaster, leading to further disparities.

Tornadoes can also have a long-term impact on inequality. The destruction caused by

these storms can disrupt economic activity and lead to a decline in property values,

making it difficult for residents to recover financially. This can perpetuate existing eco-

nomic disparities and make it difficult for lower-income and marginalized communities

to access economic mobility and growth opportunities.

Shock stabilizers or public policies designed to reduce the impacts of non-trivial shocks

should be encouraged and demanded within local populations. Shock stabilizers, in the

form of economic policies and measures designed to help communities recover from the

effects of extreme weather events, could reduce inequality during the aftermath of a

catastrophe. These policies and actions are intended to help cushion the impact of the

disaster on the economy and to provide support to individuals and families who have

been affected. Some examples of shock stabilizers that may be used in the aftermath of

an extreme weather event include (a) unemployment insurance that provides temporary

income support to individuals who have lost their jobs due to the disaster; (b) temporary

housing assistance, which gives temporary housing for individuals and families who the

disaster has displaced; (c) financial assistance that supports individuals and families
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who have suffered losses as a result of the disaster; and (d) public works programs that

provide temporary employment for individuals who have lost their jobs as a result of

the disaster.

Overall, the role of shock stabilizers is to provide support to individuals and families

affected by extreme weather events and to help cushion the impact of the disaster on the

economy. These policies and measures could help communities recover and rebuild after

a disaster. They should be triggered automatically and shouldn’t depend on political

cycles or emergency declarations to be activated. Shock stabilizers could help impacted

areas regain their ability to mobilize resources and move from a situation of lesser

wealth to greater wealth. As expressed in the introduction, how a place rebuilds (or

not) reflects an area’s economic outlook and social composition. This process unveils

the effectiveness, or lack thereof, of political maneuvering and policy implementations

in safeguarding the most vulnerable populations. Introducing shock stabilizers could

provide a significant defensive measure to bolster protection for these vulnerable groups.
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Chapter III

Eviction Moratoria Expiration and

COVID-19 Infection Risk

Joint work with Mariana Arcaya, ScD, MCP and Atheendar Venkataramani, MD, PhD
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I Introduction

On September 4, 2020, the US Centers for Disease Control and Prevention (CDC) en-

acted a national eviction moratorium because “the evictions of tenants could be detri-

mental to public health control measures to slow the spread of the virus that causes

COVID-19” (Centers for Disease Control and Prevention, 2020). The moratorium came

at a time when an estimated 47.0% of individuals in renter-occupied housing were be-

hind on their payments and were likely to leave their homes due to eviction, sequalae

of the United States’ long-standing housing affordability crisis and the COVID-19 pan-

demic’s impact on employment and income (US Census Bureau, 2020b; Benfer et al.,

2021).

A growing body of evidence suggests that eviction activity may be associated with in-

creased COVID-19 infection rates. For example, a study using ecologic data on COVID-

19 infection rates and the timing of state-level eviction bans found that COVID-19 rates

increased after eviction moratoria expired (Leifheit et al., 2020). Other investigations

using simulations have since found that households experienced an increased risk of

infection not just due to personal experiences but also due to spillover from the trans-

mission processes amplified by community evictions (Nande et al., 2021).

However, public health surveillance data limitations do not allow for exploring differ-

ential policy effects based on individual-level health and socioeconomic characteristics.

Understanding whether expiring eviction moratoria are particularly dangerous for peo-

ple and local geographies that have already experienced disproportionate effects of the

pandemic, including individuals with preexisting health problems and low-income com-

munities, could help to inform how nonpharmaceutical interventions are deployed with

an equity focus. For example, shelter-in-place orders, which protect professional class

workers but not essential workers from occupational exposures, likely have different

distributional impacts than eviction moratoria, which we expect to disproportionately
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protect lower-income and rent-burdened populations and places.

We used detailed healthcare claims data from a large database in the United States

to conduct what we believe to be the first individual-level analysis of how eviction

policy affects the hazard of a COVID-19 diagnosis within health and neighborhood-level

socioeconomic strata. We used a difference-in-differences research strategy to compare

changes in the risk of being diagnosed with COVID-19 before and after lifting state-level

eviction moratoria vs. the same changes in states that maintained these moratoria. We

also assessed how associations between eviction moratoria and the risk of COVID-19

diagnosis varied by an individual’s Charlson Comorbidity Index (CCI) score as well

as by zip code-level poverty and rent burden prevalence to test the hypotheses that

(1) individuals with poorer baseline health, as measured by the CCI, will experience

a higher risk of infection after moratoria are allowed to expire because baseline health

status and eviction risk are both socially patterned and (2) individuals in low-income

and rent-burdened communities will be at heightened risk of infection after expiring

moratoria due to higher risk of exposure to eviction-related COVID-19 transmission

driven by local evictions and subsequent

II Data and Empirical Strategy

Our work combines data from the OptumLabs® Data Warehouse (OLDW) coupled

with a novel survival difference-in-differences estimator.

II.I Data

We used deidentified administrative claims data from the OptumLabs® Data Ware-

house (OLDW), which includes medical claims and enrollment records for individuals

with commercial insurance and Medicare Advantage (MA) but does not include those

with Medicare fee-for-service or Medicaid. The database contains health information on
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nearly 200 million enrollees across the United States, representing a diverse mixture of

ages, ethnicities, and geographical regions across the United States (OptumLabs, 2020).

The Massachusetts Institute of Technology Committee on the Use of Humans as Exper-

imental Subjects exempted this study from review and the requirement for informed

consent because it involved private de-identified information. This study adheres to

the Strengthening the Reporting of Observational Studies in Epidemiology (STROBE)

reporting guideline for cohort studies.

Study Population

Our study cohort, organized as an individual-weekly panel (n = 254,847), included all

individuals with commercial insurance and MA who (1) lived in a state in which an evic-

tion moratorium was issued and (2) were diagnosed with COVID-19 during the period

between the week the state first issued its eviction moratorium and the week the CDC

issued the nationwide eviction moratorium (Raifman et al., 2020). Our primary ana-

lytic sample (i.e., balanced sample) also included a control group comprising an equal

number of randomly selected individuals who were not diagnosed with COVID-19 in

the same time period and states. We focused on an analytic sample that contained all

individuals with a COVID-19 diagnosis to increase the statistical power to detect dif-

ferences in the association of the eviction moratorium policy with COVID-19 diagnosis

by stratifying variables.

II.II Empirical Strategy

Outcome, Exposure, and Covariates

Our primary outcome measure was a binary variable that varied by week, indicating

whether the individual was diagnosed for the first time in that week with the Interna-

tional Statistical Classification of Diseases and Related Health Problems, Tenth Revi-
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sion (ICD-10) code U07.1. Our exposure variable enabled an event-time study, with

time centered on the week a state’s court, governor, or legislature lifted its eviction

moratorium for the first time (Raifman et al., 2020).

We included the following covariates: the number of weeks that had passed since the

issuance of a state mask mandate, a stay-at-home or shelter-in-place order, the closure of

schools, the state began lifting business restrictions, and the reopening of movie theaters

(Raifman et al., 2020); weekly county-level COVID-19 cases lagged by two weeks (Dong,

Du and Gardner, 2020); weekly state-level COVID-19 tests lagged by 2 weeks (Dong,

Du and Gardner, 2020); zip code-level poverty rate (US Census Bureau, 2020a); week

and state fixed effects; an individual’s sex, age (centered at 65 years), type of insurance

(commercial or Medicare Advantage), and latest industry of employment; and whether

the individual had a Z code, i.e., a diagnosis of problems related to unemployment

(ICD-10 code, Z56), problems related to housing and economic circumstances (ICD-10

code Z59), or problems related to bereavement (ICD-10 code, Z64.4) before 2020. We

included an individual’s CCI score as a baseline measure of global comorbidity before

the pandemic and the study period began (Quan et al., 2011). We used an individual’s

available claims history from 2017 to 2020 to obtain a continuous positive index that

we stratified into four categories (0,1,2, or 3).

Event-time Cox hazards model design

To study the association between lifting the eviction moratorium on the hazard of be-

ing diagnosed with COVID-19 in a given week, we used a Cox regression model with

time-dependent covariates in an event-time type specification (Venkataramani et al.,

2020; Clotfelter et al., 2008). This approach models the weekly probability of being di-

agnosed with COVID-19 at a given period conditional on having been observed without

a positive diagnosis previously, where the treatment is defined as lifting the eviction

moratorium and treated individuals are compared with individuals living in states that
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had not yet lifted their moratoria.

This study used the time from when individuals entered the study until either a COVID-

19 diagnosis or the end of the study period, just like in a classic Cox analysis. Unlike

a standard Cox model, however, we also used information on time since the treatment

occurred (i.e., since the eviction moratorium was lifted) for the treated individuals.

This method allows us to understand whether the association between expiring evic-

tion moratoria and a COVID-19 diagnosis changed over time, which is useful when

studying events that develop exponentially, such as epidemics, while also relaxing the

proportional hazards assumption.

Specifically, we fitted the following model using partial likelihood :

𝜆(𝑡 Z(𝑡)) = 𝜆 (𝑡) exp 𝛽 Z(𝑡) (III.1)

𝜆 (𝑡 Z(𝑡)) = 𝜆 (𝑡) exp 𝛽 (𝐷 𝑇 ) + ϒ𝑋 +Ψ𝑀 + 𝑆 + 𝛿 + 𝑢

(III.2)

The dependent variable ( Z( )) denotes the probability that an individual, ,

living in state, , during week is diagnosed with COVID-19. is a binary variable

for the treatment group, i.e., those states that implemented an eviction moratorium

but lifted it. is a binary variable that equals 1 for those treated states during

the week, , relative to the week when the state lifted its moratorium. The exposure

variable is bottom coded before week 15 and top-coded after week 12, implying that

dynamics wear off after these points. This decision follows prior literature to avoid

difficulties interpreting results due to sample size imbalances created by differences in

the timing of lifting the moratoriums. X is a vector of time-varying covariates (i.e.,

non-pharmaceutical interventions and COVID-19 cases and tests), while M is a vector

of time-invariant covariates (i.e., sex, age, type of insurance, work-industry, CCI, and
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z-codes diagnoses). are state-fixed effects that adjust for potential confounding from

time-invariant state-level factors or baseline differences in socioeconomic characteristics,

while are weekly fixed effects that adjust for nationwide secular trends in the outcome.

is a vector of residuals. Standard errors are clustered at the state and week levels.

We used the Breslow method for ties when running our partial likelihood estimation.

The coefficients of interest are captured by, , showing the difference in outcomes for

leads and lags of lifting the eviction moratoria relative to a reference week (i.e., the

week a state lifted their moratorium) and relative to all states that did not lift their

eviction moratorium during the reference period.

The causal identifying assumption is that COVID-19 diagnosis risk in exposed states

would have continued along the same trajectories without exposure (Venkataramani

et al., 2020). We cannot directly test this assumption. Nevertheless, potential violations

can be probed by examining outcome trends for events weeks before lifting the eviction

moratorium. We formally tested this through a joint significance test simultaneously

of all the terms before the eviction moratorium was lifted.

The primary analysis focused on being diagnosed with COVID-19 in the entire sample.

We also conducted analyses stratifying by a series of individual- and zip code-level risk

factors that could plausibly modify the association of expiring eviction moratoria with

COVID-19 risk as time since treatment passed. Specifically, we stratified our sample

by an individual’s CCI score, by zip code-level poverty rate, measured by whether

the percentage of individuals living below the poverty line was greater or less than

10%, a cut point commonly used to designate low-poverty neighborhoods (Ravallion,

2002; Lian, Schootman and Yun, 2008); and by zip code-level rent-burden prevalence,

measured by whether more or less than half of the households renting a unit were

spending at least 30% of their household income on rent, a cut point that divided our

sample roughly in half and allowed us to compare higher and lower rent-burdened places

with equal sample size. We tested whether the association in these subgroups increased
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as time since treatment passed through a joint significance test. For all models, we

plotted fully adjusted hazard ratios (HRs) with 95% CIs by week, adjusted for clustering

at the state and week level, centered on the week the eviction moratorium expired. Each

adjusted HR shows the difference in outcomes for leads and lags of lifting the eviction

moratoria relative to a reference week (i.e., the week a state lifted its moratorium) and

relative to all states that did not lift their eviction moratorium during the reference

period.

II.III Survival Analysis

To investigate temporal trends, however, we also fit survival curves to the data, esti-

mating the hazard of being diagnosed with COVID-19 at time, , for total times, .

Using the time-varying outcome variable, , we defined survival at, , as Pr [ = 0],

which is equal to Pr[T ], and risk at, , as Pr [ = 1], which is equal to Pr[T ].

The hazard at, , is defined as Pr [ = 1 = 0]. For = 1 the hazard is equal to

the risk because everybody is, by definition, alive = 0. The survival probability at

is the product of the conditional probabilities of surviving each interval between 0 and

. More generally, the survival at is:

Pr [ = 0] = Pr [ = 0 = 0] (III.3)

That is, the survival at equals the product of one minus the hazard at all previous

times (or the risk at , which is just one minus the survival). To estimate the hazard

at any, , Pr [ = 1 = 0], we approximate the hazards through a parametric,

logistic event-time study, model restricted to individuals who survived through, , as:

logitPr [ = 1 = 0 ] =
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,𝑡

∑︁
𝑘 −

𝑘 𝑚𝑘 𝑚

∑︁
𝑘 −

𝑘 𝑚𝑘 𝑚

∑︁
𝑘 −

𝑘 𝑚𝑘 𝑚 𝑖𝑚𝑡 𝑖𝑚 𝑚 𝑖𝑚𝑡 (III.4)

Where, , is a flexible time-varying function, = + + . As in the event-

time Cox hazards model design, is a binary variable for the treatment group, i.e.,

those states that implemented an eviction moratorium but lifted it. is a binary

variable that equals 1 for those treated states during the week, , relative to the week

when the state lifted their moratorium. The exposure variable is bottom coded before

week 15 and top-coded after week 12, implying that dynamics wear off after these points.

This decision follows prior literature to avoid difficulties when interpreting results due to

sample size imbalances created by differences in the timing of lifting the moratoriums.

X is a vector of time-varying covariates (i.e., non-pharmaceutical interventions and

COVID-19 cases and tests), while M is a vector of time-invariant covariates (i.e., sex,

age, type of insurance, work-industry, CCI, and z-codes diagnoses). are state-fixed

effects that adjust for potential confounding from time-invariant state-level factors or

baseline differences in socioeconomic characteristics, while are weekly fixed effects

that adjust for nationwide secular trends in the outcome. is a vector of residuals.

Standard errors are clustered at the state and week level.

After fitting the logistic event-time study model, we then computed estimates of the sur-

vival Pr [ = 0 = = = = ], under different scenarios, by

multiplying the estimates of one minus the estimates of:

Pr [ = 1 = 0 = = = = ]

Provided by the logistic model for each individual week. We computed two opposing

counterfactual scenarios: (1) every state that implemented an eviction moratorium

maintained it throughout the study period, and (2) every state that implemented an
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eviction moratorium lifted it on week 17. We chose week 17 because it was the first week

a state lifted its eviction moratorium (see Table B.1). The difference in the survival

probability of both counterfactual scenarios at the end of the study tells us what would

have been the increase or reduction in the average survival probability for an individual

had all the states never lifted their eviction moratoria relative to a scenario where all

the states lifted the moratoria on the first week of the experiment.

To compute a confidence interval around this difference, we bootstrapped (with replace-

ment) this exercise 50 times. We took the standard deviation of the 50 differences to

build a 95% confidence interval around our original result.

II.IV Sensitivity Analysis

In sensitivity analyses, we estimated every model with a random sample of all the

individuals in the OLDW to ensure that our primary design did not introduce selection

bias by choosing individuals by our outcome (Hernan and Robins, 2021). Given the

size of our original database and our computational limit, we worked with a 2% random

sample. We overlaid these results on those calculated from the same model but with

a balanced sample to assess for evidence of bias from our sample selection design. We

also conducted the same exercise stratifying for the individual- and zip code-level risk

factors previously described. Finally, we assessed whether expiring eviction moratoria

were associated with an increase in an individual’s probability of eviction by estimating

our main models’ expiring moratoria on the hazard of a zip code change in our claims

data, a crude proxy for mobility.
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III Results

III.I Descriptive Statistics

Our study sample resided in 43 states and the District of Columbia because 7 states

did not implement an eviction moratorium during our study period. (Figure III-1 and

Table B.1 for exact dates). These states accounted for 88.8% of the total US population

in 2019 and 89.6% of the US COVID-19 cases during the study period (Dong, Du and

Gardner, 2020; US Census Bureau, 2020a). Overall, 18 states (40.9%) never lifted

their eviction moratorium during the study period, so they were included in the control

group. The remaining 26 states (59.1%) functioned as the treatment group.

Figure III-1: US States by Eviction Moratorium Lifting Status
Week of the Year

Notes: The map shows the distribution of states in the US that participated in the study, i.e., 44 states (7 states never

implemented an eviction moratorium before the end of the study). Eighteen states served as the control group, which

never lifted their eviction moratorium during the study period. Twenty-six states functioned as the treatment group

that lifted their eviction moratorium throughout the study period. The intensity of green provides the variation in the

timing of lifting the eviction moratorium for the treatment group. Alaska and Hawaii are not to scale.
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During the study period, our sample included 9,475,897 individual-week observations

for 509,694 individuals (254,847 [50.0%] diagnosed with COVID-19; mean [SD] age, 47.0

[23.6] years; 239,056 [53.3%] men). Baseline demographic, health, and socioeconomic

characteristics were similar in exposed vs. unexposed states (see Table III.1), although

there were higher COVID-19 diagnoses in states that lifted their eviction moratoria.
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Table III.1: Baseline Characteristics of Individuals Included
in the Estimation Sample, Stratified by Exposure Status

Individuals by whether the state lifted

the eviction moratorium, Number (%)

Baseline characteristics No Yes

COVID-19 diagnosis 141,050(53.15) 113,797(46.57)

Age, mean (SD), y 47.88(22.94) 45.02(22.37)

Sex

Male 123,961(46.72) 115,095(47.12)

Female 141,359(53.28) 129,123(52.88)

Insurance

Commercial 190,935(71.95) 183,716(75.19)

Medicare Advantage 74,424(28.05) 60,619(24.81)

Charlson Comorbidity Index score, mean (SD) 0.69(1.10) 0.58(1.02)

Flag

Unemployment 288(0.10) 247(0.10)

Housing and economic circumstances 326(0.12) 352(0.14)

Bereavement 383(0.14) 426(0.17)

Zip code, mean (SD), %

Poverty ratea 11.31(7.39) 12.51(8.07)

Rent burden prevalenceb 50.27(10.30) 45.79(9.85)

Number of individuals 265,359 244,335

Number of states 18 26

a: Percentage of individuals living below the poverty line at the zip code level where the individual lives.

b: Percentage of households renting a unit and spending at least 30% of their household income in rent where

the individual lives.
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As seen in Figure III-2, individuals were exposed to lifting the eviction moratorium

from week 17 to 35.

Figure III-2: Trends in Share of Individuals Exposed to Treatment
by the week of the year

Percentage

Notes: Trends in the percentage of individuals in the study sample exposed to treatment. Estimates come from the

balanced sample. The y-axis shows the cumulative percentage of individuals in the study sample who lived in a state

that lifted their eviction moratorium during the study period. At the beginning of the study, in week 11 of 2020, no

individuals were exposed to a state lifting their eviction moratorium. By the end of the study period, week 35 of 2020,

244,335 individuals lived in a state that lifted their eviction moratorium.

III.II Eviction Moratoria Expiration and COVID-19 Risk

Figure III-3 plots the fully adjusted HRs of our main model. Before moratoria, there

was no difference in trends in COVID-19 diagnosis risk between individuals in states

lifting moratoria vs. those keeping them in place, i.e., we cannot reject the jointly null

hypothesis in which every coefficient is equal to 1 before the moratoria ( = 5 35; P

= 98), suggesting that in the absence of exposure, treatment and control groups would

have continued along the same trajectory. Individuals living in states that lifted their
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eviction moratorium, relative to those living in states that never lifted their moratorium,

were more likely to be diagnosed with COVID-19 beginning 5 weeks after the eviction

moratorium was lifted (HR=1.39; 95%CI,1.11-1.76; P=.004) and reaching an HR of

1.83(95%CI, 1.36-2.46; P 001) at 12 weeks or longer.

Figure III-3: Event Study Estimates of the Association
between Lifting the Eviction Moratorium and COVID-19

Hazard Ratios

Note: Hazard Ratios and 95% Confidence Intervals. Y-axis is in log scale. The vertical dashed line represents the end

of the eviction moratorium. X-axis represents the number of weeks relative to the end of the eviction moratorium.

Looking at the cumulative difference in the hazard of COVID-19 infection during the

study period (Figure III-4), we observed an average 2.4-percentage point (95%CI, 0.3-

4.3 percentage points) higher probability of remaining in the study with no diagnosis of

COVID-19 (P = 01) between the counterfactual scenarios in which every state lifted

the eviction moratorium in week 17 of the year vs. never lifting it.
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Figure III-4: Survival Curves on the Association
between Lifting the Eviction Moratorium and COVID-19

Survival Probability at conditional on surviving up to 1

Scenario/Week 11 15 19 23 27 31 35

No Lifting 463,520 463,277 462,210 461,086 459,940 458,351 457,051

Lifting (Week 17) 463,520 462,824 461,005 459,960 457,997 452,705 446,612

Figure III-5 plots the time-varying association between expiring eviction moratoria on

individuals by baseline health strata, showing that associations increased with CCI

score. The magnitude of the association increased as time since lifting an eviction

moratorium passed for individuals with greater CCI scores. Individuals with a CCI

of 3 or greater living in a state that lifted its eviction moratorium had an HR of 2.36

(95%CI, 1.67-3.36; P 001) after 12 weeks compared with those living in a state

that never lifted its moratorium. The healthiest group (i.e., CCI score 0) was the

only subgroup among the health strata where the associations plateaued after week 4

( = 3 54; P = 83).
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Figure III-5: Event Study Estimates of the Association between Lifting the Eviction
Moratorium and COVID-19, stratified by Charlson Comorbidity Index

Hazard Ratios

(a) Charlson Comorbidity Index = 0 (b) Charlson Comorbidity Index = 1

(c) Charlson Comorbidity Index = 2 (d) Charlson Comorbidity Index 3

Note: Hazard Ratios and 95% Confidence Intervals, stratified by the Charlson Comorbidity Index of the individual

calculated at the beginning of the year 2020. Y-axis is in log scale. The vertical dashed line represents the end of the

eviction moratorium. X-axis represents the number of weeks relative to the end of the eviction moratorium.

Figure III.6 plots the associations between moratoria and COVID-19 diagnosis risks by

area-level poverty rates and rent burden, showing increasing associations for individuals

in zip codes with higher levels of each. For areas with high poverty and a high rent

burden, we can reject the null hypothesis that HRs after week 4 were equal for both

groups (high poverty: = 16 04; P = 02; high rent burden: = 25 82; P 001).

Those living in non-affluent areas had an HR of 2.14 (95% CI, 1.51-3.05; P 001),

while those living in areas with high rent burden had an HR of 2.31 (95% CI, 1.64-3.26;

P 001). However, we found statistically significant higher hazards for individuals

living in low-income and rent-burdened rate areas where the eviction moratoria were
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lifted compared with those living in control states, although they did not increase as

time passed since lifting the eviction moratorium. In both the low-poverty and low

rent-burdened rate models, we cannot reject the null hypothesis that HRs after week 4

were all equal (low-poverty: = 5 79; P = 0 57; low rent burden: = 4 35; P = 74)

Figure III.6: Event Study Estimates of the Association between Lifting the Eviction
Moratorium and COVID-19, stratified by Poverty and Rent-Burdenship Rate

Hazard Ratios

(a) Poverty Rate 10 (b) Poverty Rate 10

(c) Rent-Burdened Rate 50 (d) Rent-Burdened Rate 50

Note: Estimates come from the balanced sample. Y-axis is in log scale. The vertical dashed line represents the end of

the eviction moratorium. X-axis represents the number of weeks relative to the end of the eviction moratorium. Hazard

Ratios and 95% Confidence Intervals, stratified by the Poverty Rate and Rent-Burdened rate at the zip code level where

the individual lived during the study period.

III.III Sensitivity Analyses

Sensitivity analyses showed that the coefficients and confidence intervals of the balanced

sample fell within the confidence intervals of the 2% random sample (Figure III.7),
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providing evidence that our sample selection design did not bias our estimates.

Figure III.7: Event Study Estimates with Different Sample Designs
of the Association between Lifting the Eviction Moratorium and COVID-19

Hazard Ratios

Note: Y-axis is in log scale. The vertical dashed line represents the end of the eviction moratorium. X-axis represents the

number of weeks relative to the end of the eviction moratorium. Hazard Ratios and 95% Confidence Intervals. We used,

in separate models, both the balanced sample (in blue) and the 2% random sample (in red) to conduct this analysis.

Furthermore, we found the same pattern when conducting the same analysis but using

the CCI score and the poverty and rent burden rates subgroups (Figure III.8 and III.9).

Figure III.8: Event Study Estimates with Different Sample Designs
of the Association between Lifting the Eviction Moratorium and COVID-19,

stratified by CCI
Hazard Ratios

(a) Charlson Comorbidity Index = 0 (b) Charlson Comorbidity Index = 1
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(c) Charlson Comorbidity Index = 2 (d) Charlson Comorbidity Index 3

Note: Y-axis is in log scale. The vertical dashed line represents the end of the eviction moratorium. X-axis represents the

number of weeks relative to the end of the eviction moratorium. Hazard Ratios and 95% Confidence Intervals. We used,

in separate models, both the balanced sample (in blue) and the 2% random sample (in red) to conduct this analysis.

Figure III.9: Event Study Estimates with Different Sample Designs
of the Association between Lifting the Eviction Moratorium and COVID-19,

stratified by Poverty and Rent-Burdenship Rate
Hazard Ratios

(a) Poverty Rate 10 (b) Poverty Rate 10

(c) Rent-Burdened Rate 50 (d) Rent-Burdened Rate 50

Note: Y-axis is in log scale. The vertical dashed line represents the end of the eviction moratorium. X-axis represents the

number of weeks relative to the end of the eviction moratorium. Hazard Ratios and 95% Confidence Intervals. We used,

in separate models, both the balanced sample (in blue) and the 2% random sample (in red) to conduct this analysis.
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We found no association between expiring eviction moratoria and whether an individual

in our data set changed their zip code, suggesting that personal eviction experience

was not the main mechanism by which expiring eviction moratoria caused increased

COVID-19 hazard (Figure III.10).

Figure III.10: Event Study Estimates of the Association between
Lifting the Eviction Moratorium and Changing Zip Code Address

Hazard Ratios

Note: Estimates come from the balanced sample. Y-axis is in log scale. The vertical dashed line represents the end of

the eviction moratorium. X-axis represents the number of weeks relative to the end of the eviction moratorium. Hazard

Ratios and 95% Confidence Intervals, where the main outcome is a binary variable indicating whether the individual

requested a change of residential zip code.

Finally, while ICD-10 Z codes are underused by practitioners (Guo et al., 2020), ex-

cluding these covariates did not affect results (Figure III.11).
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Figure III.11: Event Study Estimates of the Association between Lifting the
Eviction Moratorium and COVID-19, with and without Z-Codes

Hazard Ratios

Note: Y-axis is in log scale. The vertical dashed line represents the end of the eviction moratorium. X-axis represents

the number of weeks relative to the end of the eviction moratorium. Hazard Ratios and 95% Confidence Intervals. We

used separate models of our main specification, both with z-codes (in blue) and without z-codes (in red), to conduct this

analysis.

IV Discussion

Using individual-level healthcare claims data, we found that lifting eviction moratoria

was associated with an increase in the hazard of a COVID-19 diagnosis beginning 5

weeks after an eviction moratorium was lifted and persisting for at least 12 weeks after

that point. As what we believe to be the first study on eviction policy and COVID-19

diagnoses to use individual-level data, we found that the hazards associated with lifting

eviction bans increased with time among individuals with preexisting health problems.

Our findings suggest that even individuals with no comorbidities were put at risk by

expiring eviction moratoria after controlling for age and social factors, such as insurance

type, occupational industry, history of unemployment, problems related to housing and
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economic circumstances, and area-level covariates. The result of the sensitivity analysis

showing no association of expiring eviction moratoria on the hazard of individuals in this

data set changing zip codes is consistent with previous findings in the literature, i.e., an

individual’s hazard of COVID-19 diagnosis was not just affected by personal experiences

with eviction but also by spillovers from the transmission process created by evictions

within a community (Nande et al., 2021). While previous ecological evidence showed

that area-level COVID-19 incidence increases after eviction moratoria are lifted, these

county-level analyses have not been able to answer the question of who, specifically,

is put at risk by allowing evictions to occur during the COVID-19 pandemic (Leifheit

et al., 2020).

Our findings are clear that the hazard of COVID-19 diagnosis increases for all indi-

viduals when eviction bans are allowed to expire, but that individuals with preexisting

health problems and those living in areas with higher poverty or with a higher preva-

lence of rent-burdened households have disproportionately higher risk as time since

ending the moratoria passes. As such, eviction moratoria should be thought of as a

health equity intervention that has helped narrow the gap in risk between affluent and

non-affluent neighborhoods and between individuals based on preexisting health condi-

tions, which, especially after age adjustments, are known to be associated with social

determinants of health, including individual-level socioeconomic status and exposure

to racism (Kawachi and Subramanian, 2018).

Our investigation was designed as an event-time study that exploits the variation of

some states implementing, lifting, or maintaining eviction moratoria while also includ-

ing the timing of other COVID-19-related policy changes, such as mask mandates and

school closures, that could have been timed in concert with eviction policy changes and

could also affect COVID-19 hazard as well as with a set of individual- and area-level co-

variates to isolate the associations of expiring eviction moratoria (Angrist and Pischke,

2009; Lechner, 2011). In the weeks before the eviction moratorium was lifted, there
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was no statistically significant difference in the HR of being diagnosed with COVID-19

between the states that lifted and did not lift their eviction moratoria, suggesting that

the probability of being diagnosed with COVID-19 would have evolved similarly in all

states absent the treatment. While we created a control balanced panel of individuals

who were and were not diagnosed with COVID-19 during the observation period to

provide power to the stratified analyses, we also conducted our main model on a 2%

random sample of individuals who were not selected concerning the outcome and found

similar results, albeit with wider confidence intervals.

IV.I Limitations

This study has limitations. First, we cannot rule out the chance that our associa-

tions could be explained by residual confounding, despite our methods and sensitivity

analyses. Second, we relied on COVID-19 diagnoses as our outcomes. Thus, we are

not including asymptomatic cases or individuals not interacting with the health sec-

tor despite having COVID-19. Third, our data set did not include information from

individuals with Medicaid or those who are uninsured. However, since many of these

individuals are at high risk of eviction and COVID-19, including them would strengthen

the associations between expiring moratoria and COVID-19 (Allen et al., 2019). Thus,

our results should be considered a lower bound. Additionally, for privacy reasons, we

did not have access to beneficiary race and ethnicity. We so cannot describe the im-

plications of allowing eviction moratoria to expire for racial and ethnic disparities in

COVID-19 infection.

V Conclusion

In this study with a difference-in-differences analysis, residents in states that lifted an

eviction moratorium experienced an increased risk of being diagnosed with COVID-

75



19 compared with residents of states that maintained moratoria. The magnitude of

associations increased over time after the moratoria were lifted among individuals with

more comorbidities and for those living in higher poverty and rent-burdened zip codes.

Beyond lessons for managing the COVID-19 pandemic as new variants spread, this

study suggests that a housing policy that protects individuals with low income and/or

more comorbidities can promote health equity and create protection for groups with

more advantages.
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Chapter IV

House Flipping Within Rapidly

Changing Neighborhoods

77



I Introduction

House flipping, or the purchase of housing by an investor who attempts to profit from

buying low and selling high rather than for occupation, has become increasingly popular

in recent years (Depken, Hollans and Swidler, 2009; Leung and Tse, 2017). Thanks to

the rise of reality TV shows, podcasts, seminars, blogs, or books that glamorize house

flipping, people have been attracted to the idea of flipping houses as a means of making a

quick profit. House flipping media popularity has been reflected in the housing market

since house flipping in 2022 constituted 8.4 percent of all home sales in the United

States, representing the largest figure since at least 2005 (ATTOM, 2023).

The rise in flipping activity has coincided with a period where housing supply shortage

and housing demand remain at historically high levels (Betancourt, Gardner and Palim,

2022; Joint Center for Housing Studies, 2022). It’s thus not surprising that as the

number of investors and house flippers increases, so too does the concern about the

harms and benefits of this practice at the local level (see Demsas (2023), National

Association of Realtors (2022), and Zhang (2022) for examples of opposing points of

view).

With historically rising demand for housing and short housing supply, investors and

house flippers have found that the real estate market offers potentially attractive mon-

etary returns. In this context, there is also growing concern about the impact of house

flipping on rapidly changing neighborhoods, including the potential displacement of

long-term residents, the disruption of community stability, and how it could crowd

out first-time and minority homebuyers. In this sense, this chapter of my dissertation

explores the following questions: (a) What is the impact of house flipping in neighbor-

hoods experiencing rapidly changing housing and demographic processes? (b) What

mechanisms do house flippers and investors use to acquire properties in these neigh-

borhoods, and what type of properties do they target? and (c) Could local expertise
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of residents living in these rapidly changing neighborhoods help us understand why

certain areas are more likely to be heavily flipped and what harms and benefits house

flipping creates on local communities and residents?

To provide insights into these questions, I employ a mixed-methods approach incorpo-

rating various data sources and analytical techniques. Specifically, I use housing trans-

action records from the state of Massachusetts, digitized scans of HOLC maps, and a

Participatory Action Research (PAR) collaboration with the Healthy Neighborhoods

Research Consortium (HNS) coupled with descriptive trajectories, hedonic regression

models, and a spatial regression discontinuity design. To ensure the robustness of my

findings, I also apply inverse probability weights to my spatial regression discontinuity

analysis using novel information from the digitized HOLC maps.

I have the following set of results. First, within HNS neighborhoods, almost a quarter

of all affordable unit housing sales (i.e., 23%) were flipped between 2008 and 2021,

compared to only 7% of expensive unit housing sales. Second, flipped properties gener-

ated higher financial gains on average than non-flipped sales, with gains increasing over

time and reaching a difference with non-flipped sales of almost 40% higher in 2021. By

disentangling the flipping flow, I found that compared to similar properties, houses to

be flipped were sold at a lower price at purchase and were sold for a higher amount at

the sale than not-flipped houses. Third, homes that were later flipped were more likely

to be bought by investors (e.g., LLCs) than homes that were not flipped, and they were

also more likely to be bought with all cash. For example, in 2021, homes that were

later flipped were 42% more likely to be bought by an investor and 20% more likely to

be bought with cash than homes that did not get flipped. Fourth, properties within

neighborhoods formerly delineated by HOLC with a grade “D” (i.e., Red) and “C” (i.e.,

Yellow) were 12.2% more likely to be flipped than those within neighborhoods formerly

delineated by HOLC as grade “A” (i.e., Green).

Regarding the PAR collaboration, resident researchers helped disentangle the effects
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of house flipping on their neighborhoods. While house flipping led to benefits such as

new schools, shopping centers, and increased home equity, it also caused harm, such

as displacement of tenants, poor-quality housing, and increased evictions. Finally, in

group discussions, resident researchers suggested implementing policies targeted to in-

creasing access to information, supporting home repairs, revising zoning laws, creating

cooperative and land trusts with limited-equity covenants, and providing financial as-

sistance to first-time homebuyers to better adjust rapidly changing neighborhoods to

house flipping.

This chapter builds upon and extends the existing literature in the following ways. First,

recent empirical studies have started highlighting the extent of investors in the housing

market and their impact on the volatility of housing prices (Bayer et al., 2011; Depken,

Hollans and Swidler, 2009; Lee and Choi, 2011; Leung and Tse, 2017). This research

suggests that house flipping has a complex and non-linear impact on the volatility and

cycle of housing prices. For example, Lee and Choi (2011) found that when more flippers

entered the housing market, they created a positive upward movement in home prices.

Leung and Tse (2017) added flippers to a housing market search model and found that

flipping tends to occur in sluggish and tight markets, resulting in a rapid turnover,

a high vacancy rate, and higher housing prices than under a counterfactual scenario.

Furthermore, house flipping in a tight and liquid market can create inefficiencies and a

surplus loss as the efficiency gain from faster turnover is unlikely to be large enough to

offset the loss from more houses being left vacant in the hands of flippers. While existing

studies have shed light on the effects of house flipping on average or median house prices,

they have yet to explore how the practice affects the entire price distribution or delve

into the strategies used by flippers to gain a competitive edge in the market. My research

contributes to the house flipping and housing investors’ literature by providing estimates

of the specific segments of the housing market targeted by flippers, analyzing their

impact on housing affordability, exploring whether flippers the condition of the houses

they flip, and examining the average returns on investment within rapidly changing
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neighborhoods. Additionally, this study delves into the strategies and mechanisms

utilized by flippers to gain a competitive advantage in the sector.

Second, my research adds to the existing body of knowledge on how historically racialized-

driven disinvestment affects the housing market and society. Structural racism plays

a major role in perpetuating economic inequities (Bailey et al., 2017; Bassett, Chen

and Krieger, 2020). This term refers to the macro-level systems, social forces, institu-

tions, ideologies, and processes that interact with one another to generate and reinforce

inequities among racial and ethnic groups in the various systems in society, such as hous-

ing, education, employment, earnings, benefits, credit, media, healthcare, and criminal

justice (Powell and Colyvas, 2008). These macro-level systems often reinforce discrim-

inatory beliefs, values, and resource allocation, as research has shown (Bailey et al.,

2017), and they can hurt economic mobility outcomes, as studies have found (Chetty

et al., 2020). This chapter adds to the existing literature by examining the association

between historical disinvestment and modern-day house flipping.

Lastly, I contribute to the growing literature that uses big data coupled with PAR

methods. For instance, Daepp et al. (2022) and Costanza-Chock (2020) offer valuable

insights into how urban planners can effectively engage with communities using big

data. These studies emphasize the importance of deep collaboration between academic

and resident researchers at every stage of the research process, including developing

research questions, data analysis, and interpretation of results. This chapter provides an

additional framework and a practical example for iteratively designing housing research

and analyzing complex data sets in neighborhoods grappling with rising housing prices,

quick neighborhood change, and heightened investor activity.

The remainder of this paper is structured as follows. Section II introduces the HNS

Consortium and the research question. Section III describes the data, the empirical

strategy, and the collaborative data analysis process. Section IV goes through the

empirical results. Section V presents the findings of the participatory action research.
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Section VI concludes.

II The Healthy Neighborhood Study (HNS) Consortium

The HNS Consortium is a network of academic researchers, partners from community-

based organizations, regional advocacy organizations, government agencies, and resi-

dents of nine neighborhoods (i.e., Lynn, Everett, Chelsea, Roxbury, Dorchester, Matta-

pan, Brockton, New Bedford, and Fall River) in the greater Boston, Massachusetts, area

(see Figure IV.1 for spatial locations). The HNS consortium uses PAR as a research

practice to integrate diverse perspectives between urban development and community

health within low-income communities in the early-to-mid stages of transformational

economic growth. The neighborhoods are all dense, mixing single-family and multifam-

ily housing with a high reliance on public transportation (Arcaya et al., 2018).

Through the HNS consortium, a diverse group of resident researchers, either current or

recent residents of the study neighborhoods, work with the HNS network (i.e., academic

researchers, partners from community-based organizations, regional advocacy organi-

zations, and government agencies) throughout all stages of the research process. The

consortium brings a range of perspectives and experiences to ensure a more comprehen-

sive understanding of neighborhood change. For further detail on the HNS PAR model

and methodology, see Arcaya et al. (2018) and Binet et al. (2019).
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Figure IV.1: Healthy Neighborhood Study Locations

The HNS Consortium PAR process comprises five yearly phases involving resident re-

searchers, academic researchers, and community partner organizations, which are (i)

scoping, (ii) study design, (iii) data collection, (iv) data analysis, and (v) action, see

Daepp et al. (2022) for further details. In 2020, while conducting the second phase,

the Consortium conducted its annual collaborative research design workshops to set a

shared agenda and develop research questions. During this phase, resident researchers

and community partner organizations focused on making meaning of the experience of

neighborhood change, arriving at the following potential research question: “What are

the systems of benefit and harm influencing development in HNS neighborhoods, and

how do they work?”

The HNS Consortium partnered with outside data partners and researchers to answer

this question. In this context, this chapter explores the practice of house flipping as a

system of benefit and harm influencing development within the HNS neighborhoods.

III Data, Empirical Strategy, and Collaborative Data Analysis

In this section, I discuss the data used in this study and the empirical strategy used

to analyze it. I also describe the Collaborative Data Analysis conducted with the HNS

83



consortium.

III.I Data

The data sets used in this paper come from multiple sources: (a) property transactions

from The Warren Group, (b) approved property permits from the City of Boston, and

(c) digitized HOLC maps and area description files from the University of Richmond

and Markley (2023).

Property Transactions

Real-estate information (i.e., property transactions) comes from the Warren Group,

consisting of property and mortgage transaction records gathered from the county-level

registry of deeds offices in Massachusetts from 2008 to 2021. Each record contains

unique property and transaction identifiers, sale date, sale price, names of the buyers

and seller, mortgage amount, assessor parcel number (APN), geographic characteristics

of the property, and basic characteristics of the property, such as the number of rooms,

bathrooms, among others. The data is organized at the property level, and I restrict

it to property transactions (not mortgage transactions) that occurred within the nine

neighborhoods of the HNS study.

Approved Property Permits

This dataset contains approved property permits issued by the City of Boston and

is organized according to individual parcels of land. Each observation contains in-

formation regarding a permit granted by the City of Boston since 2009 for a specific

property, with any permits that are in the process of being approved or have been

denied, deleted, voided, or revoked not included. The types of property permits cov-

ered by this dataset include short-form, electrical, plumbing, gas, electrical low voltage,
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long-form/alteration, electrical fire alarms, certificate of occupancy, excavation, electri-

cal temporary service, an amendment to a long-form, erect/new construction, use of

premises, and foundation. The unique identifier of this dataset is the assessor parcel

number (APN). As with the property transactions data, I restrict the approved property

to those occurring within the HNS neighborhoods of Boston (i.e., Dorchester, Roxbury,

and Mattapan).

I merged the approved property permits dataset using the unique APN and Transaction

IDs. Since permits with a zero valuation primarily involve administrative paperwork,

I excluded them from the dataset. My objective is to identify physical changes made

to properties. To create a consolidated dataset, I aggregated the cost and count of

permits issued the year before the property sale date. For instance, a property may

have received several permits between August 12th, 2014, and August 11th, 2015, before

its sale on August 12th, 2015. I combined these permits into one row, allowing me to

have a single record per transaction and APN identifiers.

Digitized HOLC Maps

The Mapping Inequality initiative by the University of Richmond has made available

digitized scans (i.e., spatial polygons) of HOLC redlining maps from the National

Archives, offering geocoded renderings of the original maps for 149 cities within the

entire continental US (Nelson et al., 2023), while Markley (2023) provided the char-

acteristics used by real-estate professionals used as inputs to create these maps. Both

datasets provide geocoded renderings of the original HOLC maps for the continental

US. The renderings provide geographic information on the four-color schema assigned

to neighborhoods by the Federal Home Loan Bank Board in 1932. Those colors are

A/“Best” = green; B/“Still Desirable” = blue; C/“Definitely Declining” = yellow; and

D/“Hazardous” = red. Figure IV.2 visually represents Boston’s four-color schema.
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Figure IV.2: HOLC Maps in the Greater Boston Area, Massachusetts

The digitized HOLC maps are used in the following ways. First, I spatially merge

properties and HOLC polygons using latitude and longitude coordinates from each

property transaction to assign each property to a HOLC grade (i.e., A, B, C, or D).

Second, to create HOLC boundaries, I create borders (i.e., straight lines) from two

adjacent HOLC polygons (e.g., polygon B and C) and assign a unique ID to each

one. To each HOLC boundary, I create a 100 meters buffer around it, and I spatially

merge properties and HOLC buffers. From the last step, each spatially merged property

has a HOLC letter, the distance to the boundary in meters, and the unique ID of the

boundary. Given the spatial nature of the HOLC maps, I do not restrict my observations

to the HNS neighborhoods but to all of those occurring within Massachusetts HOLC

locations.

III.II Empirical Strategy

In this section, I discuss how I define house flipping; how I identify investors and entities;

what target estimands I seek to estimate, and their respective estimators.
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Defining House Flipping

House flipping—i.e., an acquired arm’s length property transaction that is resold within

weeks or months—by individuals and investors, is a key concept of this research. I

defined a property transaction as a house flip when the same property was bought and

sold at arm’s length1 manner within less or equal to 12 months, similar to Depken,

Hollans and Swidler (2009). To minimize entry mistakes, capture fair market values,

and reduce measurement error, I discard property transactions where (a) the sale price

is lower than $1,000 (in 2019 USD dollars); (b) they were sold twice in less than 15

days; or (c) where the flipper was a bank, federal agency, holding or relocation company.

Every transaction price was measured in real 2019 USD dollars using the CPI index.

Of importance, this research thinks of a house flip as a flow that involves three parties.

Figure IV.3 shows a visual representation of this flow (i.e., the back end of the flip and

the front end of the flip) and the three involved parties (i.e., the seller to the flipper,

the flipper, and the buyer to the flipper).

Figure IV.3: Cycle of a House Flip

Identifying Investors and Entities

Using natural language processing techniques, I employed a supervised text classifica-

tion model to identify an investor by implementing the steps described below.

First, I extracted the full names of the buyers and sellers of every property transac-

1An arm’s length transaction occurs via the market, and it excludes transactions between related
individuals, which might carry out transactions at non-market prices.
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tion. In total, I had 446,943 unique full names. Second, I randomly chose 10% of

those names. I classified each name as an investor (using a dummy variable) through

a manual process, considering the presence of words or abbreviations associated with

investors, such as Associations, Trustees, Companies, Limited Liability Partnerships,

Joint Ventures, and Corporate Trusts. Names that did not appear to belong to an

individual, bank, or public entity were also identified as investors. Third, I constructed

a document matrix of the full names by utilizing the dataset that included the investor

classification variable alongside their corresponding full name.2 Fourth, using the in-

vestor variable as a target and the document matrix as the features, I trained a random

forest model. Fifth, I utilized the trained model to predict the probability of a given

full name belonging to the investor category for the remaining 90% of the unlabeled

data. A name was classified as an investor if the probability of being in this category

exceeded 0.95. In the sixth step, I appended the resulting predicted dataset with the

initial manually labeled dataset to form the final investor-labeled dataset.

To identify an entity, I followed similar steps as with investors. For the training dataset,

I classified each name as an entity (using a dummy variable) through a manual pro-

cess, considering the presence of words or abbreviations associated with entities such as

banks, credit unions, or public corporations such as HUD, the Massachusetts Depart-

ment of Transportation, among others.

Target Estimands

This research focuses on answering the following empirical questions: (a) What is the

impact of house flipping in neighborhoods experiencing rapidly changing housing and

demographic processes? (b) What mechanisms do house flippers and investors use to

acquire properties in these neighborhoods, and what type of properties do they target?

2As a pre-processing step, I performed several actions on the full name data, including converting
it to lowercase, removing punctuation, stemming words, and eliminating sparse terms.
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Given these questions, I seek to identify two target estimands.

Target Estimand (a) According to the potential outcomes framework, a property

transaction denoted by, , can have two potential outcomes depending on whether it

is flipped or not. For property transaction, , I denote these potential outcomes as

( ), where denotes the property’s transaction potential outcome had it

being flipped, and the property’s transaction potential outcome had it not be-

ing flipped. Thus, the causal effect of interest for a property transaction is defined as

the difference among the potential outcomes for the same property transaction. How-

ever, given the fundamental problem of causal inference, I cannot estimate individual

causal effects for the same property transaction (Angrist and Pischke, 2009). Instead,

I estimate the average treatment effect (ATE) defined as:

ATE = = (IV.1)

Where [ ] represents the expected value, and and are the potential out-

comes for a property transaction, , while is the mean outcome for the flipped

property transactions and is the mean outcome for the non-flipped property trans-

actions.

Target Estimand (b) The second target estimands involve the pairwise comparison

of four treatments. For every property transaction, , I denote these potential outcomes

as ( ), where denotes the property’s transaction

potential outcome had it being located within HOLC zone A, B, C, and D, respectively.

Given that I am dealing with multiple treatments, we then have 6 potential pairwise

target estimands (McCaffrey et al., 2013). For example, the ATE between zone A and

B would be defined as:
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ATE = = (IV.2)

Where, is the mean outcome for the property transactions located in zone A and

is the mean outcome of property transactions located in zone B. In this study, we

thus have 6 pairwise ATE, i.e., = ( ), = ( ), = ( ),

( = ), = ( ), and = ( ). We will have treatment effect

heterogeneity if at least one ATE differs from another.

Estimators

Estimator (a) To provide an estimate of estimand IV.1, I use the following estimator,

which seeks to understand the returns of both sides of a house flip and its characteristics,

i.e., the back end of the flip and the front end:

= + BEF + FEF + + + + + (IV.3)

Where, , is the outcome of property transaction, , during month, , and year, .

As , I will use the natural logarithm of the sale price of the transaction, the type

of payment (i.e., cash or mortgage), and the type of buyer (i.e., an investor or not an

investor). BEF and FEF are dummy variables indicating whether the property

transaction was the back end of a flip or the front end of the flip, respectively.3 are

property characteristics, that change over time, such as the age of the house and the

deed type. , , and are property-, month-, and year-fixed effects, respectively.

Standard errors are clustered at the property level. The coefficients of interest are

and , which indicate the average treatment effect of a flip’s back end and front end,

respectively.

3Property transactions that weren’t flipped have both dummy variables equal to zero.
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As an approximation of the average total revenue per flipping transaction, I add, +

, and I calculate the standard error of this linear additive estimate as, =

+ + 2Cov . Where, and , are the standard errors of

and from equation IV.3, while Cov is the covariance of both estimates

calculated from the covariance matrix. I also present interactions between BEF and

FEF with to show how the back end and front end of a flip evolve through time.

The last results are presented as average marginal effects of BEF and FEF over

yearly dummies. I also present the estimated average yearly revenue of a transaction

by adding, + , by year.

Estimator (b) To provide estimates of the pairwise estimands IV.2, I use the follow-

ing baseline estimator that seeks to model the probability of a property being flipped

as a two-way fixed effects regression and each property’s grade (A, B, C, or D) with

the following functional form:

= + 1 Grade = + + + + + + (IV.4)

Where, , is the outcome of property transaction, , during month, , and year, .

1 Grade = represents an indicator variable taking the value of the assigned HOLC

credit grade, where the property transaction lies—the HOLC grade “A” is the basis of

comparison. and are characteristics of the property, , that change and do

not change over time, respectively. , , and are zip codes, month and year-fixed

effects, respectively.4 Standard errors are clustered at the ZIP code level. Coefficients

of equation IV.4 will help me test the hypothesis stating that relative to properties

within areas formerly delineated by HOLC as greenlined (i.e., zone A), properties lying

in formerly bluelined (i.e., zone B), yellowlined (i.e., zone C), and redlined (i.e., zone D)

areas have a higher likelihood of being flipped. That is, the average treatment effects

4Given that HOLC grades do not change over time, one cannot control for property fixed-effects.
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of these areas are 0, 0, and 0.

Spatial Regressions Discontinuity Design with Multiple Treatments . A key

concern from estimator IV.4 is that the maps created by HOLC may have reflected and

codified pre-existing differences in neighborhoods but were not associated with future

disinvestment. A second concern with estimator IV.4 is that it doesn’t fully control for

potential confounders that affect the likelihood of an area receiving a specific HOLC

grade and its contemporaneous likelihood of a property being flipped.

To overcome this limitation, I employed a Spatial Regression Discontinuity Design

methodology, allowing a more precise comparison between neighboring housing units

on either side of a tightly defined distance from a HOLC boundary, i.e., within a 100-

meter buffer. The running variable in this approach is the distance from the centroid

of each property transaction to the boundary lines of two adjacent HOLC zones. By

considering changes over time in the probability of a transaction being a flip for almost

adjacent property transactions located on either side of a HOLC boundary within a

tightly defined geographic band, typically a few city blocks or even a few hundred

meters, I remove potentially important but typically hard-to-measure factors influencing

properties on both sides of a border. For instance, as noted by Aaronson, Hartley and

Mazumder (2021), individuals residing in properties located within proximity to one

another but separated by a boundary are likely to have similar access to local area

amenities such as public transportation, retail stores, schools, and job opportunities.

As these factors could potentially confound our treatments, the SRDD “controls” them

by tightly comparing geographically proximate properties.

This method also allowed me to test for the impact of residing within a yellowlined

zone, in addition to redlining. Figures IV.4 (a) and (b) present examples of the Spatial

Regression Discontinuity Design Methodology for both “C-B” and “D-C” borders, re-

spectively. Each dot in both figures represents a property transaction, while the black

shaded area shows a 100 meters buffer around each HOLC border.
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Figure IV.4: Spatial Regression Discontinuity Design Methodology

(a) “C-B” Border (b) “D-C” Border

The Spatial Regression Discontinuity Design Methodology has as a unit of observation

the arm’s length property transaction at the year level. Property transactions are

organized as a panel, where every row of the data represents a property transaction per

year. The estimator of this strategy has the following functional form:

= + + ( Dist ) + + + + + + (IV.5)

Where, , is the outcome of property transaction, , located on boundary, , during

year, . For instance, , will represent a dummy variable indicating whether the

property transaction, , located on the boundary, , during the year, , was a flip.

Dist represents the distance, in meters, of a property transaction, , centroid to the

boundary, . The sign of Dist is determined by the change in how HOLC “perceived”

zones between two adjacent HOLC-graded neighborhoods. Properties falling within a

lower “HOLC-perceived” neighborhood relative to the adjacent neighborhood take on

a negative value. For example, when comparing a “D” graded neighborhood vs. an

“A” graded neighborhood, those properties within the “D” graded neighborhood will

have a negative Dist sign. is a dummy variable representing whether the property

transaction, , lies on one side of the boundary; for example, whether the property lies

on the “D” side of the “C-D” boundary. () represents a flexible polynomial that uses

both Dist and . and are characteristics of the property, , that change and
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do not change over time, respectively. , , and are zip code, month, and year

fixed effects, respectively. are the residuals. Standard errors are clustered at the

boundary level. represents the average treatment effect, and it provides an estimate

of the estimand in equation IV.2. The identifying assumption behind this approach is

that neighborhood and housing quality varies continuously across HOLC borders, while

HOLC’s past grades shift discontinuously at the boundaries.

In equation IV.5, takes the form of a dummy variable, representing whether the

property transaction, , lies on one side of the boundary. Given that there are four

HOLC categories (i.e., A/“Best” = green; B/“Still Desirable” = blue; C/“Definitely De-

clining” = yellow; and D/“Hazardous” = red), I will focus on four different treatments.

Those are boundaries of HOLC areas A (i.e., = 0) and B (i.e., = 1); boundaries

of HOLC areas A (i.e., = 0) and C (i.e., = 1); boundaries of HOLC areas B

(i.e., = 0) and C (i.e., = 1); and boundaries of HOLC areas C (i.e., = 0)

and D (i.e., = 1). To calculate from estimator IV.5, I use Calonico, Cattaneo

and Titiunik (2014)’s estimator to implement a local polynomial regression discontinu-

ity estimation with robust bias-corrected confidence intervals and inference procedures.

For each outcome, I provide three different procedures: (i) conventional RD estimates

with a conventional variance estimator; (ii) bias-corrected RD estimates with a conven-

tional variance estimator, and (iii) bias-corrected RD estimates with a robust variance

estimator.

Spatial Regressions Discontinuity Design with Multiple Treatments and Propen-

sity Scores . As Aaronson, Hartley and Mazumder (2021), Bayer, Ferreira and McMil-

lan (2007), and Dhar and Ross (2012) have expressed, a SRDD may still fail to satisfy

the assumption of balancing for pre-treatment covariates or continuity across the bor-

der. For instance, Aaronson, Hartley and Mazumder (2021) show that before the HOLC

maps were introduced, “D” and “C” zones had a higher proportion of African American

residents, lower housing values and rents, and lower homeownership rates compared to
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“A” and “B” zones. To reduce potential confounding, I complemented my SRDD with

inverse probability (IP) weighting to balance pre-treatment covariates and make the

continuity assumption more plausible. Assuming conditional exchangeability, weight-

ing the SRDD by the IP of being assigned to a treatment would produce unbiased

estimates of estimand IV.2. For this method to be effective, the critical task is to iden-

tify a function, ( ), that can accurately predict the treatment variable, , which, in

our case, is the HOLC grades, using observable characteristics, , of each zone.

Previous studies have also employed IPW to address confounding, often in conjunction

with other natural experiments, such as the difference-in-differences method (e.g., Xu

(2022)). However, these studies typically employ a binary treatment, treating redlin-

ing as the sole treatment and assuming that residing in yellowlined, bluelined, and

greenlined areas had the same impact when comparing it against residing in redlined

areas. This approach ignores the fact that, as Aaronson, Hartley and Mazumder (2021),

Aaronson et al. (2022), and Wassmer (2023) explain, formerly yellowlined areas experi-

enced similar harms as formerly redlined zones. Failure to account for this distinction

would underestimate the impact of HOLC maps. Moreover, other studies that rely

upon IPW methods often use pre-HOLC census data and geographic approximations

to calibrate, ( ); however, as Rothstein (2017) explain, the realtors and assessors who

provided input for HOLC maps frequently relied on subjective and sometimes fabri-

cated approximations of neighborhoods’ appearances. Therefore, using census data to

calibrate ( ) would lead to biased estimates. Lastly, much of the literature on IPW

assumes linear approximations of the function, ( ), which can limit the estimator’s

ability to generate unbiased estimates.

To address these limitations, I employ three strategies. Firstly, I utilize estimand IV.2,

which considers multiple treatments. Secondly, instead of relying on census data as

previous studies to fit, ( ), I employ the data used to assign risk grade available for

most cities in their “area description” as features, , to predict HOLC grades, which was
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coded and organized by Markley (2023). Figures C.1 (a) and (b) show two examples of

area description files in Boston, MA. From these area description files, I used the Black

population percentage, the “foreign-born” population percentage, the median family in-

come, the occupation class (categorized and one-hot encoded from “Low Mid,” “Lower,”

“Mid Mix,” “Up Mid,” and “Upper”), the average property age, the home repair status

(categorized and one-hot encoded from “Fair,” “Fair-Good,” “Fair-Poor,” “Good,” and

“Poor”), and the mortgage availability (categorized and one-hot encoded from “Fair,”

“Fair-Good,” “Fair-Poor,” “Good,” and “Poor”). Finally, I utilize a generalized boosted

model with 3,000 trees to calibrate a flexible function ( ), using absolute standard-

ized mean difference and Kolmogorov-Smirnov statistic as stopping rules. With this

new flexible function and the “area description” variables, I predict a propensity score

for each observation and use it as a weight for the SPRDD presented in equation IV.5.

III.III Collaborative Data Analysis

The Collaborative Data Analysis (CDA) occurred at the Conservation Law Foundation

on Saturday, April 1st, 2023. The CDA began with a presentation from one of MIT’s

academic researchers to the resident researchers of the main findings of the research.

The purposes of CDA are for the HNS research team to jointly interpret data, draw-

ing on the different forms of expertise different researchers bring to the study. CDA

activities are, therefore, internal peer-to-peer researcher discussions about results, not

efforts to collect data from resident researchers about the phenomenon under study. To

present findings at CDA, I divided the main findings into five sections, i.e., (i) What

is house flipping? (ii) What housing is being flipped? (iii) Why does house flipping

occur? (iv) Who is flipping? and How? and (v) Where is house flipping occurring?

After presenting the results to CDA participants, we engaged in an activity around

the question: “Where is house flipping occurring?” The main objective of this activity

was to understand block-level conditions in HNS sites and discuss how communities are
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changing locally in specific places where properties are being flipped at a higher rate.

For each HNS neighborhood, we designed and printed HNS maps with 250 meters by

250 meters hexagon grid where each hexagon represented the percentage of the total

flipped transactions over the study period within that hexagon (see Figure C.11 for

individual maps used during the activity). We color-coded each grid with the following

labels and colors, i.e., 0% flipped transactions (blue color), 0 - 25% flipped transactions

(orange color), and 25 - 100% (blue color). We printed each map and placed them on

the wall.

We then looked at maps of HNS neighborhoods that depicted the location of flipping

hotspots and discussed why they are hotspots and what the consequences of flipping

have been. We used pink stickies to point out and write down the harms and green stick-

ies to point out and write down any benefits associated with house flipping hotspots.

We tried to be as specific as possible about who is being harmed and how, and who is

benefiting and how? After the mapping exercise, we engaged in a group activity where

researchers from different sites discussed common threads across communities related

to house flipping and discussed house flipping as a system of benefit and harm. The

group discussion covered questions such as: How does the house flipping system work?

What results does it produce? and where is the best place to intervene if needed? We

documented the discussion and used insights from it to inform the discussion section of

this paper.

IV Results

Understanding the behavior of housing investors and their impact on the housing mar-

ket is a complex question that requires empirical research. I begin analyzing the spatial

and temporal patterns of house flipping in HNS neighborhoods, which involves buying

and reselling a property for a profit. Then, I explore the association of historical disin-
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vestment with the likelihood of a house being flipped nowadays. Lastly, I present the

results of the collaborative data analysis to better understand the local living experi-

ences of house flipping in rapidly changing neighborhoods.

IV.I House Flipping Trends in the Greater Boston Area

Previous studies on housing investors and house flipping, such as Depken, Hollans and

Swidler (2009) and Li, Yavas and Zhu (2023), have used historical data to examine the

trends and prevalence of this practice over time. They have documented the abnormal

returns made by flippers and how their investments vary over the housing market cycle.

However, while these studies highlight the positive returns associated with house flip-

ping, they provide limited insight into how such activity impacts affordability or how

flipping patterns occur across the price distribution.

As seen in Figure IV.5, house flipping occurs more often at the lower price spectrum of

the price distribution, i.e., within the most affordable units. Between 2008 and 2021,

23.05% of all the affordable units in HNS neighborhoods were flipped. As the price

percentile increased, the percentage of flips decreased rapidly until it remained almost

constant after the 4th and 5th quintiles, i.e., expensive and most-expensive housing units.

For example, 16.7% of all the affordable housing transactions, i.e., 2nd price quintile,

were flipped, whereas approximately 7.2% of housing transactions within the expensive

price percentile were flipped.

In other words, between 2008 and 2021, within HNS neighborhoods, the most afford-

able and affordable flipped units accounted for 36.14% (3,888 housing units) and 26.00%

(2,797 housing units) of all flipped units, respectively. When mid-tier house flips are in-

cluded (14.93%), almost 80% of all house flips were from the most affordable, affordable,

and mid-tier housing units.
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Figure IV.5: Flipping Rate of Residential Properties, by Price Affordability

Percentage of Total Transactions within each Quintile

Note: Price quintiles are calculated within the city. Most affordable refers to the bottom quintile of the sale prices within

a neighborhood, affordable refers to the next quintile of the sale prices within a neighborhood, and so on, until most

expensive refers to the top quintile of the sale prices within an HNS neighborhood.

As house flipping remains higher among the cheapest housing in HNS neighborhoods, it

increases the concern regarding its impact on affordability and access to homeownership.

In other words, does house flipping crowd-out first-time and affordable homebuyers by

reducing the supply of affordable housing?

According to Figures IV.6 (a) and (b), house flipping in HNS neighborhoods was a

profitable venture between 2009 and 2021, with positive returns in both percentage and

absolute terms for most flipped units in the most affordable, affordable, and mid-tier

price ranges. However, the median gross profit and return on investment were not

distributed evenly across the price spectrum, and both declined as the original price of

the flipped property increased. In fact, the expensive and most expensive housing units

resulted in negative median gross profits and return on investment.

The median gross profits for the most affordable, affordable, mid-tier, expensive, and

most expensive house flips were $88,660, $65,807, $21,476, -$28,687, and -$101,514,

respectively. Similarly, the median return on investment was 65.9%, 22.8%, 0.0%, -

20.2%, and -38.6%, in the same order.
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Figure IV.6: Median Change in the Price of Flipped Houses, by Price Affordability

(a) Percentage Change (b) Change in 2019 USD dollars

Note: Price quintiles are calculated within the city. Most affordable refers to the bottom quintile of the sale prices within

a neighborhood, affordable refers to the next quintile of the sale prices within a neighborhood, and so on, until most

expensive refers to the top quintile of the sale prices within an HNS neighborhood. Prices in 2019 dollars.

The legal nature of the house flipper (i.e., investor or individual) matters for the func-

tioning of the real estate market. The legal structure of investors (e.g., limited liability

company (LLC)) protects from personal liability if something goes wrong during the

flip. Individuals and investors could also face different tax implications when selling

the flip. For example, investors can be taxed at different rates5, deduct higher expenses

from the flip sale6, or take advantage of section 1031 exchanges after the property sale.7

Within HNS neighborhoods, 30.53% of total transactions that were eventually flipped

(i.e., the back-end of the flip) were done by investors, whereas 10.3% of flipped trans-

actions (i.e., the front-end of the flip) were done by investors. Irrespective of the initial

sale price, flipped housing units are bought at a similar rate by investors (as seen in

5The profits from a house flip are generally taxed as ordinary income for individuals, which means
they are subject to the same tax rates as wages and salaries. The tax rate on regular income can range
from 10% to 37%, depending on the income earned. However, suppose the flip is a capital asset held
for over a year. In that case, the profits may be taxed at the lower capital gains tax rate, generally
0%, 15%, or 20%, depending on the taxpayer’s income level.

6An investor may have more flexibility in deducting expenses because they may be able to struc-
ture the flip as a business and deduct additional costs, such as office supplies, travel expenses, and
professional fees.

7A Section 1031 exchange, also known as a like-kind exchange, allows investors to defer paying
taxes on the profits from the sale of an investment property by reinvesting the proceeds in another
investment property.
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Figures IV.7 (a) and (b)).

Figure IV.7: Type of Flipper, by Price Quintile

Percentage of Total Transactions within each Quintile

(a) Seller to Flipper (b) Flipper to Buyer

Note: An investor represents a buyer whose full name contains either Association, Trustee, Company, Limited Part-

nership, Joint-Ventures, or Corporate Trust. Price quintiles are calculated within the year and city. Most affordable

refers to the bottom quintile of the sale prices within a neighborhood, affordable refers to the next quintile of the sale

prices within a neighborhood, and so on, until most expensive refers to the top quintile of the sale prices within an HNS

neighborhood. Prices in 2019 dollars.

Another pathway in which flipping can have a negative impact on the housing supply

for first-time or low-income homebuyers is through the payment type used to purchase

the property. Cash payments by investors, compared to traditional mortgages used by

typical homebuyers, can create more favorable scenarios for them to acquire properties.

Since securing a mortgage can be time-consuming and difficult, house owners may prefer

to sell to buyers with ample liquidity to avoid potential issues with the buyer’s ability

to obtain a mortgage.

Cash payments can also have a broader impact on affordable housing. Investors pur-

chasing affordable units with cash can worsen the existing affordable housing shortage.

Increased demand for affordable units by investors may make it difficult for low- and

moderate-income households—that rely on private and public mortgages to secure rea-

sonably priced housing—to outbid cash investors, especially during a thick housing
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market period. Figure IV.8 (a) shows how flippers pay for a property with either cash

or mortgage, while figure IV.8 (b) shows how homebuyers pay flippers to acquire a

property. Both figures are ordered by the sale price quintile of the flip, indicating the

percentage of total transactions within each quintile paid for with cash or mortgage.

When analyzing cash purchases by price affordability, heterogeneity in the payment

type emerges.

Figure IV.8 (a) reveals that cash payments are the dominant form of payment for house

flippers, accounting for 62% of all back-end flips. Even for the most affordable flipped

units, cash payments were used in nearly 62.5% of transactions. Remarkably, cash

payments remained the preferred mode of payment for flipped properties, representing

almost 64% of all transactions for the most expensive properties. This trend could

negatively impact the housing market’s middle-income segment by driving up prices

and reducing affordability. As competition for high-value properties increases, finding

suitable properties may become challenging for middle-income and high-income home-

buyers, leading them to remain in their current homes for longer. This could, in turn,

slow down the market’s filtering process.

In contrast, buyers of flips display a different payment preference compared to flippers,

as shown in Figure IV.8 (b). Buyers of the most affordable flips paid approximately

48% of all flipped transactions with cash. However, for mid-tier, expensive, and most

expensive flips, cash payments were made only 10% of the time.
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Figure IV.8: Type of Payment, by Price Quintile

Percentage of Flips within each Quintile

(a) Seller to Flipper (b) Flipper to Buyer

Note: Price quintiles are calculated within the city. Most affordable refers to the bottom quintile of the sale prices within

a neighborhood, affordable refers to the next quintile of the sale prices within a neighborhood, and so on, until most

expensive refers to the top quintile of the sale prices within an HNS neighborhood. A cash offer is one where the buyer

doesn’t use a mortgage to purchase the house.

To better understand the value added by house flippers in the housing market, it is

crucial to examine whether they conducted repairs or additions to the flipped properties.

For instance, flippers may revitalize neighborhoods by repairing blighted properties and

making them habitable again. In such cases, the externalities of their work could extend

beyond individual homes and contribute to broader community development. However,

flippers may also engage in practices that give them an advantage in the housing market

without enhancing the housing stock. For example, they may use all-cash transactions

to outcompete other buyers but not invest in additional repairs or improvements to

the property. In other words, flippers speculate on the direction of the housing market

without investing in revitalizing the house.

Among flipped transactions, 33.6% had at least one approved property permit between

the time a flipped property was bought and eventually re-sold, i.e., when the flipper

owned the house. In other words, 66.4% of the total flipped transactions never un-

derwent any repair or addition that required an approved property permit within HNS
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Boston neighborhoods. Furthermore, among the flipped transactions paid initially in an

all-cash manner, only 2.89% of them had at least one approved property permit when

the flipper owned the house. Lastly, over half (53.9%) of the flipped transactions did

not have any approved property permit during the flipper’s ownership were also paid for

with all-cash. The last suggests that a substantial portion of the flipped properties did

not undergo any significant repairs or additions that required approval and were likely

bought by flippers to resell them for a profit quickly rather than make improvements

to the properties.

The Effects of House Flipping on the Real Estate Market

Table IV.1 presents estimates of coefficients and using estimator IV.3. Both esti-

mates provide the average percentage difference in sale prices for property transactions,

with the first one capturing the difference for property transactions on the back end

of a flip (i.e., BEF ) and the second one for properties on the front end of a flip

(i.e., FEF ), relative to non-flips. Two statistically significant price results are worth

highlighting.

On the one hand, properties flipped (i.e., BEF ) get purchased at an average discount

of = 31 2% (Table IV.1, row 1 of column (5)); saying it differently, the average

percentage difference in purchase price between a flipped house and an almost identical

property that has not been flipped is about -27.9%. On the other hand, properties

flipped (i.e., FEF ) sell at an average percentage price difference of = 8 8% (Table

IV.1, row 3 of column (5)); in other words, the total average percentage difference in

sell price, i.e., + , between a flipped house and an almost identical property that

has not been flipped is about +19.1%.

The payment type also differed between the back end of a flip and the front end (Table

C.1). On average, properties flipped (i.e., BEF ) have a 21.9% higher probability
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of being paid in cash (Table C.1, row 1 of column (5)). In a similar way, flipped

properties (i.e., FEF ) have a 2.9% more probability of being paid in cash (Table C.1,

row 3 of column (5)). Regarding investor purchases, back-flipped housing transactions

were 18.2% more likely to be bought by an investor than non-flipped ones, whereas

front-flipped sales were -7.1% less likely to be bought by an investor than non-flipped

transactions (Table C.2, rows 1 and 3 of column (5)).

Table IV.1: Hedonic Regression and House Flipping,
Elasticity of the Sale Price

Model Model Model Model Model
(1) (2) (3) (4) (5)

Back End of the Flip -.345 -.263 -.211 -.223 -.279
(.006) (.006) (.006) (.007) (.010)

Front End of the Flip -.296 -.214 -.161 -.141 -.088
(.006) (.006) (.005) (.005) (.009)

Month & Year Fixed Effects No Yes Yes Yes Yes
Zip Codes Fixed Effects No No Yes Yes No
House Characteristics No No No Yes Yes
Property Fixed Effects No No No No Yes
# of Observations 93,932 93,932 93,919 90,047 56,037

Note: Coefficients are in the form of 𝛽 from equation IV.3. Standard errors are clustered at the property level. * p
0.05, ** p 0.01, and *** p 0.001. House characteristics include the property’s age, type of deed, living area of the

property in square feet, size of the property in square feet, number of bedrooms in the property, number of bathrooms
in the property, and number of parking spaces.

Effects of House Flipping Over Time

Before moving to the next section, let’s discuss how house flipping impacted the real

estate market over time. Figure IV.9 presents estimates of how house flipping discounts

( ) and premiums ( ) evolved between the years 2009 and 2021. Between 2009 and

2021, the house flipping discount was always negative even though it decreased as time

passed, going from -36.8% in 2009 to -19.2% in 2019. The decrease in the discount could

potentially be attributed to the ability of house flippers to locate distressed properties

in the wake of the 2009 Financial Crisis, which offered higher returns on investment. As
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the availability of distressed properties decreased, the average discount at which house

flippers could purchase properties also decreased.

A similar trend was observed for the house flipping premium. As time passed, house

flipping premiums increased, ranging from a negative premium of -7.03% in 2009 to a

positive one of 18.72% in 2019. One possible explanation for this pattern is similar to

the explanation for the discount. The rise in house flipping premiums coincided with

the Financial Crisis. After the Financial Crisis, a flood of properties was on the market,

which led to negative returns for those who flipped houses, possibly due to oversupply.

However, as the real estate market recovered from the crisis, the supply of properties

decreased, resulting in an increase in the house flipping premium.

Figure IV.9: Hedonic Regression and House Flipping,
Percentage Change in Sale Price by Year

Average Marginal Effects by Year

(a) Back End of the Flip (b) Front End of the Flip

Note: Vertical lines crossing the estimates are confidence intervals, where the cap represents the confidence interval at

the 95% level.

Figures IV.10 (a) and (b) display the average marginal revenue perceived by a flipped

transaction relative to a non-flip in both percentage and absolute terms. This includes

the back-end and front-end coefficients from equation IV.3. Both the total revenue

in percentage and absolute terms have increased since the beginning of the study. In
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2009, the entire flipping transaction was sold for 16.8% more than a similar non-flip

transaction, reaching 40.1% more in 2021, as shown in Figure IV.10 (a). In dollar

terms, the entire flipping transaction was sold for $75,000 more than a similar non-flip

transaction, reaching $120,000 more in 2021, as seen in Figure IV.10 (b).

Figure IV.10: Hedonic Regression and House Flipping,
Change in Total Revenue by Year

Average Marginal Effects by Year

(a) Percentage Change (b) Total USD Dollars

Note: Vertical lines crossing the estimates are confidence intervals, where the cap represents the confidence interval at

the 95% level.

As discussed in the previous section, it is important to determine whether flippers add

value to the housing market, as they can play a role in revitalizing urban blight and

investing in deteriorating housing stock. As shown in Figure IV.10 (a), within HNS

neighborhoods, house flippers earned a statistically significantly higher revenue, on

average, compared to non-flippers. However, this finding is altered when we distinguish

between flippers who filed at least one property permit and those who did not. Figure

C.2 (a) and (b) display the revenue outcomes for flippers in Suffolk County who did not

file a permit and those who did, respectively. In both graphs, one notices that those

flippers that didn’t file a permit and didn’t physically alter something of the property

(Figure C.2 (a)), had statistically significantly higher revenue, on average, compared
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to non-flippers. This result isn’t statistically significantly different from zero for those

flippers that did file a property permit (Figure C.2 (b)).

Mechanisms Over Time. The probability of paying with cash for flipped properties

also changed as time passed but always remained positive for the back end of the flip

(Figure IV.11). The likelihood of a back end of a flipped paid with cash went from

28.8% in 2009 to 19.4% in 2021, remaining positive throughout every year of the study

period (Figure IV.11(a)). In contrast, the probability of paying the front end of a flip

with cash turned negative as years passed, reaching -5.9% in 2021 (Figure IV.11(b)).

Figure IV.11: Hedonic Regression and House Flipping,
Probability of Paying with Cash by Year

Average Marginal Effects by Year

(a) Back End of the Flip (b) Front End of the Flip

Note: Vertical lines crossing the estimates are confidence intervals, where the cap represents the confidence interval at

the 95% level.

The average marginal probability of a house eventually being flipped (i.e., the back end

of the flip) and bought by an investor increased at a steep rate between 2008 and 2021

(Figure IV.12(a)). In 2008, a house being flipped was 13.8% more likely to be bought

by an investor relative to non-flipped houses, whereas in 2021, this difference reached

41.6%. In contrast, the average marginal probability of a house flipped (i.e., the front

end of the flip) and bought by an investor wasn’t statistically significantly different
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from non-flipped houses across time (Figure IV.12(b)).

Figure IV.12: Hedonic Regression and House Flipping,
Probability of Buyer Being an Investor by Year

Average Marginal Effects by Year

(a) Back End of the Flip (b) Front End of the Flip

Note: Vertical lines crossing the estimates are confidence intervals, where the cap represents the confidence interval at

the 95% level.

IV.II Tracing the Roots of Modern-Day House Flipping back to Early 20th

Century Disinvestment

Neighborhoods that have historically faced economic and financial disinvestment8 cur-

rently experience lower health and economic opportunity (Chetty, 2021; Krieger and

Higgins, 2002). However, disinvested neighborhoods with significant intrinsic residen-

tial amenities and abundant residential floor space may offer profit opportunities for

investors and house flippers through the following path. Historical conditions of disin-

vestment may have created a slow historical decline in home values, thereby elevating

the risk that mortgaged property owners may find themselves in a negative equity sit-

uation, owing more than their property’s market worth (Glaeser and Gyourko, 2005).

Properties with market values that fall below replacement costs are less likely to un-

8Defined here as a lack of adequate access to capital and a stagnation in economic growth
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dergo maintenance and improvement (Gyourko and Saiz, 2004; Haughwout, Sutherland

and Tracy, 2013; Melzer, 2017). These properties, due to their suppressed acquisi-

tion costs and potential for higher resale value, particularly in neighborhoods rich with

inherent amenities, then become attractive for investors and house flippers. Despite

the potential relationship between historical urban disinvestment and house flipping,

there are no papers to my knowledge linking them both. This chapter section explores

the association between 20th century patterns of disinvestment and 21st century home

flipping.

Housing dynamics during the 20th century were characterized by periods of investment

and disinvestment. For example, the Stock Market Crash of 1929 and the subsequent

Great Depression served as catalysts of neighborhood and housing disinvestment (Fish-

back et al., 2020). At the peak of the Great Depression, almost 40% of home bor-

rowers fell behind their mortgages, effectively freezing mortgage and money markets

and thereby potentially amplifying the financial catastrophe without any further action

(Rothstein, 2017). In this context, in 1933, under Franklin D. Roosevelt’s presidency,

the Federal Government established the Home Owners Loan Corporation (HOLC) to

stabilize the mortgage market by buying and refinancing home loans at risk of default.

By 1936, the HOLC had effectively incorporated nearly a million distressed assets into

its portfolio. In 1935, long after HOLC started stabilizing the mortgage market, the

Federal Home Loan Bank Board established a program called the City Survey program

(Fishback et al., 2020). In this program, HOLC staff, alongside local real estate profes-

sionals, including local bank loan officers, city officials, and realtors, conducted surveys

to understand and assess lending practices, real estate risk levels, and assets held by

HOLC in more than 230 cities (Hillier, 2003).

This survey led to the creation of HOLC descriptions of neighborhoods, known as area

description files (an example of which is illustrated in Figure C.1), which were sub-

sequently utilized to come up with real-estate residential risk grades and create maps
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for each neighborhood, making both available only to government officials involved in

housing policy (Hillier, 2003). The area description files and maps classified neighbor-

hoods into four zones (i.e., zone D, “Hazardous;” zone C, “Definitely Declining;” zone B,

“Still Diserable;” zone A, “Best”) based on detailed risk-based characteristics, including

housing age, quality, occupancy, mortgage access, and home values. Alongside housing

characteristics, non-housing attributes such as race, ethnicity, and immigration status

of the neighborhood were also collected (Aaronson, Hartley and Mazumder, 2021).9 In

essence, the HOLC, along with other Federal Agencies’ surveys and research initiatives,

illustrated the disinvestment trends of the 1930s, which were steeper in neighborhoods

with a higher population of African Americans and immigrants, as demonstrated in

Table IV.1. In other words, the HOLC surveys and their subsequent maps described

the existing conditions across different neighborhoods, and they did a good job of iden-

tifying the border between already-racialized areas (Hillier, 2003).

This naturally prompts us to consider how to spatially quantify disinvestment (and,

more importantly, racially-driven disinvestment) in the 20th century to show its asso-

ciation with 21st century house flipping. Ideally, I would leverage the FHA maps and

their ratings which categorized mortgages based on their risk level, thereby encouraging

private lenders seeking insurance for their mortgages to adopt these classifications (Fish-

back et al., 2020). However, since the FHA maps were potentially destroyed around the

1970s (Sagalyn, 1980), I will use recently digitized maps by the University of Richmond

with the caveat that these maps did not directly influence the HOLC’s primary goal

9Around the same time that HOLC was established, the Federal Government also founded the
Federal Housing Administration (FHA) in 1934 as an independent agency with the primary purpose
of insuring loans for home maintenance, rehabilitation, and new construction. As HOLC, the FHA
embarked on their studies of local markets and created their own set of neighborhood color-coded
risk maps to “avoid insuring risky properties to keep foreclosure rates down” (Fishback et al., 2020).
This increased focus on location represented an additional barrier to capital in these already distressed
neighborhoods and had substantial negative impacts on Black homeowners. Historians generally agree
that the FHA avoided insuring mortgages for potential borrowers who were Black or lived in Black
neighborhoods (Michney and Winling, 2020; Fishback et al., 2021). As Hillier (2003) explains, the FHA
was a leader in establishing and promoting standards and procedures for neighborhood appraisals. FHA
did more to institutionalize racialized disinvestment than any other agency by categorizing mortgages
according to their risk level and encouraging private lenders who wanted mortgage insurance to do the
same.
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of stabilizing the mortgage market in the wake of the Great Depression nor causally

created the practice of “redlining” (Hillier, 2003; Fishback et al., 2020). However, they

correlate with and offer a snapshot of patterns of racialized disinvestment and real estate

valuation that existed before their creation by the HOLC. In other words, the HOLC

maps used in this chapter show the striking extent of disinvestment experienced within

African American and immigrant communities in Boston during the early twentieth

century.

Historical Disinvestment and Modern Day House Flipping

Associations Between Area Description Files and HOLC Grades. I begin by exploring

the associations between the area description files, which were used to create HOLC’s

maps, and the grades allocated to each neighborhood. Each column of table IV.1

presents the results of regressing a dummy variable—assigned the value 1 if a neigh-

borhood was given a grade of “B,” “C,” or “D” by the HOLC, and 0 if it received an

“A”—against the variables contained within the area description files for each graded

neighborhood (see Figures C.1 for examples of two such files).

On average, the presence of Black residents in a neighborhood was found to increase

the likelihood of a neighborhood being graded with a letter D (i.e., redlining) compared

to being assigned a letter A (i.e., greenlining), but this effect was not statistically sig-

nificant for neighborhoods with grades C (i.e., yellowlined) or B (i.e., bluelined). In

contrast, the presence of foreign-born residents in a neighborhood increased the likeli-

hood of a neighborhood being assigned a letter D, C, or B relative to being assigned

a letter A. As well, the average age of properties in a neighborhood was statistically

significant in determining whether a neighborhood was assigned with a letter D, C, or

B relative to being assigned a letter A. Neighborhoods with lower income were more

likely to be assigned a letter D or C relative to being assigned a letter A, suggesting

that neighborhoods assigned with letters B and A had similar economic characteristics.
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A “higher” occupation class in a neighborhood was also correlated with having a higher

likelihood of being assigned a letter A rather than D, C, or B. A similar pattern was

observed regarding the mortgage availability and home repair status of housing. Bet-

ter mortgage availability and lower home repair status were associated with a higher

likelihood of being assigned a letter A rather than D, C, or B.

In essence, neighborhoods with Black and foreign-born populations, older properties,

lower family income, lower perceived occupation class, and poorer mortgage availability

and home repair status were more likely to be assigned a letter D or C rather than a

letter A. These results support Hillier (2003)’s and Fishback et al. (2020)’s work ex-

plaining that HOLC’s maps did not automatically redlined neighborhoods. Instead,

they provided a comprehensive snapshot of pre-existing disinvestment before the com-

mencement of HOLC’s City Survey program. Furthermore, these results support my

argument for utilizing HOLC polygons as proxies to represent disinvestment during the

early 20th century.
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Table IV.1: Probability of a HOLC Zone Being Graded B, C, or D

Zone B Zone C Zone D
(1) (2) (3)

Relative to Zone A

Zone Has Black Population 0.074 -0.009 0.022***
(0.041) (0.010) (0.005)

Zone Has Foreign Born Population 0.104*** 0.049*** 0.033***
(0.020) (0.008) (0.006)

Median Family Income ($) -0.000 -0.000*** -0.000***
(0.000) (0.000) (0.000)

Median property Age (Years) 0.010*** 0.004*** 0.001***
(0.001) (0.000) (0.000)

Base = “Lower” Occupation Class
“Low Mid” Occupation Class 0.118* 0.001 0.011

(0.049) (0.008) (0.006)
“Mid” Occupation Class 0.177*** 0.027** 0.009

(0.040) (0.009) (0.010)
“Up Mid” Occupation Class 0.134*** -0.030* -0.231***

(0.040) (0.015) (0.040)
“Upper” Occupation Class -0.087* -0.264*** -0.240***

(0.038) (0.019) (0.034)
Base = “Poor” Home Repair Status
“Fair” Home Repair Status 0.058 0.063*** 0.036***

(0.061) (0.015) (0.008)
“Fair-Good” Home Repair Status 0.104 0.110*** -0.016

(0.060) (0.017) (0.025)
“Fair-Poor” Home Repair Status -0.009 0.017 0.019***

(0.065) (0.015) (0.005)
“Good” Home Repair Status -0.075 -0.233*** -0.441***

(0.062) (0.024) (0.052)
Base = “Poor” Mortgage Availability
“Fair” Mortgage Availability 0.005 0.010 0.011*

(0.049) (0.009) (0.005)
“Fair-Good” Mortgage Availability -0.158** -0.021 -0.116**

(0.061) (0.023) (0.042)
“Fair-Poor” Mortgage Availability 0.029 -0.009 0.006

(0.101) (0.016) (0.007)
“Good” Mortgage Availability -0.121* -0.120*** -0.236***

(0.049) (0.014) (0.036)

# Observations 2,415 3,420 2,314

Note: Standard errors (in parentheses) are clustered at the state level. * p 0.05, ** p 0.01, and *** p 0.001.
Each column represents a different regression.
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Associations Between HOLC Grades and House Flipping. Having shown the association

between HOLC grades and historical disinvestment, I now test the association between

historical disinvestment (proxied here as neighborhoods with a D or C grade) and

modern-day house flipping practices. Table IV.2 shows estimates of estimator IV.4,

supporting the hypothesis that properties in formerly graded D and C neighborhoods

are more likely to be flipped than those in former A-graded neighborhoods. Specifically,

in Table IV.2, column (4), I find that properties in former redlined (zone D, “Hazardous”)

and yellowlined (zone C, “Definitely Declining”) areas are more likely to be flipped than

those in former greenlined areas (zone A, “Best”).

Controlling for the year, zip code, and house characteristics, properties in former red-

lined and yellowlined areas are, on average, 1.7% and 1.0% more likely to be flipped

than those in greenlined areas (Table IV.2 (1)-(4)). However, I found no statistically

significant difference in flipping rates between greenlined and bluelined (i.e., “Still De-

sirable”) areas. These results are also robust to including fixed effects for the year, zip

code, and house characteristics.

Furthermore, properties located within redlined and yellowlined areas not only have a

higher likelihood of being flipped but also sell at lower prices and are more prone to

foreclosure compared to those in greenlined areas (Tables C.3 and C.5 in the appendix

show the results). Specifically, properties in former redlined and yellowlined areas sell

for 32.4% and 30.1% less, respectively, than those in former greenlined areas on average

(Table C.3, column (4)). Additionally, properties in these same areas are, respectively,

0.23% and 0.41% more likely to be foreclosed than those in former greenlined areas (Ta-

ble C.5, column (4)). There is no statistically significant association between properties

located in redlined or yellowlined zones and those in greenlined areas with the proba-

bility of cash purchases, or the buyer is an investor (Tables C.4 and C.6, respectively,

column (4)).
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Table IV.2: House Flipping Probability, by HOLC Zone

Model Model Model Model
(1) (2) (3) (4)

Relative to Zone A
Zone B .003 .003 .004 .003

(.003) (.002) (.003) (.003)
Zone C .016 .016 .010 .010

(.002) (.002) (.003) (.003)
Zone D .010 .010 .016 .017

(.002) (.002) (.003) (.003)

Year Fixed Effects No Yes Yes Yes
Zip Codes Fixed Effects No No Yes Yes
House Characteristics No No No Yes

# of Observations 154,235 154,235 154,232 142,262

Note: Standard errors (in parentheses) are clustered at the ZIP code level. * p 0.05, ** p 0.01, and *** p
0.001. House characteristics include the sale price of the transaction, age of the property, type of deed, living area of the
property in square feet, size of the property in square feet, number of bedrooms in the property, number of bathrooms
in the property, and number of parking spaces.

Spatial Regression Discontinuity Design with Inverse Probability Weights. As discussed

in subsection III.II, estimator IV.4 has two potential limitations. Firstly, the concern

is that the maps created by the HOLC may have reflected and codified pre-existing dif-

ferences in neighborhoods but were not associated with future disinvestment. Secondly,

estimator IV.4 may not fully control for potential confounders that affect the likelihood

of an area receiving a specific HOLC grade and its contemporaneous likelihood of a

property being flipped. Moreover, the estimates presented in Table IV.2 are limited

to testing the effect of residing in a redlined zone and do not allow for examining the

impact of living within a yellowlined area without altering the baseline HOLC zone. To

address this limitation, I utilized a Spatial Regression Discontinuity Design (SRDD),

which involves analyzing changes in property-level outcomes in areas that are geograph-

ically close but on opposite sides of a HOLC boundary. To increase the precision of
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the analysis, I also incorporated Inverse Probability Weights, which adjust the kernel

function of the SRDD based on the likelihood of a particular area receiving a specific

HOLC grade, as further described in subsection III.II.

Table C.7 displays various estimates of , which are obtained from estimator IV.5 for

the probability of property transactions being flipped. Each row in the table corresponds

to a different estimation method, while each column corresponds to a different average

treatment border effect. Figures IV.13(a) and IV.13(b) display Regression Discontinuity

Plots for the treatment effect at the borders “A-B” and “A-C,” respectively. The vertical

difference or jump at the discontinuity (i.e., 0 meters from the border) represents the

estimate from estimator IV.5. Both plots indicate an increase in the probability

of a property transaction being flipped at the discontinuity point where a lower-rated

zone meets a higher-rated zone. The probability of a transaction being a flip showed a

small increase of +2.9% between zones A (i.e., “Best”) and B (i.e., “Still Desirable”), but

this difference was not statistically significant. However, there was a larger statistically

significant increase of +12.2% in the same probability for transactions within zone C

(i.e., “Definitely Declining”) relative to zone A, supporting the “yellowlining” hypothesis

suggested by Aaronson, Hartley and Mazumder (2021).
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Figure IV.13: Spatial Regression Discontinuity Design with IPW
for “A - B” and “A - C” Borders, Probability of a Home being Flipped

(a) “A - B” Border (b) “A - C” Border

Note: Dots represent average values within the distance shown on the x-axis. The vertical line represents the border.

The function to the left and to the right represents the fitted polynomial.

Figure IV.14 (a) and Figure IV.14 (b) display Regression Discontinuity Plots of the

treatment effect at the borders “B-C” and “C-D,” respectively. Once again, we observe

a sharp increase or jump in the outcome variable at the discontinuity point where a

lower-rated zone meets a higher-rated zone. The probability of a transaction being a flip

is +3.5% higher in zones C than in zones B, and this difference is statistically significant

at the 5% level, providing further support for the “yellowlining” hypothesis. However,

we do not observe a statistically significant effect in the probability of a transaction

being a flip in zone D (i.e., “Hazardous”) compared to zone C.
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Figure IV.14: Spatial Regression Discontinuity Design with IPW,
for “B - C” and “C - D” Borders, Probability of a Home being Flipped

(a) “B - C” Border (b) “C - D” Border

Note: Dots represent average values within the distance shown on the x-axis. The vertical line represents the border.

The function to the left and the right represents the fitted polynomial.

In addition to the association between historical disinvestment and house flipping, I

found associations between the sale price of a transaction, the probability of a trans-

action being a foreclosure, and a neighborhood being graded by HOLC as D or C. On

the one hand, there is a positive difference in the prices of properties close to Zone

C borders compared to those close to Zone A borders. Specifically, I only found that

properties close to a Zone C border were sold at a price that was 193% higher than

those close to a Zone A border. This result was statistically significant at the .01%

level, as evidenced by Figures C.3 and C.4, and summarized in Table C.8. On the other

hand, I only found a significant difference in the likelihood of a property being sold

as a foreclosure within a close distance of Zone B compared to a close distance of a

Zone A. Specifically, properties located within a close distance of Zone B border had a

7.6% higher likelihood of being sold as a foreclosure than those located within a close

distance of a Zone A border. This difference was statistically significant at the 1% level

and is supported by Figures C.7 and C.8, as well as by the data in Table C.10.

Finally, neither the probability of paying for a transaction with cash (as shown in
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Figures C.5 and C.6, and summarized in Table C.9), nor the probability of the buyer

in a property transaction being an investor (as shown in Figures C.9 and C.10, and

summarized in Table C.11), exhibit statistically significant effects.

IV.III Discussing the Social Importance of House Flipping

The Collaborative Data Analysis (CDA) allowed us to jointly interpret and discuss sta-

tistical model results with academic and resident researchers who live and interact with

HNS neighborhoods. In total, 13 resident researchers, two public agency researchers,

and two academic researchers attended the house flipping CDA sessions.

Discussions that took place during CDA helped put into context the social importance of

house flipping. For example, our cross-sector, cross-site research team discussion, thanks

to resident researcher contributions, focused on possible implications of house flipping

for the displacement of tenants, toxic particles and asbestos rising from demolitions,

no renovation and poor quality housing, absentee landlords, long-term residents being

kicked out, rent increases, gentrification, homelessness and opioid addiction, increase

in evictions and displacement, and a decrease in safety. We also discussed, thanks to

the lived experience of resident researcher members, the fact that house flipping was

occurring near potentially positive new transportation-related, housing, and commercial

developments.

How does house flipping work? Our subsequent group discussion focused on house

flipping as a mode of gentrification operating in a “systematic and non-random way,”

and it was argued that this system relies on those with wealth and access to financial

resources to make a profit. Resident researcher insights helped raise questions about

how investors target areas with low-income people, vacant lots, and affordable housing.

Public investments, such as transit, were also identified as potential triggers of house

flipping cycles that deserve study.
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A neutralized framing, such as portraying flipping as a business or side job, may con-

tribute to flipping’s role in widening inequality, according to our discussion. Cultural

representation through media, such as HGTV glorifying flipping or countless books, also

contributes to the house flipping system. In this sense, people and investors prioritize

“winning the flipping game” over community relationships or other considerations.

However, even though house flippers profit from the lack of housing supply, individuals

face few options to build generational wealth for their families. House flipping provides

that opportunity, which does not make it inherently right or wrong. However, the

system’s victims remain the same, with this system keeping certain groups stagnant

and removing choice from housing for those not benefiting from flipping.

House Flipping Impacts . The group discussions and the process of collaboratively

analyzing the results led to new research directions. For example, we raised questions

about health implications while discussing the impact of house flipping on affordability

and the environmental impacts of renovations. We discussed how rising housing and

rent prices often force families to live in overcrowded conditions, leading to increased

homelessness and family separation. These, in turn, can have intergenerational physical

and mental health impacts beyond the immediate financial strains. For example, we

talked about the feeling of congestion and churn due to a reduction of housing leads to

a feeling of “always something happening, where there is no place just to take a breath.”

The impact of house flipping on an individual’s sense of place, community well-being,

and access to green spaces were other significant outcomes that surfaced thanks to res-

ident researchers’ contributions to discussions. Priorities for future study include how

the proliferation of house flipping reduces open green areas, as property owners fenced

off previously accessible public spaces and limited mobility within the neighborhood.

Other priority questions include how house flipping disrupts economic vitality by dis-

placing locally owned businesses and replacing them with high-end supermarkets that

often increased the prices of food products for the whole community and harmed the
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livelihoods of those who depend on such businesses.

Policy Solutions and Interventions . Finally, our discussions —thanks to resident

researcher contributions —helped identify potential policy interventions and actions re-

lated to house flipping that could benefit local communities. Potentially helpful actions

include policies targeted to increase access to information, support home repairs, revise

zoning laws, creation of cooperative and land trusts with limited-equity covenants, pro-

vide financial assistance to first-time homebuyers, and augment the capital tax levied on

house flipping was discussed. To combat real estate speculators and maintain affordable

housing, community land ownership through cooperative and land trusts with limited-

equity covenants may be promising. These policies aim to enable community members

to outmaneuver the real estate flippers and secure accessible housing. Additionally,

as community members become more aware of the predatory practices employed by

flippers in their neighborhoods, potential policies may be aimed at improving access to

information. By providing communities with knowledge about the potential profit of

flipping, homeowners could avoid selling their properties or benefit from increased sale

prices.

Another potential policy designed to compete against all-cash flip buyers could involve

providing financial assistance for first-time homebuyers. However, doubts remained

about the feasibility of this approach since it would require substantial financial support

to level the playing field. The policy proposal focused on supporting home repairs was

targeted to prevent homeowners from being compelled to sell their homes in the face of

unexpected events and to reduce the potential for flippers to profit from such situations.

In our conversations, we also discussed supply-side policies. Specifically, we explored

the effects of inflexible zoning laws as a mechanism that restricts housing supply and

reduces opportunities for homeowners to earn additional income (e.g., by renting out

a potential accessory dwelling unit), thereby decreasing the likelihood of resorting to

selling their property for emergency funds. Finally, the idea of an increase in the number
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of community-based realtors to help ensure that property transactions are carried out in

ways that are beneficial to both the financial and community aspects of the transaction

was explored.

V Conclusion

The rise of house flipping as a popular investment strategy has been accompanied

by debates on its impact on the housing market, particularly on housing supply and

affordability. This chapter has focused on investigating the effects of house flipping on

rapidly changing neighborhoods in the Greater Boston area, with a particular emphasis

on understanding the mechanisms by which flippers acquire properties and the types

of properties they target. Through a mixed-methods approach and the collaboration

with resident researchers of the HNS consortium, this study has highlighted the complex

effects of house flipping on neighborhoods, including the potential displacement of long-

term residents and the disruption of community stability. The findings show that

flipping disproportionately affects affordable housing sales and homes within historically

disinvested areas.

This study contributes to the literature on the impact of investors in the housing market

by shedding light on the extent of house flipping and its complex and nonlinear im-

pacts. While previous studies have focused on the average or median prices of homes,

this chapter provides a more nuanced analysis of the mechanisms and types of prop-

erties targeted by flippers. The insights gained from this study could inform policy

decisions to mitigate the negative impacts of house flipping on neighborhoods. Some

suggestions include increasing access to information, supporting home repairs, revising

zoning laws, creating cooperative and land trusts with limited-equity covenants, and

providing financial assistance to first-time homebuyers.
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Appendix A

Appendix for The Effects of Localized
Climate Shocks on Places and People
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Table A.1: Balance Tests (1). Pre-Tornado Difference-In-Differences

(1) (2) (3) (4) (5)
Sale Price Institution Sq. Ft. Year Built Bathrooms

Treatment 331.665 0.000 6.272 -0.029 -0.000
(1977.325) (0.001) (10.392) (0.253) (0.008)

Constant 62900.973*** 0.058*** 1743.463*** 1966.645*** 2.008***
(10035.076) (0.006) (31.432) (0.562) (0.035)

Obs. 2,024,386 2,024,387 1,898,839 1,882,082 1,727,015
Note: *** p 0.001, ** p 0.01, * p 0.05. Tornado and year fixed-effects. Standard Errors Clustered at the Tornado
Level. Tornadoes with positive property damage. For Institution, it refers to the probability an institution bought a
property.

Table A.2: Balance Tests (2). Pre-Tornado Difference-In-Differences

(1) (2) (3) (4)
Walk Score Transit Score Bike Score Lot Sq. Ft.

Treatment -0.442 -0.235 -0.173 33048.772
(0.254) (0.204) (0.158) (44747.188)

Constant 31.925*** 30.908*** 39.557*** -612839.435
(0.579) (0.277) (0.889) (724808.240)

Obs. 2,022,617 854,581 2,001,658 1,739,898
Note: *** p 0.001, ** p 0.01, * p 0.05. Tornado and fixed-effects. Standard Errors Clustered at the Tornado Level.
Tornadoes with positive property damage.
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Figure A.1: Institutional Investors Across Time
Probability that a property was bought by an institutional investor

Figure A.2: Impact of a Tornado on Sale Prices for
FEMA Disaster Declaration Areas, US Dollars ($1,000)

Marginal Effects relative to Areas not designated FEMA Disaster Declaration

133



Figure A.3: Impact of a Tornado on Sale Prices by Tornado Magnitude,
US Dollars ($1,000)

Marginal Effects relative to Areas Impacted by EF0 Tornadoes

(a) Magnitude EF1 (b) Magnitude EF2

(c) Magnitude EF3 (d) Magnitude EF4
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Figure A.4: Impact of a Tornado on the Probability a Property
was Bought by an Institutional Investor, by Treatment Design

(a) Spillover Effects (b) Direct Effects

(c) Spillover + Direct Effects (d) Both Spillover and Direct Effects
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Figure A.5: Impact of a Tornado on the Probability a Property
was Sold by a Bank, by Treatment Design

(a) Spillover Effects (b) Direct Effects

(c) Spillover + Direct Effects (d) Both Spillover and Direct Effects
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Figure A.6: Impact of a Tornado on the Number of Listings, by Treatment Design

(a) Spillover Effects (b) Direct Effects

(c) Spillover + Direct Effects (d) Both Spillover and Direct Effects
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Figure A.7: Impact of a Tornado on the Days on the Market, by Treatment Design

(a) Spillover Effects (b) Direct Effects

(c) Spillover + Direct Effects (d) Both Spillover and Direct Effects
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Figure A.8: Impact of a Tornado on the Sale Prices,
by the Distance to the Nearest CBD ( 4 km) and by Treatment Design

(a) Spillover Effects (b) Direct Effects

(c) Spillover + Direct Effects (d) Both Spillover and Direct Effects
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Figure A.9: Impact of a Tornado on the Sale Prices,
by the Distance to the Nearest CBD ( 4 km and 18 km) and by Treatment Design

(a) Spillover Effects (b) Direct Effects

(c) Spillover + Direct Effects (d) Both Spillover and Direct Effects
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Figure A.10: Impact of a Tornado on the Sale Prices,
by the Distance to the Nearest CBD ( 18 km) and by Treatment Design

(a) Spillover Effects (b) Direct Effects

(c) Spillover + Direct Effects (d) Both Spillover and Direct Effects
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Figure A.11: Impact of a Tornado on Taxes Due per Property, by Treatment Design

US Dollars
(a) Spillover Effects (b) Direct Effects

(c) Spillover + Direct Effects (d) Both Spillover and Direct Effects
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Appendix B

Appendix for Eviction Moratoria
Expiration and COVID-19 Infection
Risk
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Table B.1: US States by Eviction Moratorium Implementation and Lifting Status

State
Implemented an Lifted their Week of the Year the

Eviction Eviction the Moratorium was
Moratorium Moratorium First Lifted

Alabama Yes Yes 23
Alaska Yes Yes 27
Arizona Yes No NA
Arkansas No NA NA
California Yes No NA
Colorado Yes Yes 25

Connecticut Yes No NA
Delaware Yes Yes 27

District of Columbia Yes No NA
Florida Yes No NA
Georgia No NA NA
Hawaii Yes No NA
Idaho Yes Yes 19
Illinois Yes No NA
Indiana Yes Yes 34

lowa Yes Yes 23
Kansas Yes Yes 23

Kentucky Yes Yes 35
Louisiana Yes Yes 25

Maine Yes Yes 32
Maryland Yes Yes 31

Massachusetts Yes No NA
Michigan Yes Yes 30
Minnesota Yes No NA
Mississippi Yes Yes 23
Missouri No NA NA
Montana Yes No NA
Nebraska Yes Yes 23
Nevada Yes No NA
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State
Implemented an Lifted their Week of the Year the

Eviction Eviction the Moratorium was
Moratorium Moratorium First Lifted

New Hampshire Yes Yes 27
New Jersey Yes No NA
New Mexico Yes No NA
New York Yes No NA

North Carolina Yes Yes 26
North Dakota Yes Yes 17

Ohio No NA NA
Oklahoma No NA NA
Oregon Yes No NA

Pennsylvania Yes No NA
Rhode Island Yes Yes 27

South Carolina Yes Yes 21
South Dakota No NA NA

Tennessee Yes Yes 23
Texas Yes Yes 21
Utah Yes Yes 21

Vermont Yes No NA
Virginia Yes Yes 21

Washington Yes No NA
West Virginia Yes Yes 21

Wisconsin Yes Yes 22
Wyoming No NA NA

Note: NA = Not Applicable
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Appendix C

Appendix for House Flipping Within
Rapidly Changing Neighborhoods
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Figure C.1: Examples of Area Description Files in Boston, MA

(a) HOLC Zone “B” (b) HOLC Zone “D”
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Table C.1: Hedonic Regression and House Flipping
Probability of Paying with Cash

Model Model Model Model Model
(1) (2) (3) (4) (5)

Back End of the Flip .569 .516 .517 .188 .219
(.004) (.004) (.004) (.005) (.007)

Front End of the Flip .049 .002 .002 .027 .029
(.004) (.004) (.002) (.004) (.007)

Month & Year Fixed Effects No Yes Yes Yes Yes
Zip Codes Fixed Effects No No Yes Yes No
House Characteristics No No No Yes Yes
Property Fixed Effects No No No No Yes
# of Observations 93,932 93,932 93,905 90,047 56,037

Note: Standard errors (in parentheses) are clustered at the property level. * p 0.05, ** p 0.01, and *** p 0.001.
House characteristics include the sale price of the property, age of the property, type of deed, the sale type, living area of
the property in square feet, size of the property in square feet, number of bedrooms in the property, number of bathrooms
in the property, and number of parking spaces.

Table C.2: Hedonic Regression and House Flipping,
Probability of the Buyer Being an Investor

Model Model Model Model Model
(1) (2) (3) (4) (5)

Back End of the Flip .185 .188 .196 .180 .182
(.004) (.004) (.004) (.006) (.008)

Front End of the Flip -.016 -.017 -.009 -.039 -.071
(.003) (.003) (.003) (.003) (.007)

Month & Year Fixed Effects No Yes Yes Yes Yes
Zip Codes Fixed Effects No No Yes Yes No
House Characteristics No No No Yes Yes
Property Fixed Effects No No No No Yes
# of Observations 93,932 93,932 93,919 90,056 56,037

Note: Standard errors (in parentheses) are clustered at the property level. * p 0.05, ** p 0.01, and *** p 0.001.
House characteristics include the sale price of the property, age of the property, type of deed, living area of the property
in square feet, size of the property in square feet, number of bedrooms in the property, number of bathrooms in the
property, and number of parking spaces.
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Figure C.2: Hedonic Regression and House Flipping,
Change in Total Revenue by Year and Approved Property Permit

Percentage Change

(a) Without Approved Property Permit (b) With Approved Property Permit

Note: Vertical lines crossing the estimates are confidence intervals, where the cap represents the confidence interval at

the 95% level.
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Table C.3: Change in the Sale Price, by HOLC Zone

Model Model Model Model
(1) (2) (3) (4)

Relative to Zone A
Zone B -.283 -.283 -.248 -.184

(.010) (.010) (.008) (.009)
Zone C -.534 -.536 -.362 -.301

(.009) (.009) (.008) (.009)
Zone D -.452 -.456 -.381 -.324

(.010) (.010) (.009) (.010)

Year Fixed Effects No Yes Yes Yes
Zip Codes Fixed Effects No No Yes Yes
House Characteristics No No No Yes

# of Observations 154,235 154,235 154,232 142,262

Note: Standard errors (in parentheses) are clustered at the ZIP code level. * p 0.05, ** p 0.01, and *** p 0.001.
House characteristics include the age of the property, type of deed, living area of the property in square feet, size of
the property in square feet, number of bedrooms in the property, number of bathrooms in the property, and number of
parking spaces.

150



Table C.4: Cash Payment Probability, by HOLC Zone

Model Model Model Model
(1) (2) (3) (4)

Relative to Zone A
Zone B .026 .027 -.003 .00

(.006) (.006) (.006) (.006)
Zone C .043 .044 .003 -.004

(.005) (.005) (.006) (.006)
Zone D .043 .045 -.007 -.024

(.005) (.005) (.007) (.007)

Year Fixed Effects No Yes Yes Yes
Zip Codes Fixed Effects No No Yes Yes
House Characteristics No No No Yes

# of Observations 154,235 154,235 154,232 142,262

Note: Standard errors (in parentheses) are clustered at the ZIP code level. * p 0.05, ** p 0.01, and *** p
0.001. House characteristics include the sale price of the transaction, age of the property, type of deed, living area of the
property in square feet, size of the property in square feet, number of bedrooms in the property, number of bathrooms
in the property, and number of parking spaces.
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Table C.5: Foreclosure Probability, by HOLC Zone

Model Model Model Model
(1) (2) (3) (4)

Relative to Zone A
Zone B .0013 .0014 .0002 -.0006

(.0008) (.0008) (.0009) (.0009)
Zone C .0113 .0115 .0024 .0023

(.0008) (.0008) (.0009) (.0010)
Zone D .0096 .0099 .004 .0041

(.0009) (.0009) (.0013) (.0014)

Year Fixed Effects No Yes Yes Yes
Zip Codes Fixed Effects No No Yes Yes
House Characteristics No No No Yes

# of Observations 154,235 154,235 154,232 142,262

Note: Standard errors (in parentheses) are clustered at the ZIP code level. * p 0.05, ** p 0.01, and *** p
0.001. House characteristics include the sale price of the transaction, age of the property, type of deed, living area of the
property in square feet, size of the property in square feet, number of bedrooms in the property, number of bathrooms
in the property, and number of parking spaces.
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Table C.6: Investor Buyer Probability, by HOLC Zone

Model Model Model Model
(1) (2) (3) (4)

Relative to Zone A
Zone B .0009 .0009 .0003 .0000

(.0011) (.0011) (.0012) (.0012)
Zone C .0012 .0012 -.0011 -.0012

(.001) (.001) (.0012) (.0012)
Zone D .001 .001 .0001 .0002

(.001) (.001) (.0013) (.0014)

Year Fixed Effects No Yes Yes Yes
Zip Codes Fixed Effects No No Yes Yes
House Characteristics No No No Yes

# of Observations 154,235 154,235 154,232 142,262

Note: Standard errors (in parentheses) are clustered at the ZIP code level. * p 0.05, ** p 0.01, and *** p
0.001. House characteristics include the sale price of the transaction, age of the property, type of deed, living area of the
property in square feet, size of the property in square feet, number of bedrooms in the property, number of bathrooms
in the property, and number of parking spaces.
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Table C.7: Spatial Regression Discontinuity Design with IPW
and Different Estimators, Probability of a Home being Flipped

A-B Border A-C Border B-C Border C-D Border

Conventional 0.040 0.109 0.029 -0.025
(0.033) (0.059) (0.015) (0.022)

Bias-corrected 0.029 0.122* 0.035* -0.033
(0.033) (0.059) (0.015) (0.022)

Robust 0.029 0.122 0.035 -0.033
(0.039) (0.072) (0.018) (0.026)

Obs. 902 392 9,980 10,376

Note: Standard errors (in parentheses) are clustered at the ZIP code level. * p 0.05, ** p 0.01, and *** p 0.001.
Local polynomial analysis. The SRDD estimator uses as covariates the sale price, and zipcode and year fixed-effects.

Table C.8: Spatial Regression Discontinuity Design with IPW
and Different Estimators, Impact on the Sale Price of a Property Transaction

A-B Border A-C Border B-C Border C-D Border

Conventional -0.039 1.575*** -0.083 0.002
(0.004) (0.410) (0.005) (0.000)

Bias-corrected -0.066 1.935*** -0.095 -0.000
(0.006) (0.503) (0.006) (0.000)

Robust -0.066 1.935*** -0.095 -0.000
(0.008) (0.540) (0.007) (0.000)

Obs. 931 407 10,272 10,871

Note: Standard errors (in parentheses) are clustered at the ZIP code level. * p 0.05, ** p 0.01, and *** p 0.001.
Local polynomial analysis. The SRDD estimator uses as covariates zip code and year fixed-effects.
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Figure C.3: Spatial Regression Discontinuity Design with IPW,
for “A - B” and “A - C” Borders, Change in the Sale Price

(a) “A - B” Border (b) “A - C” Border

Note: Dots represent average values within the distance shown on the x-axis. The vertical line represents the border.

The function to the left and to the right represents the fitted polynomial.

Figure C.4: Spatial Regression Discontinuity Design with IPW,
for “B - C” and “C - D” Borders, Change in the Sale Price

(a) “B - C” Border (b) “C - D” Border

Note: Dots represent average values within the distance shown on the x-axis. The vertical line represents the border.

The function to the left and to the right represents the fitted polynomial.
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Table C.9: Spatial Regression Discontinuity Design with IPW
and Different Estimators, Probability of Paying with Cash a Property Transaction

A-B Border A-C Border B-C Border C-D Border

Conventional 0.055 0.116 0.015 0.037
(0.074) (0.110) (0.035) (0.032)

Bias-corrected 0.014 0.103 0.014 0.037
(0.074) (0.110) (0.035) (0.032)

Robust 0.014 0.103 0.014 0.037
(0.089) (0.134) (0.041) (0.038)

Obs. 931 407 10,272 10,871

Note: Standard errors (in parentheses) are clustered at the ZIP code level. * p 0.05, ** p 0.01, and *** p 0.001.
Local polynomial analysis. The SRDD estimator uses as covariates the sale price, zip code, and year fixed-effects.
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Figure C.5: Spatial Regression Discontinuity Design with IPW,
for “A - C” and “A - C” Borders, Probability of Paying with Cash a Transaction

(a) “A - B” Border (b) “A - C” Border

Note: Dots represent average values within the distance shown on the x-axis. The vertical line represents the border.

The function to the left and to the right represents the fitted polynomial.

Figure C.6: Spatial Regression Discontinuity Design with IPW,
for “B - C” and “C - D” Borders, Probability of Paying with Cash a Transaction

(a) “B - C” Border (b) “C - D” Border

Note: Dots represent average values within the distance shown on the x-axis. The vertical line represents the border.

The function to the left and to the right represents the fitted polynomial.
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Table C.10: Spatial Regression Discontinuity Design with IPW
and Different Estimators, Probability of a Property Transaction Being a Foreclosure

A-B Border A-C Border B-C Border C-D Border

Conventional 0.066* 0.046 0.004 0.006
(0.027) (0.041) (0.005) (0.007)

Bias-corrected 0.076** 0.048 0.005 0.007
(0.027) (0.041) (0.005) (0.007)

Robust 0.076* 0.048 0.005 0.007
(0.033) (0.049) (0.006) (0.008)

Obs. 931 407 10,272 10,871

Note: Standard errors (in parentheses) are clustered at the ZIP code level. * p 0.05, ** p 0.01, and *** p 0.001.
Local polynomial analysis. The SRDD estimator uses as covariates the sale price, zip code, and year fixed-effects.
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Figure C.7: Spatial Regression Discontinuity Design with IPW,
for “A - B” and “A - C” Borders, Probability of the Sale Being a Foreclosure

(a) “A - B” Border (b) “A - C” Border

Note: Dots represent average values within the distance shown on the x-axis. The vertical line represents the border.

The function to the left and to the right represents the fitted polynomial.

Figure C.8: Spatial Regression Discontinuity Design with IPW,
for “B - C” and “C - D” Borders, Probability of the Sale Being a Foreclosure

(a) “B - C” Border (b) “C - D” Border

Note: Dots represent average values within the distance shown on the x-axis. The vertical line represents the border.

The function to the left and to the right represents the fitted polynomial.

159



Table C.11: Spatial Regression Discontinuity Design with IPW and Different
Estimators, Probability of a Property Transaction Being Bought by an Investor

A-B Border A-C Border B-C Border C-D Border

Conventional -0.085 -0.128 -0.023 0.005
(0.067) (0.165) (0.021) (0.024)

Bias-corrected -0.119 -0.121 -0.028 0.007
(0.067) (0.165) (0.021) (0.024)

Robust -0.119 -0.121 -0.028 0.007
(0.077) (0.196) (0.026) (0.029)

Obs. 909 400 10,081 10,699

Note: Standard errors (in parentheses) are clustered at the ZIP code level. * p 0.05, ** p 0.01, and *** p 0.001.
Local polynomial analysis. The SRDD estimator uses as covariates the sale price, zip code, and year fixed-effects.
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Figure C.9: Spatial Regression Discontinuity Design with IPW,
for “A - B” and “A - C” Borders, Probability of the Buyer Being an Investor

(a) “A - B” Border (b) “A - C” Border

Note: Dots represent average values within the distance shown on the x-axis. The vertical line represents the border.

The function to the left and to the right represents the fitted polynomial.

Figure C.10: Spatial Regression Discontinuity Design with IPW,
for “B - C” and “C - D” Borders, Probability of the Buyer Being an Investor

(a) “B - C” Border (b) “C - D” Border

Note: Dots represent average values within the distance shown on the x-axis. The vertical line represents the border.

The function to the left and to the right represents the fitted polynomial.
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Figure C.11: Raw Maps used during the Collaborative Data Analysis

(a) Lynn (b) Everett

(c) Chelsea (d) Roxbury

(e) Dorchester (f) Mattapan
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(g) Brockton

(h) Fall River (i) New Bedford
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