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Abstract

Poetry evokes imagery, and writers and readers alike desire to translate the artful
wordplay to a beautiful image. To facilitate this process, we built IlluSonnet, a
system that creates illustrations for poetry using text-to-image generative AI models.
IlluSonnet works by labelling keywords, emotional qualities, and most related artistic
style for the given sonnet before prompting DALL-E for an image. To evaluate
IlluSonnet, we both ran a user study to assess the quality of the output images as
well as the overall interface. Our study indicates that IlluSonnet helped users generate
images that illustrated the sonnets well and that the process of creating and seeing
imagery alongside the poem helped users understand the sonnets in a new light.
We conclude by discussing how IlluSonnet can be used to further facilitate a deeper
connection between both art and poetry.
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Chapter 1

Introduction

Creative writing evokes imagery. This is one of the many reasons people use visual

content to enhance a wide range of media. However, adding imagery is not just for

show. There are a number of documented cognitive benefits to presenting information

in a multimedia fashion. Dual-coding theory hypothesizes that both sensory imagery

and verbal information are used to represent information [95], and thus presenting

information in both ways can allow for further understanding and retention. Addi-

tionally, visual media can embed meanings that are implied but not directly stated in

writing, and the ambiguity present in visual media can allow for exponentially differ-

ent interpretations [28]. Many studies on using art-based accompaniment to poetry

for students run in the past decade showed could contribute to sharpening students’

awareness of details in the poems, detecting something partially hidden in texts, and

requiring close reading of texts with accompanying art forms [5, 15, 22, 41, 42, 69].

Thus creative writing can be augmented with visual media to help people understand

and interpret stories, metaphors, worlds, and other facets of writing.

While illustrated books of poetry have existed throughout history across cultures

and traditions, the rise of Instapoetry, poems with pithy lines that tend to be shared

via social media [80], has sparked new interest and provided new ways to present art

and poetry together. This can range from poetry being illustrated with simple line

drawings [47, 48, 49] to full art exhibits showcasing poetry and art together [71]. In

some cases, authors and illustrators collaborate, but in others, the poet does both
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by themselves. However this takes great skill across both domains. Poets are very

skilled with words and using language that provokes visual imagery and emotion, but

they do not always have the visual art skills to realize these visual accompaniments.

Additionally, some readers may want some visual accompaniment to poetry to help

them both understand and connect, but may not have the tools or resources to do so.

Recent advances in text-to-image models such as DALL-E [87], Midjourney, Ima-

gen [96], and Stable Diffusion [93] allow people to create emotionally resonant pictures

from text prompts, thus lowering the barrier of entry for creating stunning images.

These frameworks utilize deep learning models that have been pre-trained on large

magnitudes of data, allowing users the freedom to experiment with a near infinite

number of visual concepts. This ever-growing potential of visual imagery along with

the high-dimensional latent space of text-to-image models makes generative AI art a

promising medium for illustrating creative writing, which aims to approach infinite

stories, scenarios, and world using words. In this work, we explore how both poets and

readers can use text-to-image models to augment poetry with visual representations.

We focus specifically on illustrating sonnets, which are 14-line poems known for

their musicality and lyricism through meter, rhyme structure, and themes [89]. We

choose this domain because it has a number of elements that particularly lend itself

to exploring correspondences between text and images, including:

• Sonnet structure: While the content of sonnets vary widely, the rigid struc-

ture lends itself to parsing into distinct sections. Many sonnets have a volta,

a change of tone, at the 9th line, thus separating the sonnet into two sections:

an octave (the first 8 lines) that typically presents a question and a sestet (the

last 6 lines) that offers a solution. Additionally, the 14 lines can be further

divided into quartets (4 lines), couples (2 lines), and even divided based on an

existent rhyme scheme [89]. By creating specialized images for these sections of

the sonnet, this thesis can further help people understand the themes and tones

of the different sections.

• Interpretation: Sonnets often have hidden meanings that require readers to
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read between the lines and come to their own understanding. This variability

in interpretation encourages readers to explore different visuals that reflect the

meaning they are taking from the poem. By supporting rapid exploration of

different potential prompts and images, IlluSonnet supports readers in creating

personalized illustrated readings of a poem.

• Exploration: The sonnet is a popular form often associated with Shakespeare’s

154 sonnets [89]. The sonnet is hardly a historical relic: there are many inspiring

sonnets written today. By creating a tool specialized to sonnets, this thesis

aims highlight an important and influential poetry form by helping more people

understand its intricacies.

This thesis presents IlluSonnet, an interactive tool that helps users create illus-

trations to accompany sonnets. The tool automatically labels keywords, emotional

qualities, and most related artistic style for segments of a sonnet. Based on these

properties and user input, it uses DALL-E to generate the corresponding images.

Users can create one image that encapsulates the entire sonnet and multiple images

to illustrate lines and themes of the sonnet, thus allowing users to create a collection

of images that represent different parts of the sonnet and their own interpretations

of the poem. This system aims to both create images that augment the experience

of reading poems by illustrating relevant topics, themes, and emotions.

Throughout the rest of this thesis, we motivate and describe IlluSonnet’s design.

In Chapter 2, we highlight prior work in generative AI, prompt engineering, and auto-

mated illustration. Chapter 3 describes insights and design decisions learned through

a formative study for the interface, and Chapter 4 outlines IlluSonnet’s implemen-

tation and design details. We then present the results of the user and technical

evaluations in Chapter 5 before discussing larger findings in Chapter 6. We then

delve into limitations and future work in Chapter 7 before drawing some higher level

conclusions about illustrating sonnets in Chapter 8.
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Chapter 2

Related Work

This work builds upon prior work on digital writing and illustration tools and text-

to-image methods.

2.1 Text-to-image Models and Applications

Text-to-image models have rapidly improved in scale and quality over the past few

years. In the past, text-to-image synthesis had involved stitching clip-art together

[115] or using deep neural networks by separating and recombining the content and

the style of images [26, 27, 77, 114]. Content and style have been empirically found

within cognitive science literature to be separately processed modes of information

[4, 17, 50], making this a useful distinction for image generation. Thus this separation

between controlling style and content persists in contemporary text-to-image models.

The current state-of-the-art text-to-image tools use diffusion models such as DALL-E

[87], Midjourney, Imagen [96], and Stable Diffusion [93]. These diffusion models have

been shown to be more successful at image generation than GANs [20] and thus have

dominated text-to-image model architecture in recent times.

Integrations of text-to-image models have been shown effective in 3D design [64],

fashion design [112], collaborative future design [24], creating social media news reels

[107], and games that allow people to build more intimate relationships [10] and dis-

cuss large-scale societal issues [86]. In this thesis we focus specifically on applications
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of generative techniques for writing and image generation, discussed further below.

2.2 Creative Writing Support Tools

In the HCI community, there have been a wide variety of efforts to support the writing

and revision process. Crowdsourced and collaborative writing tools such as Soylent [6]

laid the foundation for a modern set of tools built on top of generative AI. These recent

generative AI tools have focused on various genres, such as journaling [53], science

writing [32], and visual stories [13]. Some of these tools have focused on teaching users

how to write better [52], including for those with English as their second language

[54], and to evaluate writing quality [100].

Several systems have been created for poets and readers, partially due to poetry

requiring both close reading due to its play on words and language [51] and difficulty

in creating common poetry literary devices such as metaphors [30]. Several tools have

been made to help the writing process, including metaphor generation [31] and full-on

poetry generation [34, 72]. Additionally, Soliloquy helps readers understand poetry

by creatig interactive think-aloud visualizations [92]. There have even been tools that

create poetry with both a writer and a reader interactively, such as IBPoet, a tool

that uses the reader’s biosensor data to dynamically change the poem [94]. IlluSonnet

aims to help both poets and readers through exploring illustration, something very

little tools do.

2.3 Automated Illustration

Several systems have been built to attempt to create images to accompany text. For

example, tools using images for summarization work by creating a single summary

picture for a text using multiple images [115]. Similar systems have been made for

textbooks [2], news articles [60], travel podcasts [113], and Wikipedia articles [106],

and these systems have shown that showing relevant imagery increases readability for

the given text.
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Slideshows and videos have also been generated to increase comprehension. Text-

to-video generation systems have been built for Wikipedia articles [43], recipes [105,

12], lyrics [46], and scripts [40]. These systems have been further generalized to all

text articles by assessing the amount of concreteness, or tangibility, in each word [58]

and looking for named entities. We utilize similar linguistic techniques in this thesis

to find keywords and generate useful prompts for retrieving images.

There even have been tools that find images to further accompany video content,

such as conference calls [65] and sports commentary [11]. These systems, however,

largely rely on searching for relevant images, rather than generating novel imagery.

More recently, a few systems that use generative AI models have been built to

automatically illustrate news articles [63], news reels [107], and music [62]. These

systems also use GPT-3 [7] and GPT-4 [73] to query for words and prompts from

these inputs (e.g., news articles) to then put into DALL-E [87]. This thesis aims

to combine several techniques found in these approaches to automating illustration

specifically for sonnets.

2.4 Prompt Engineering

With the expansion of text-to-image generative AI models, a major challenge is find-

ing the right prompts to input into these models to get a useful output from the

randomness: a task called prompt engineering [90]. For example, Aran Komatsuzaki,

a prominent artist and research programmer, noted that using ‘unreal engine’ as

a prompt helped them added a hyper-realistic, 3D render quality to their image

generation [56]. Thus people have created prompt engineering guides and websites

[104, 83, 84, 21, 25, 78, 102], large datasets on text-to-image prompts and generated

images [55, 109], and studies looking into successful prompt engineering techniques

[61, 79, 75].

Recently, some systems have also attempted to automate prompt engineering.

These include using BERT [19] to generate prompts by using shape keywords to

prime the generation [29], automatically generating prompts with the given template
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“X in the style of Y” [63] (which has been shown to create images with high user

satisfaction when tested experimentally [61]), using GPT2 to predict prompts for

interesting images [35], and models that add emotion to generated images based on

the concreteness ratings of words in a prompt [108]. Larger web interfaces have also

been made to help users generate prompts for images across several text-to-image

models [82]. Iterative approaches have also been explored for prompt engineering:

EvoGen uses evolutionary algorithms to optimize prompts for aesthetics [81] and

MetaPrompter allows users to interact with the prompt during the iterative process

to best create an image that the user enjoys [66]. This thesis builds on top of this work

by automatically generating prompts with the template “a [STYLE] of [KEYWORDS]

with feelings of [EMOTIONS]” and allowing the user to further iterate on that to

optimize for their desired image.
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Chapter 3

Formative Study

To learn more about how writers and artists think about illustrating creative writing,

we conducted a formative study with 5 young adults aged 18-22 (2 male, 3 female)

recruited from local universities (Table B.1). We only selected participants who ex-

pressed an interest in illustrating poetry.

The study’s goal was to learn more about how people would approach illustrating

a sonnet, including what people would want in the images and what capabilities users

would want in a system to generate these images. Thus, in the formative study, par-

ticipants read four sonnets: “Sonnet 18” by William Shakespeare1, “American Sonnet

for the New Year” by Terrance Hayes2, “Sonnet 0” by Tiffany Chen3, and “Sonnet 17”

by Pablo Neruda (translated by Mark Eisner)4. For each sonnet, participants were

asked these questions:

1. Please describe the search query that you would enter into Google Images (or

to some kind of illustrating oracle) to create a single image that represents this

poem.

2. Why did you choose to describe the poem in this way? Please pick out the

1Find the sonnet here: https://www.poetryfoundation.org/poems/45087/sonnet-18-shall-i-
compare-thee-to-a-summers-day.

2Find the sonnet here: https://poets.org/poem/american-sonnet-new-year.
3Find the sonnet here: https://tiffanychenn.me/poem/sonnet0.
4Find the sonnet here: https://www.poetryfoundation.org/poems/49236/one-hundred-love-

sonnets-xvii.
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lines/words that were most important to you when deciding this search query.

3. In what kind of style would you like to see this poem illustrated in (e.g., pencil

drawing, watercolor, Impressionist painting, computer-generated art)? Why?

4. Let’s say that we wanted to illustrate the poem in sections (i.e., the poem

is divided into sections, with each section being illustrated). How would you

section the poem? Why did you choose to section the poem this way?

5. For each section:

(a) Please describe the search query that you would use to create an image

that describes this section.

(b) Why did you choose to describe the poem in this way? Please pick out the

lines/words that were most important to you when deciding this search

query.

The formative study provided several insights that influenced IlluSonnet’s design,

which we discuss in the sections below. Table B.2 includes all prompts participants

created for the main images of the poem.

3.1 Forming Prompts for Images

When forming prompts for images, participants used three main strategies:

1. Concreteness and Imageability: When asked what important words and

phrases went into creating the prompt for the image to represent the sonnet, all

participants referenced concrete nouns, as evidenced in Figure 3-1. Based on

these word selections, we include both concreteness (the tangibility of a word)

and imageability (how much a word conjures a mental image) in methods for

generating keywords in the sonnet, since both are highly correlated [3]. We

also include nouns, verbs, and named entities in ways to generate keywords

in case important keywords are not in the datasets used for concreteness and

imageability.
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(a) Concreteness ratings for words in the
Shakespeare sonnet. Darker highlights
represent a larger concreteness score.

(b) Words used in participants’ prompts
for the Shakespeare sonnet. Darker high-
lights represent more participants using
that word.

(c) Concreteness ratings for words in the
Chen sonnet. Darker highlights represent
a larger concreteness score.

(d) Words used in participants’ prompts
for the Chen sonnet. Darker highlights
represent more participants using that
word.

Figure 3-1: Participant responses for what words in “Sonnet 18” by Shakespeare and
“Sonnet 0” by Chen influenced their prompts for a corresponding image compared
to the concreteness values for each word in the sonnet. While varied in their word
selections for the prompts, most chose ”summer,“ ”gold,“ ”juggler,“ and ”blue rubber
balls,“ which are highly specific concrete words.
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2. Repeated Words: Many participants used repeated words to guide their im-

ages. For example, the repetition of the word “ugly” in the Hayes sonnet in-

fluenced many people’s prompts: P201 created an image filled with dirt and

grime and P205 created a person crying. Thus IlluSonnet also includes finding

the most common words for keywords, since words that are repeated often are

related to the central themes of the poem.

3. Emotional Tone: For more abstract poems, many used the emotional tone

of the sonnet to guide their visualizations. For the Neruda sonnet, several par-

ticipants did not use the concrete words in the poem (e.g., “topaz,” “fire”) but

instead focused on the feeling on love throughout the entire poem, often en-

visioning two people embracing each other or holding hands. Because of this

observation of the role of emotion in selecting imagery, the system also em-

phasizes the emotional tone when creating the image. IlluSonnet offers three

methods for finding emotional words in the poem: using GPT-4 to find emo-

tional tones of the whole poem, finding the most emotional words in the poem,

and doing sentiment analysis on the poem using Google Cloud API (Section

4.2.2).

3.2 Sectioning

Some participants felt that the poem’s central theme and messages were better ex-

pressed by dividing the poem into sections, as opposed to treating the entire poem as

a single unit. For example, for the Hayes sonnet, P203 and P204 refused to create an

overarching image for the poem since they felt that the poem had to be expressed in

two images: one with pleading and hopelessness representing the first 13 lines and one

with reflection and hope representing the last line. Therefore, to support breaking

the poem into different sections for illustration, IlluSonnet allows users to segment

the sonnet into several parts and illustrate each section separately.

All participants tried out sectioning the poem and arrived at these three potential

strategies, with examples in Figure 3-2:
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1. Structure: Due to the sonnet’s prescribed structure, often themes and simi-

lar lines are grouped together, which lends well to partitioning the sonnet by

line. For example, P204 person segmented the Neruda sonnet in the standard

octave-sestet split, P203 segmented the Chen sonnet into quartets, and P201

tended to segment the sonnets into couplets. Due to this, IlluSonnet has several

default segmentations that takes into account the sonnet’s natural structure,

including line-by-line, couplet-by-couplet, quartet-by-quartet, and the natural

octave-sestet split.

2. Theme: P202 sectioned the Shakespeare sonnet into three segments: one with

all the lines referencing nature (e.g., “summer’s day,” “rough winds do shake

the darling buds of May,” “heaven,” “nature’s changing course untrimm’d”), one

with all the lines referencing the girl (e.g., “thou art more lovely and more

temperate,” “gold complexion,” “nor lose possession of that fair thou owest”),

and the last one related to eternity (i.e., the last three lines of the poem). Since

this requires more granularity than sectioning based on structure, IlluSonnet

allows users to create their own segments in IlluSonnet, thus covering cases

that the system cannot easily automate.

Something to note is that when sectioning on theme, participants typically

excluded certain parts of the poem that were not intended to be illustrated.

In the example above, P204 left 4 lines out of any segment. Thus we do not

require users to have everything in a poem be part of a segment. This is also

useful for when users want to use the segmenting feature to visualize a specific

part of the poem without requiring imagery for all sections.

3. None: P205 refused to segment a sonnet given to them because they felt that

the sonnet must be taken as a whole rather than in parts. For example, several

participants did not segment the Chen sonnet or the Neruda sonnet. For exam-

ple, P205 thought that the Chen sonnet “felt very cohesive” and that the Neruda

sonnet was “such a specific moment of someone loving but a very abstract con-

cept that fit together.” Because of this, we allow users to only illustrate the

25



(a) Sectioning by structure. In this ex-
ample, the sonnet is divided into quartets
and two triplets.

(b) Sectioning by theme. In this example,
the sonnet is divided into three themes:
nature, eternity, and the girl. If not col-
ored, the line is not present in any section
and thus has no corresponding image.

Figure 3-2: Examples of sectioning methods with the Shakespeare sonnet.

poem with one or more images without segmenting the sonnet.

3.3 Style Choice

For the most part, participants took the whole sonnet into account when choosing the

art style. For the Shakespeare sonnet, 4/5 participants chose older European art styles

such as Renaissance and Impressionist paintings due to the Shakespearean language

used. For the Hayes sonnet, 3/5 participants chose black and white photographs

due to the bleak emotional tone. Because of this, we choose to suggest an art style

automatically through assessing the entire sonnet.

Several participants used specific, famous visual media as inspiration for their

images. For example, for the Shakespeare sonnet, P203 referenced the Mona Lisa

as their basis for the main image. Two participants referenced famous pictures for

the Hayes sonnet: P205 referenced the Falling Man photo taken on 9/11 and P201

referenced World War II trench photos. Because of this, many art genres in IlluSonnet

include a quintessential artist to cement the image in familiar visual media (e.g., Andy

Warhol for pop art, Monet for Impressionism, Van Gogh for Post-Impressionism), and
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users can specify their own art style when references get more specific, such as specific

paintings (e.g., Johannes Vermeer’s Girl With a Pearl Earring5).

All participants often chose the same art style to illustrate different parts of the

same sonnet, often because the images representing the segments should resemble

the image representing the sonnet as a whole. Thus, when illustrating sections of a

sonnet, IlluSonnet defaults to the art style assigned to the main sonnet. (Something

to note, however, is that generating images with the same art style using DALL-E is

known to be difficult [1].)

Sometimes people’s personal preferences came into play when choosing an art

style. For example, P205 illustrated the Chen sonnet and the Neruda sonnet as

Surrealist paintings due to their love of René Magritte and P204 chose to illustrate

every sonnet as a pencil sketch because they felt that pencil sketches allow the viewer

to add their own interpretation, something that is also important in poetry. Thus

we allow users to override the automatic choosing of an art style and instead choose

their own to illustrate the sonnet.

5Copyright with AI-generated images is a heavily debated topic. Right now, OpenAI gives
creators the right to sell, distribute, or publish any images they created using DALL-E [85]. While
DALL-E (and other text-to-image generative models) cannot train directly on copyrighted material,
they can still produce very similar works to copyrighted things, such as paintings and logos [16, 23].
Since these images are machine-created, they are not subject to the same copyright as the originals,
but this leads to a slippery slope since these new images resemble copyrighted material [67, 111] and
has caused much pushback, resulting in lawsuits from both companies [57] and professional artists
[39].
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Chapter 4

Methods

IlluSonnet’s main goal is to provide a tool that assists users in creating AI-generated

illustrations for sonnets that are relevant to the poem’s literal and emotional content.

In this section, we discuss IlluSonnet’s interface and its underlying algorithms used

to segment and select image search terms and prompts.

4.1 Interface

IlluSonnet was built in React using a Redux store and reducers for state management.

The UI components are styled via Bootstrap. Figure 4-1 shows the landing page for

IlluSonnet. To start, users input a sonnet to generate illustrations for. While the

program was created specifically to support the sonnet, users can input any text.

Once users submit their sonnet, they have the option to segment their sonnet

before generating any imagery. A segment is a (not necessarily continuous) part of

the sonnet that a user wants illustrated in one image; thus, each segment generates its

own image separate from the image for the whole poem. Figure 4-2 shows the interface

for segmenting sonnets. Users choose their segmentation by selecting a choice in the

button group. We have a few presets that come from the sonnet’s structure: line-by-

line (segmenting every line); couplet-by-couplet (segmenting every two lines); first 8

lines and last 6 lines (segmenting at the volta); and first 4 lines, second 4 lines, third

4 lines, and last 2 lines (segmenting by quartets). We create these segments in the
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Figure 4-1: Landing page for IlluSonnet. Users input or edit a sonnet in the large
text box (a) and submit to continue (b).

Figure 4-2: (a) On the left each segment is highlighted in a different color to show the
user how the poem is segmented automatically. When segmenting the poem manually,
the user highlights the text that they want to include in a segment here. (b) There
are five segmentation choices: line-by-line; couplet-by-couplet; first 8 lines and last 6
lines; first 4 lines, second 4 lines, third 4 lines, and last 2 lines; and segmenting the
sonnet themselves. (c) To segment the poem manually the user can click the button
to save the highlighted text as a segment. If they are unhappy with this segmentation
they can (d) remove this segmentation. Once they are happy they can (e) accept the
segmentation and move on to the next step.
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backend by separating on newlines. The user then segments the sonnet (which will

generate the images for the main poem and the selected segments) by clicking the

“Segment sonnet” button. If the user does not want to segment the poem, they can

continue without segmenting the sonnet by clicking that button.

We also let the user segment the poem manually. This would allow users to seg-

ment based on theme, illustrate lines or phrases that they find particularly compelling,

or even create their own version of the main image of the poem by illustrating an

encompassing line or phrase, as discussed in Section 3.2. Users toggle this capabil-

ity by selecting “Segment the poem yourself” in the button group. To then create

a segment, users highlight the text that they would want included in the segment.

When the user is done highlighting a particular segment, they click the “Save high-

light as segment” button, which saves the segment and starts the next one, which

is denoted by using a different color. Users at any point can also click “Start over,”

which erases all segments and lets users start from the beginning if they want to redo

their segmentation. Once users are satisfied with their segmentation, they can click

the “Segment sonnet” button to generate all images. Note that users do not have to

segment the entire poem and can even choose to include the same text in multiple

segments, allowing for more flexibility in the segmentation feature.

All images generate concurrently. To do this, IlluSonnet calls the API to gen-

erate all keywords, emotions, and the art style derived from the methods described

in Section 4.1 concurrently for the main sonnet and each segment. We choose to

frontload these computations so that IlluSonnet does not have to repeat work if the

user chooses to generate images with different settings or regenerate an image with

the same settings. Then, with the given settings, IlluSonnet calls the API to generate

an image via DALL-E with the prompt described in Section 4.1.

When an image finishes generating, it is displayed to the user, as shown in Figure

4-3. The poem is also displayed, with highlighted text showing the segment if the

current image is the segment. The pagination on top of the image allows users to

change between images: the first image is always the main sonnet, and all images after

that are segment images in the order that the segments were defined. IlluSonnet keeps
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