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Abstract
The exceptional properties of individual carbon nanotubes (CNTs) have long indicated
their potential for a range of practical applications. Yet, the challenge of synthesizing
ordered assemblies of high quality CNTs limits the ability to fully translate those proper-
ties into macroscale structures. Floating catalyst chemical vapor deposition (FC-CVD)
has emerged as the most promising process for large-scale production with an increasing
number of commercial uses. Yet, FC-CVD still requires improvements in control (i.e.,
reliability and CNT size) and quality (i.e., defects and impurities) to overcome the cur-
rent trade-off between CNT quality and process intensity and enable the full potential
of CNT-based materials.

This thesis describes the design, construction, and implementation of a lab-scale sys-
tem that achieves end-to-end control of catalyst generation and aerosol CNT growth for
the purpose of understanding these processes and assessing potential scalability. First,
a stand-alone microplasma reactor is designed and fabricated, and used for synthesis
of iron-carbon aerosols from a ferrocene vapor precursor. The microplasma approach
achieves precise particle diameter control in the 1–5 nm range and aerosol concentrations
an order of magnitude higher than previously published approaches; this is explained
by a charge-mediated formation mechanism enabled by the µs-scale residence time. The
influence of operating conditions on process stability and run-time is investigated, and a
dielectric gradient focusing technique is developed to reduce variability and extend the
lifetime of operation. Second, a FC-CVD system is built and integrated with the mi-
croplasma reactor and used to explore CNT synthesis on iron-carbon catalyst aerosols.
Controlling temperature, gas chemistry, and flow conditions at which the catalyst aerosol
and carbon precursor streams mix is shown to be critical for enabling CNT nucleation,
controlling CNT diameter, and limiting iron and amorphous carbon impurities. Syn-
thesis of highly-graphitized single-wall CNTs is demonstrated over a range of operating
conditions by a Pareto front analysis with production rates of ~1 mg/hr. Based on these
findings, an outlook is presented on the limiting factors and criteria for the scale-up of
high quality CNT production.

Thesis Supervisor: A. John Hart
Title: Professor of Mechanical Engineering
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1. Motivation and scope

1.1 Motivation

The field of carbon nanotube (CNT) synthesis has advanced steadily since seminal work

in Japan in the late 1980’s and early 1990’s [1, 2, 3, 4], driven by an interest in dis-

covering and exploiting the remarkable thermal, electrical, and mechanical properties of

CNTs. CNTs are hollow cylindrical molecules with diameters of 1—10 nm and lengths

typically from 1—1000 um. The specific strength and electrical conductivity of an in-

dividual CNT can be an order of magnitude higher than steel and copper, respectively,

yet common crystallographic defects limit their real-world performance, and translating

these properties to the macro-scale requires highly ordered assemblies [5]. After three

decades of intense research activity, attention is shifting to mass production to meet an

increasing range of commercial applications, lead by the production of thousands of tons

of multi-wall CNT powders for rechargeable batteries, coatings, rubbers, and plastics [6].

The broad range of structural morphologies (and resulting material properties) that de-

fines the space of CNT materials, as well as a variety of synthesis techniques predisposed

to access different areas of this space, indicates potential suitability to a wide range of

applications. Additional technically proven applications such as thin film electronics

and interlaminar composite reinforcement are only limited by cost, while the promise of

high performance structural composites, conductors, and microelectronics dependent on
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improved synthesis capabilities continues to drive fundamental research [7].

Floating catalyst chemical vapor deposition (FC-CVD) is an especially flexible pro-

duction technique, with different implementations able to create high and low quality

CNT powders, thin films, and directly spun fibers. FC-CVD utilizes a high tempera-

ture continuous flow gas reactor in which an aerosol of nm-scale catalyst particles reacts

with a gaseous carbon precursor (e.g., acetylene, ethanol or methane) to grow CNTs [8].

The catalyst particles are typically forming in situ by the thermal decomposition of a

gaseous catalyst precursor (e.g., ferrocene to form iron particles) [9]. Lab-scale reac-

tors which operate at relatively low CNT concentration can produce high quality CNTs

which remain as isolated aerosols throughout the growth process. The highest quality

processes tend to use highly stable carbon precursors such as carbon monoxide to prevent

non-catalytic decomposition [10] or add oxygen (in the form of moisture or an alcohol

precursor) to etch away amorphous carbon [11]. This CNT aerosol can be collected as

a bulk powder, or carefully deposited to form thin film coating [10, 12]. Production

rates can be increased by several orders of magnitude by using a higher concentration

of catalyst particles and a more reactive carbon precursor. Yet these changes result in

a higher content of catalyst material (because not all catalyst precursor forms particles,

and not all particles are catalytically active), larger and more defective multi-wall CNTs

and amorphous or graphitic carbon overcoating. The aerosol bundling of CNTs in high

concentration processes is also double-edged as it limits the ability to precisely control

CNT organization yet enables the direct winding of CNT fibers (direct spinning) which

can simplify manufacturing and handling [13, 14, 15]. Similar trade-offs between scale

and quality occur for other production methods.
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1.2 Scope

Ultimately, while FC-CVD is at present the process with the best balance of CNT

production rate and quality, a processes which significantly improves upon both of these

metrics is needed in order to realize the ultimate potential of CNT applications. Given

the incomplete understanding of CNT nucleation and growth in general, and FC-CVD

in particular, it is not obvious how to define a fundamental performance ceiling for FC-

CVD, yet it is clear that current systems experience a trade-off between productivity

and the quality or control of CNT properties. Understanding the physical basis for these

relationships and the influence of reactor conditions on them is key for the development

of improved synthesis systems which can improve upon, or sidestep entirely, these trade-

offs.

To this end, this thesis describes work to advance our understanding of two key

challenges:

1. Given the critical role of the catalyst particle, the aerosol dynamics of catalyst par-

ticle formation and particle properties set an upper limit in CNT production rate

and strongly influence CNT properties. What physical processes govern aerosol

particle formation, can these processes be influenced to increase particle concentra-

tion and reduce size, and how can this be accomplished in a scalable and reliable

system?

2. The dual use of the CVD reactor for catalyst formation and CNT growth results in

a tight coupling of these processes which prevents independent optimization and

limits reactor design and scale. How do the reactor conditions influence each stage

of the CNT synthesis process, to what extent is it possible to decouple each stage

such that these conditions can be independently controlled and optimized?
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In order to interrogate these questions, a novel FC-CVD reactor system, utilizing a

microplasma reactor for aerosol catalyst particle synthesis, was developed. Experimental

use of this system was combined with theory and simple models to produce general

insights into the governing processes, as well as to iteratively improve the design and

performance of the microplasma and FC-CVD reactors. The results of this effort are

organized into the following chapters:

Chapter 2, Background, describes the structure and promising nanoscale properties

of CNTs, the difficulty associated with realizing these properties in macroscopic

assemblies, and the current state of understanding the CNT synthesis process,

with specific attention to SWCNTs and aerosol CVD synthesis. It also describes

a framework for thinking about various applications of CNTs and their associated

requirements in terms of CNT characteristics and production.

Chapter 3, Perspective on FC-CVD limitations, presents a simple macroscale

model of CNT production rate for a FC-CVD system to support a perspective on

the most important process metrics and considerations for assessing its productiv-

ity and performance. Expanding on the preceding motivation, this perspective is

used to develop the specific research questions and goals of the subsequent thesis

chapters.

Chapter 4, Microplasma synthesis of aerosol catalyst nanoparticles, presents

an analysis of the driving forces behind typical particle formation processes to

motivate the use of a microplasma to enhance this process, and reports on the de-

sign, development, and performance of a microplasma reactor. A charge-mediated

formation mechanism is proposed to explain the enhanced formation of small par-

ticles, and a numerical simulation of this mechanism is shown to have good agree-

ment with experimental measurements.
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Chapter 5, Microplasma reactor process intensification, reports on a series of

studies undertaken with a subsequent version of the microplasma reactor which

demonstrate the benefits and limitations of the process for high-throughput and

scalable particle synthesis.

Chapter 6, Aerosol carbon nanotube production, describes the development of

a carbon nanotube synthesis system via the integration of the microplasma reactor

for catalyst particle synthesis with a FC-CVD reactor. It also describes the process

insights and iterative system development informed by a large set of experimental

and theoretical work using the system.

Chapter 7, Summary and outlook, summarizes the main contributions of this

thesis and the author’s outlook on key remaining questions around CNT synthesis

and potential avenues for future process development.
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2. Background

This chapter provides the necessary background on the material properties and synthesis

of carbon nanotubes to understand the motivation and work developed here. It uses text

adapted and abridged from Chapters 2 and 3 of the author’s S.M. thesis [1], which the

reader is referred to for additional background information:

Sawyer, W. J., Toward improved manufacturing of carbon nanotubes by microplasma

synthesis of catalyst nanoparticles, S.M. Thesis, Massachusetts Institute of Tech-

nology, Department of Mechanical Engineering, 2020

2.1 Carbon nanotubes

The carbon nanotube (CNT) is an allotrope of carbon which possesses remarkable prop-

erties as a result of its molecular structure. A CNT can be conceptually envisioned as a

strip of graphene (a two-dimensional hexagonal lattice of sp2 hybridized carbon atoms)

that has been rolled to form a seamless cylindrical shell (Figure 2.1.A). Single-walled

CNTs (SWCNTs), comprised of a single cylindrical shell, have been synthesized with

diameter ranging from 0.4 nm [2] to 7 nm [3], although more typically in the range

of 1 to 4 nm [4]. Double-walled, few-walled, or multi-walled CNTs (MWCNTs) have

multiple concentric shells, with inner diameters typical of SWCNT and outer diameter

typically up to 20 nm [4]. CNT length is typically on the order of 100 nm to 100 µm,
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Figure 2.1: (A) Structure of single wall carbon nanotube of different chiralities. (B) A
graphene lattice, representing an unrolled CNT, showing the lattice basis vectors a1 and
a2, and (n, m) combinations that define chirality. Copyright 2011 RSC, [7]

with synthesis of centimeter-long CNTs possible under special conditions [4].

The structure of a CNT is also defined by the chirality - the orientation of the

hexagonal lattice relative to the axis of the cylinder. Chirality can be described by the

chiral angle, which, due to hexagonal lattice symmetry, varies from 0 to 30 degrees.

It is often described by a lattice vector, in terms of the (n, m) combination of lattice

basis vectors a1 and a2, that define the circumference, thus specifying both chirality

and diameter (Fig. 2.1.B). The special cases of chiral angle of 0° (n, m = 0) and

30° (n, m = n) are called "zigzag" and "armchair" while intermediate angles are simply

referred to as chiral (Figure 2.1.A) [5]. The dominant effect of chirality is in determining

the band gap, and thus electronic properties. Those with n − m = 3k (for integer k,

including 0) are metallic (zero band gap) while all others are semiconducting (band gap

of 0 to 1 eV) [6].

2.2 Macroscopic assemblies

A carbon nanotube, like other single crystals or nanomaterials, derives its remarkable

properties from a low defect concentration and atomic-level order. This level of order
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CNT CNT assembly Highest current material
Thermal cond. (W/mK) 3500 [8] 380 [9] 398 (Copper) [10])
Ampacity (A/cm2) 109 [11] 108 [12] 106 (Copper) [12]
Young’s Modulus (GPa) 1000 [13] 120-200 [9] 350 (Carbon fiber) [14]
UTS (GPa) 100 [13] 1-3 [9] 5.5 (Carbon fiber) [14]
Electrical cond. (MS/m) Quantum [15] 5 [9] 60 (Copper) [16]

Table 2.1: A comparison of the material properties of ideal CNTs, the highest attained
properties for macroscale assemblies, and those of common engineering materials.

must be maintained throughout an assembly in order to extend these properties to

longer length scales. Inevitably, bulk properties are significantly reduced through the

introduction of interfaces, voids, misalignment, and impurities during assembly. CNTs

are uniquely poised to overcome this scaling challenge as their individual properties

already extend to the macro-scale along one dimension, due to their high aspect ratio and

length. However, challenges of entanglement, alignment, anisotropy, chemical bonding,

packing, and impurities limit the bulk properties of current CNT assemblies.

A CNT assembly, here defined as a macroscopic, cohesive collection of CNTs which

can be considered as a single object or mass, may be a final product, or further pro-

cessed or combined with other materials. Actual assemblies must be characterized not

only in terms of the properties of the individual CNTs (length, wall number, quality,

diameter, chirality) but also in their nano- to macro-scale morphology and the pres-

ence of impurities - typically amorphous carbon and excess catalyst material from the

synthesis process. Even at low packing density, the high aspect ratio of CNTs limits

the ability to change nano-scale alignment and morphology, and renders sorting or se-

lecting CNTs based on length, diameter, or chirality impractical. Post-processing to

increase alignment, densify, and remove impurities are more effective, yet still limited

by high tortuosity and closed voids as packing density increases. High alignment at the

individual scale requires self-assembly or controlled growth methods. Thus, in addition

to controlling the individual CNT properties, the synthesis method is coupled to the
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Figure 2.2: Ashby Charts comparing nanostructures and nanostructured materials to
traditional engineering materials. Reproduced from [18]

assembly morphology and ultimate assembly performance [17].

A high level view suggests that macroscopic properties are bounded by the individual

properties, while the properties of the assembly determine the extent to which these are

realized. Additionally, secondary effects of the individual CNTs, such as the dependence

of packing density on the diameter distribution, or that of stress transfer on length, may

also be important. Comparing the best reported properties for CNTs and assemblies

(2.1), a significant opportunity for improvement is apparent.

CNT fibers, a common type of assembly, are macroscopic bundles with a morphol-

ogy similar to yarn. Fibers are most commonly formed in a single step ‘direct spinning’

process where a fiber is drawn directly out of a dense aerosol of growing CNTs. Al-

ternatively, CNTs from any synthesis technique can be made into solution and a more

traditional wet-spinning process utilized [19]. Theoretically, for a fiber to have ultimate

properties, the individual CNTs must be long, defect free, narrow, and of correct chi-

rality [19], and the assembly must be dense, well aligned, and free of impurities [20].

Practically, it is impossible to create such an assembly with current methods and knowl-

edge. The best examples were formed in processes which optimize the trade-offs between
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individual properties and assembly morphology with current synthesis and processing

methods for the desired properties.

2.3 Synthesis

The earliest CNTs were discovered during the synthesis of fullerenes in arc-discharge

experiments [21]. Here, an electrical arc is ignited between two graphite electrodes in a

low pressure inert atmosphere. The arc vaporizes carbon, which subsequently condenses

into a range of carbon species. MWCNTs were found deposited on the carbon electrode

[21]. The first single-wall CNTs were formed similarly using an electrode composed of

a mix of cobalt and graphite powders. The SWCNTs were observed to terminate at

a cobalt nanoparticle, and it was shown that the nanoparticle served to catalyze their

growth [22]. Over the intervening decades, a number of synthesis techniques have been

developed with a wide variation in terms of the energy source, material inputs, reactor

design, and product characteristics. Yet, almost all share the same fundamental process

steps at the atomic scale. A nano-scale metal catalyst particle is formed which interacts

which reacts with gas-phase carbon (whether pure carbon which has been vaporized at

high temperature, or carbon-containing compounds with sufficiently high vapor pressure

at more reasonable temperatures) at elevated temperature. The carbon is deposited onto

or into the particle and migrates to the growing nanotube, the dimensions of which are

templated (with varying precision) by the catalyst particle. For each individual CNT,

this process can be broken down into four stages: catalyst formation, CNT nucleation,

CNT growth, and growth termination. The diversity of synthesis processes is evidence of

the many macroscopic systems which can produce the appropriate nano-scale conditions

for each of these stages.
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2.3.1 Catalyst generation

The earliest CNTs were discovered during the synthesis of fullerenes in arc-discharge ex-

periments [21]. Here, an electrical arc is ignited between two graphite electrodes in a low

pressure inert atmosphere. The arc vaporizes carbon, which subsequently condenses into

a range of carbon species. MWCNTs were found deposited on the carbon electrode [21].

The first single-wall CNTs were formed similarly using an electrode composed of a mix

of cobalt and graphite powders. The SWCNTs were observed to terminate at a cobalt

nanoparticle, and it was shown that the nanoparticle served to catalyze their growth [22].

An alternative and less energy intensive method is chemical vapor deposition (CVD),

in which the carbon is sourced from the decomposition of a gaseous carbon precursor

and is again catalyzed by metal nanoparticles. This process is inherently more scalable

than synthesis by arc discharge, occurs at lower temperatures, and allows for more con-

trol in morphology and structure. Various implementations of CVD quickly became the

most common methods in research settings, and continue to dominate academic and

commercial activity [23, 24].

A wide range of materials have been found to catalyze CNT growth. Typical pro-

cesses use transition metal nanoparticles of 1 to 10 nm, most often iron. While the

melting point of bulk iron, Tm = 1538°C [25], is above most synthesis temperatures (typ-

ically 600–1300°C) [26], the melting point of nanoparticles, due to diameter-dependent

melting point depression, may be within this range. For example, an unsupported iron

particle has Tm = 620°C at 1.6 nm, and Tm = 500°C at 1.1 nm [27], thus a population

of catalyst particles may be solid, liquid, or a combination. The potential dependence

of CNT nucleation and growth rate on catalyst phase, the typically wide size dispersion

of nanoparticles, and strong dependence of Tm on diameter suggests a complex interac-

tion, and a complete understanding of the process remains elusive [27]. Other catalyst
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materials may be used to tailor the process for specific goals, although typically have

lower catalytic activity. Alkali metals can be used to lower the synthesis temperature

requirement[26], high-temperature tungsten-cobalt alloys can control chirality by lattice

matching with their crystal structure [28], and nanodiamonds can produce a pure carbon

product with no metal impurities [29].

Classes of CVD systems can be delineated by their method for introducing the cat-

alyst particles to the reactor. The catalyst may be prepared on a support material,

called substrate growth, by casting a colloidal suspension of pre-made particles [30],

from the dewetting of a thin film of catalyst material [31], or the decomposition of a

metal-containing compound [32]. These methods can result in the formation of a ver-

tically aligned nanotube array (VANTA) called a forest, as the direction of growth is

constrained by the substrate and neighboring nanotubes.

Alternatively, the catalyst particles may be in the form of an aerosol — called float-

ing catalyst or aerosol CVD. The catalyst particles may be generated inside the reactor,

called coupled catalyst generation, through vapor-phase chemical reactions. Most com-

monly, an organometallic vapor (e.g. ferrocene) is introduced to the reactor. Upon heat-

ing, its thermal decomposition results in a supersaturated metal vapor which condenses

into an aerosol of metal nanoparticles via homogeneous nucleation [33]. An aerosol of

catalyst particles may also be generated outside the reactor, called decoupled catalyst

generation, and the aerosol subsequently introduced into the CVD reactor. These pro-

cesses also rely on condensation of metal vapor, which can be created through methods

such as arc discharge [34], spark discharge [35], or hot wire generation [36].

At low catalyst concentration, aerosol CVD allows for synthesis of isolated CNTs

without influence from a substrate or neighbors. At higher concentrations, the high

aspect ratio of CNTs induces the in-flight assembly of a loosely connected network called

an aerogel. This interaction effects the growth process of individual CNTs as well as
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the morphology of the final product. While aerogel formation is a critical step in the

direct spinning process, and so far unavoidable at high production rates, the additional

interactions during synthesis can limit the growth process of individual CNTs and lock in

undesirable nanoscale alignment and impurities. Aerogel formation (and direct spinning)

often relies on the addition of a promoter, typically S and less often Se, to achieve the

needed CNT density. The promoter is thought to increase the nucleation efficiency

of coupled catalyst generation [37], resulting in an increased concentration of catalyst

particles thus improving yield. It may also play a role in controlling CNT nucleation,

although this effect is poorly understood [38].

Fluidized bed reactors, a third form of CVD process, uses a fluidized bed of µm- to

mm-scale support particles which are coated in catalyst nanoparticles [39, 15]. While

theoretically a more scalable implementation of substrate growth, it appears most suit-

able for high production rate of low quality MWCNTs as it has proven difficult to

maintain the highly controlled environment needed for SWCNT synthesis [39, 5].

2.3.2 Carbon precursor

A wide range of carbon precursors have been used for CNT growth, including acetylene,

methane, carbon monoxide, ethylene, benzene, camphor and ethanol [40]. Typically the

carbon precursor is introduced to the reactor as a low concentration gas, with carbon

concentration at or below 3 at% for high production rate aerosol CVD processes [37].

Most reactors operate at atmospheric pressure, although promising results have been

shown for aerosol CVD at high [41] and on substrate CVD at low pressures[42]). The

balance of the atmosphere is typically hydrogen, an inert gas (helium, nitrogen, or

argon), or a mixture of the two [37]. The specific ratios or flow rates of gases, as well as

the temperature and other conditions, is referred to as a growth recipe.
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Process temperature typically ranges from 600–1300°C. The reactivity of the precur-

sor must be balanced with the process temperature and other parameters to increase the

conversion efficiency of carbon into CNTs and limit formation of soot or other byproducts

[43, 26]. Carbon may be directly incorporated into the CNT by catalytically decompos-

ing the carbon precursor on the catalyst particle, as in low-temperature processes with

highly reactive precursors, e.g. acetylene. In higher temperature processes, typical of

most aerosol CVD, thermal pyrolysis of the carbon precursor may form intermediaries

which are then incorporated [37]. These reactions are complex and produce a range of

intermediaries, not all of which are catalytically active. Hydrogen may play a role in

buffering or biasing these reactions, although understanding of this effect is limited as

most basic studies of thermal pyrolysis are done under vacuum or an inert atmosphere

[44, 45]. Experiments applying a thermal pretreatment to a range of common precursors

and measuring the resulting intermediaries found that the presence of alkynes had the

strongest influence on CNT growth rate, suggesting a universal growth mechanism based

on the formation of alkyne intermediaries [46, 47].

The carbon conversion efficiency, from carbon precursor to solid carbon or carbon

nanotubes, is often quite low (0.1 to 1%) for most carbon precursors, indicating that the

majority of the precursor is either unreacted, or forms unreactive intermediaries that

leave the system as a gas. The high carbon conversion of some synthesis methods can

be attributed to the control of this process. A carbon conversion efficiency of up to

61% has been shown for forest growth using a simple alkyne, acetylene, as the initial

carbon precursor. A low pressure, cold-wall system was employed to limit thermal

pyrolysis [42]. Increases in conversion efficiency with other carbon precursors can often

be traced to biasing the pyrolysis reaction towards production of alkynes. A study of

the decomposition of ethanol using CHEMKIN, a chemical kinetics model [48], informed

changes in the flow conditions to maximize pyrolysis and the partial pressure of acetylene,
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resulting in an increased CNT forest growth rate [49]. High carbon conversion and purity

is also seen in high temperature aerosol CVD processes with methane, and is highly

dependent on the partial pressure of hydrogen. Industrial production of acetylene is done

by ‘cracking’ methane at high temperature (>1100°C) in a hydrogen-rich atmosphere,

thus it reasons that hydrogen plays a similar role in biasing the decomposition of methane

in the CVD process [50].

As with the selection of a catalyst material and form, there is no clear best carbon

precursor. Good and bad examples can be found for any precursor, and the ultimate

capability of a synthesis process is determined by the correct matching of these factors,

not optimizing any individual one.

2.3.3 CNT Nucleation

In just the right conditions, the deposition of carbon on a catalyst particle begins to form

a graphitic cap (Figure 2.3). While sp2-bonded carbon typically forms a planar sheet,

bonds between the edge of the cap and atoms of the particle bend the sheet. Defects in

the form of pentagons and heptagons can form which minimize the energy of this curved

surface and lock in a hemispherical shape. Once this hemisphere has formed, the lowest

curvature, and thus most favorable, growth configuration is cylindrical, not spherical.

As the edge of the cap continues to grow, its center, which only weakly interacts with

the particle, is pushed away and a hollow cylinder begins to form [51]. The growth front

remains on the catalyst particle, and the diameter of the tube is generally fixed once

growth begins.

The initial cap dimensions are related to the curvature of the catalyst particle, thus

the diameter of the resulting CNT is generally related to the diameter of the catalyst

particle. On iron catalyst particles less than 2 nm in diameter, the CNT diameter is
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Figure 2.3: Schematic ball-and-stick model of the SWNT growth stages on a substrate.
(A) A graphene cap forms on a catalyst particle. (B) The cap is lifted off and forms a
CNT nucleus. (C) The CNT continues to grow.Reproduced from [52].

equal to, or slightly larger than that of the particle. This is called tangent growth, as the

surface of the CNT is tangent to the equator of the particle [53]. For particles greater

than 2 nm, a second growth mode, perpendicular growth, is also seen. In this case, the

cap and hemisphere are of smaller diameter than the particle, and during growth the

edge of the nanotube extends from the particle at a high or perpendicular angle (no

longer tangent). In these cases, the diameter of the tube is controlled less strongly by

the particle diameter [54]. The growth mode may be controlled by the carbon content

of the particle: a higher carbon fraction decreases the wettability between the catalyst

and nanotube, biasing towards perpendicular growth (i.e. a high contact angle) [55].

The contact area between catalyst and CNT is larger for tangent growth, which results

in a more stable configuration and may provide increased opportunities for annealing

of defects during growth [56]. As the synthesis conditions determine the growth mode,

the ratio of CNT diameter to catalyst particle diameter is generally fixed, ranging from

1:1 [57] up to 1:1.6 [58] for FC-CVD in which the catalyst particles are formed in situ,

thus the catalyst diameter is considered an important mechanism for controlling, but
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not specifying, the CNT diameter [30].

However, an increasing body of work using FC-CVD systems in which the catalyst

particles are synthesized externally – and thus the size of the particle is partially de-

coupled from the CNT nucleation and growth conditions – has shown ratios of 2:1 [59],

2.7:1 [60], and up to 3:1 to 4:1 [35]. Notably, Mustonen et al. found that the mean CNT

diameter could be controlled, albeit over a small range from 1.04 to 1.10 nm, with the

reactor temperature while using a constant size distribution of catalyst nanoparticles

produced ex situ via a spark discharge reactor [35].

Taken as a whole, the wide range of catalyst particle to CNT diameter suggests that,

in these systems, other conditions more strongly determine the CNT diameter, while

there is a relatively wider window of catalyst particle diameters which can support a

CNT of that diameter. In the case of in situ generated catalyst particles which are

growing in diameter while in the CNT nucleation zone, one would expect that a CNT

will nucleate on the particle at the lower bound of this window – as soon as the particle

has grown sufficiently large it will nucleate a CNT and likely stop growth.

Chirality

Controlling the diameter also controls the chirality, however, given the small difference

in diameter of adjacent chiralities, the usual inhomogeneity makes it difficult to specify

chirality via synthesis. The distribution of chiralities is typically random, resulting in

33% metallic and 67% semiconducting.

Reducing the range of synthesized diameters can bias the chiral distribution. Fewer

chiral options exist at smaller diameters, and the difference in activation energy may

become more pronounced. Using this approach, samples containing only six chiralities,

with up to 54% of a single chirality, (6,5), have been produced at small <0.8 nm diameter
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[61]. This capability falls off quickly as diameter increases. At only slightly higher

diameter, the best example of diameter control, with 98% between 1.2 and 1.5 nm, still

contains at least two dozen different chiralities [62].

A promising alternative route is chemically selecting for chirality through the use

of a catalyst that only permits growth of a single chirality. The use of a solid catalyst

may constrain growth to only those chiralities which match its lattice spacing. This

approach has shown over 90% selectivity of a single chirality, (12,6), using W-Co alloy

catalyst, and may be more amenable to selecting specific chirality though tuning of the

alloy structure [28].

Nucleation efficiency

Not all particles are catalytically active. Nucleation efficiency, the portion of catalyst

particles that grow a CNT, is often low. Direct measurements of the nucleation efficiency

show typical values of 1 to 10%. When direct measurement is not possible, it is often

estimated at less than 1% by comparing the mass of catalyst to that of the CNTs

[63, 64]. Catalyst particles can be characterized as a population with a distribution

of sizes, compositions and phases. Additionally, temperature and gas composition can

vary locally. The low observed nucleation efficiencies indicate that the variability of

particles and these conditions is large relative to the range within which a CNT nucleates.

Decreasing variability of catalyst particles and increasing the uniformity of conditions

in the reactor is necessary, but not sufficient, for high nucleation efficiency.

ETEM observations of early growth show a critical CNT nucleus length of ~5 nm

[54]. Below this, growth is slow and highly defective. Too high a carbon supply rate in

this stage can cause the growth front to advance around the particle and fully enclose

it in a graphitic shell, preventing further catalytic activity and deactivating the particle

[32]. Too low a carbon supply during this critical period and the nuclei may neck
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off, as if trying to maintain a linear growth rate with fewer carbon atoms, and form

fullerenes or elongated fullerene structures [32]. In this case, the particle is still active,

and another nuclei may begin to form. Once a nucleus reaches ~5 nm, it appears that its

diameter and growth front have found a stable configuration with the catalyst particle,

and growth rate increases significantly [52].This process, when observed on iron catalysts

at relatively low temperature with a highly stable carbon precursor (i.e. at 700 °C with

carbon monoxide), takes 10 - 40 s, although it may occur orders of magnitude faster at

higher temperatures [32].

A catalyst particle may undergo many cycles of attempted nucleation while in the

reactor, and the measured nucleation efficiency only captures the final state of this

process. Ideally, nucleation would succeed on the first attempt, maximizing the growth

time, however a late nucleation is preferable to none. Preventing the deactivation of

particles, or providing a mechanism for reactivation, can increase the final nucleation

efficiency by allowing for more attempts. The presence of hydrogen, hydroxyl radicals,

and other species plays a crucial role in modulating this process through etching of solid

carbon. Etching can preserve the activity of a particle by removing or reducing non-

nucleus carbon deposits (i.e. defective caps or amorphous carbon), and also reactivate

a particle that has been encapsulated by an over-grown nuclei [54]. However, excessive

etching may limit the formation of graphitic caps and prevent the formation of, or

destroy, CNT nuclei. Once nucleated, the more stable, less defective structure of a

CNT appears less susceptible to etching [31, 54]. Improving the uniformity of catalyst

particles by controlling their formation environment [31], or fine-tuning the concentration

of etchants [64], has been shown to increase nucleation efficiency to over 80%.
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2.3.4 CNT Growth

Lengthening

Once a CNT has nucleated, its growth rate may be limited by the kinetics of incorpo-

rating additional carbon atoms at the growth front, by the diffusion of carbon on and

within the catalyst to the growth front, or by the availability of carbon to the catalyst

particle. The kinetically limited growth rate, assuming an ample carbon supply, is gen-

erally inversely proportional to diameter [59], and may be influenced by the chirality,

which determines the specific structure of the growth front, according to the dislocation

growth model developed by Ding et al. [65].

The ratio of particle surface area for catalyzing carbon to the linear carbon density

of the CNT scales with diameter. Thus, under carbon supply-limited conditions, the

growth rate may also scale with diameter. This ratio increases further in the case of

perpendicular growth. CNT length, as an indicator of growth rate, correlates with a

larger particle:tube diameter ratio under these conditions [55]. A strong temperature

dependence of growth rate for growth at low temperature with acetylene can be ex-

plained by an Arrhenius model, and attributed to the growth reaction as growth was

not carbon-limited under these conditions [66]. The growth temperature may also influ-

ences growth rate by controlling the supply of carbon through thermal pyrolysis of the

carbon precursor, whether the catalyst is solid or liquid, and the diffusion rate of carbon

in the catalyst.

The growth rate of SWCNTs for high temperature aerosol CVD (i.e. >1200°C)

with methane or ethanol is of the order 100 µm/s, 102 to 103 times faster than typical

substrate growth at lower temperatures (~800°C). However, an Arrhenius relationship

with activation energy from lower temperature growth would predict an increase in rate
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by ~109, revealing that at higher temperatures the rate is likely limited by the supply

of carbon [67].

Wall number

The factors that control the wall number should also be considered. TEM observations

of few-walled CNTs indicate that a small number of walls may grow linearly at once, with

staggered growth fronts each intersecting the catalyst particle [52]. In this case, wall

number, CNT diameter, and catalyst diameter are related, and found to scale linearly

from ~2 nm SWCNTs up to ~8 nm MWCNTs with 6 walls [68, 69]. Growth can also

occur laterally, with additional layers growing via direct deposition of carbon onto the

sidewalls. This appears to be the dominant method for large MWCNTs with ten or more

walls [15]. The relationship between the inner wall diameter and the catalyst diameter

for large MWCNTs follows the same trends discussed for SWCNT diameter, suggesting

the growth of the inner wall is similar to that of a SWCNT and independent of lateral

growth process [53].

Tn general, increasing the carbon supply such that CNT growth is kinetically lim-

ited will result in the deposition of additional solid carbon, which may be in the form

of additional walls or amorphous carbon on the catalyst or CNT [70]. This can be re-

duced by trying to limit non-catalytic decomposition of either the carbon precursor or

intermediaries, but carbon limited growth in SWCNTs may be a prerequisite for their

morphology. Beyond controlling the catalyst and carbon source, the use of etchants can

widen the window for SWCNT growth by preventing the formation of multiple walls.

It is not clear if the main role of these etchants is to remove carbon from the catalyst

- essentially creating carbon limited growth and reducing the linear growth of multiple

walls, or to directly etch away carbon deposits on the CNT that would otherwise form

additional walls [47].
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2.3.5 Growth termination

The termination of CNT growth is the final event in the life cycle of a catalyst. Most

directly, termination influences the length of the CNT as well as the yield of the process

and purity of the final product. A catalyst with terminated growth is often observed

to be over-coated with carbon, although it is not clear whether this is the sole cause or

a result of termination. In conditions of carbon oversupply, an excess of carbon may

naturally accumulate and eventually encapsulate the particle. Yet, this is also observed

for growth in carbon limited conditions, indicating an additional mechanism that either

increases the supply of carbon, or decreases the kinetic growth rate for an individual

CNT.

The growth of a catalyst particle can increase the flux of carbon into the particle

through increased active surface area. This growth is almost an inevitability in substrate

growth due to Ostwald ripening, and in aerosol growth due to particle clustering (and,

potentially, the continued condensation of iron from coupled particle generation). As this

is analogous to catalyst deactivation during nucleation, the same conditions that lead to

exceptional nucleation efficiency also result in increased growth by delaying termination

[71]. Further, at very large diameter, the compound curvature of the particle surface may

decrease below the single curvature of the CNT, and it will become more energetically

favorable for the growth front to advance and overcoat the particle [72].

Mechanical forces may also play a role in growth termination. The growth kinetics of

a CNT forest under compression have been measured directly and show that even small

compressive forces reduce the growth rate, thus creating a local condition of carbon

oversupply, and in the extreme may cause termination [73]. Typically, particles are

strongly adhered or embedded in the substrate and remain essentially in place during

growth. As a CNT extends out from the particle, it initially forms an entangled mat
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with adjacent CNTs. Continued growth is only possible by forcing this mat away from

the substrate and results in the formation of a forest [57]. As each CNT is constrained

between the substrate and the mat that defines the top of the forest, differences in

growth rate result in tensile or compressive forces on each CNT. On a local level, this

differential may be dominantly controlled by the inverse proportionality of linear growth

rate with diameter [74]. As the fastest growing CNTs terminate due to compression, an

ever-increasing load of slow and deactivated CNTs is borne by a shrinking population

of growing CNTs. This feedback loop may be the limiting factor for forest height and

density [74].

In aerosol synthesis, bundling, the aggregation of small groups of CNTs into parallel

clusters held together by Van der Waals forces, plays a similar role. Given the long

length of a CNT relative to a catalyst particle, it is most likely that the base of a

CNT will stick to the middle of another. This essentially anchors the catalyst to its

CNT, and any additional growth will have to overcome the shear force provided by this

compression. As the propensity for bundling increases with length and concentration,

a similar positive feedback exists as in forest growth. Changing growth conditions to

produce a lower concentration of CNTs results in less bundling and longer individual

CNTs [75].

Kite growth, a specialized substrate growth technique, provides insight into circum-

venting these termination-inducing conditions and achieving ultra-long growth [32]. The

catalyst-support interface is designed to be weak, allowing the potential for the catalyst

particle to lift off the substrate during CNT growth, with the other end of the CNT

stuck to the substrate [76]. The gas flow and thermal gradients in the reactor are tuned

to create an updraft over the substrate which lifts the catalyst particle and gently guides

it during growth [77]. The suspended catalyst particle is isolated from mechanical forces

and cut off from particle growth mechanisms. With careful balancing of the carbon
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supply, CNTs up to 55 cm long have been reported [32].

2.4 Quality

It is possible to characterize individual defects, i.e, at the atomic scale. Observations

of typical high quality SWCNTs of 1–2 nm diameter show a mean defect density of

one in every 4 µm length, and no evidence of multiple adjacent defects, giving a defect

density of 1 in 106 sites [78]. It has been observed that larger diameter SWCNTs have

higher defect density, and MWCNTs higher still, as there are many more sites available

per unit length for defects to occur. The impact of a defect on the CNT properties is

dependent by their relative sizes, and observed scaling of strength with diameter, Dcnt,

of the form 1/
√

Dcnt suggests that smaller CNTs also have relatively smaller defects [79,

80]. Molecular dynamics simulations indicate that a single defect can reduce ultimate

tensile strength to only 10–50% of the theoretical limit [81].

Given this observed defect density, the average CNT in a typical fiber will have

multiple defects, and the strength of the CNT will be limited by the weakest defect,

conservatively to 10% of its defect-free performance. Thus, the maximum achievable

strength of a fiber, assuming perfect assembly, is also only 10% of theoretical, i.e, 10

GPa instead of 100 GPa. Further developments in fiber spinning may improve strength

from the current limit of 3 GPa to approach 10 GPa, but improving quality such that

the majority of CNTs have no defects will be necessary for reaching ultimate properties,

and may be an easier route for achieving intermediate property values. It is possible

to synthesize a CNT with lower defect density - tensile tests of mm-scale bundles have

indicated defect density below 1 in 109, using highly specific individual growth methods,

but the route for translating that capability to bulk synthesis methods and production

is unclear [82].
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For characterizing larger samples, where measurement of individual defects is pro-

hibitive, Raman spectroscopy is typically employed [83]. The G band at 1580 cm−1 is

indicative of sp2 bonded graphitic carbon, and is typically the strongest signal. The D

band at 1350 cm−1 is a result of disorder in the structure and is indicative of defects.

The dynamic range of spectroscopy instruments, higher energy of the G band signal,

and confounding D band signal from CNT ends limit the ability to detect defects at low

density or the presence of individual defects [84]. Quantifying the relationship between

Raman spectra and defect density is difficult. A CNT sample at the limit of detection,

a G band to D band peak intensity ratio (IG/IG) of 100 or 200, is often referred to as

’defect-free’, although this may roughly correspond to a defect density of below 1 in 106,

thus may be far from defect-free [78, 82]. Raman spectroscopy of any mass produced

CNTs suggests a defect density significant higher [78, 19]. This further reinforces the

concept that further performance improvements in CNT applications will depend on

developments in the synthesis of higher quality CNTs.

While daunting, we can draw inspiration from the modern semiconductor industry

which produces and uses 1000s of tons of monocrystalline silicon with a defect density

on the order of 1 in 1012 [85, 86]. Key to both this technical capacity and its commercial

viability is the continued development of the Czochralski process, which enables direct

synthesis of meter-scale silicon crystals. Similarly, the development of synthesis tech-

niques which reduce the defect density of individual CNTs and maintain this quality at

large production volumes is key to unlocking the real world potential of CNTs.

2.5 Applications

CNTs are potentially useful for a wide variety of applications, with each enabled by a

different combination of individual CNT properties and assembly characteristics. Thus
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far, commercial applications have depended on matching the specific needs of the ap-

plication to a synthesis process capable of producing the desired CNT properties at a

competitive production rate and cost. Many promising but unrealized applications are

limited by some combination, often both, of CNT properties vs production cost. Con-

sidering just the first, Figure 2.4 shows the synthesis requirements for several promising

applications and compares present synthesis capability with that needed for competi-

tive performance. While some synthesis requirements can be met for each applications,

improvement is needed in all cases to equal the performance of current alternatives.

In some applications, a multifunctional material is needed; thus, CNTs may be useful

even if their primary property does not improve on current materials. While the electrical

conductivity of current CNT fibers is below that of copper, they may be preferable in

use cases where toughness or fatigue life is the dominant design constraint. However,

in other applications, such as transistors and membranes, very specific properties or

functionality must be attained to improve upon exiting materials.

The five metrics of Figure 2.4, already a simplification of these complex materials,

can be condensed further into two axes, CNT control and assembly organization, to

allow comparison of a wider range of applications. Figure 2.5 presents a map of CNT

applications against these two axes, building off a similar framework in [5]. These terms

are necessarily vague and qualitative in order to compare the wide range of forms. Here,

CNT control refers to both the level of defects within CNTs, and the ability to control

specific properties across the collection of CNTs, such as wall number, length, diameter,

and chirality. Assembly organization refers to the degree and length scales of controlled

assembly. The level of impurities tends to decrease with increasing organization, and

the weight fraction or packing density of CNTs tends to increase with organization.

In general, the use of CNTs for each application is in the development of a novel

material (either pure CNT or a composite) with the desired material properties. Thus,
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the map shown in Figure 2.5 can be divided into several regions based on the required

material properties of the application. Applications in the bulk additives region typically

seek to improve the performance of a base material through the addition of a small wt%

CNTs. Here, the performance criteria is usually defined as an improvement over the

properties of the base material (or the base with a different additive), thus the relation-

ship between CNT properties and application properties is indirect. Applications in the

’advanced materials’ region seek to replace, rather than improve, existing engineering

materials with higher-performance CNT materials or composites. Here, the performance

criteria is again an improvement over existing materials, but, the properties are derived

primarily from those of the CNTs. Thus, the performance of the material is related

to the corresponding properties of the CNT, but the required property values are only

5 to 10% of the those of the CNTs. Applications in the ultimate applications region

require material properties unable to be met with traditional materials, necessitating

essentially scaling up the properties of an ideal CNT to the macroscale material. Here,

the performance criteria is the fraction of the properties of an ideal CNT that can be

realized, and may be 50% or more.

2.6 Production at scale

The production of CNTs ranges from the specific synthesis of low numbers of CNTs

in research settings to that of kilotons of MWCNTs commercially each year. This is a

range of production capacities of 1012 or more. Figure 2.6 maps these methods based on

assembly organization and CNT control, allowing direct comparison to the applications

in Figure 2.5. When available, a cost or production rate is included with the process. In

other cases, this has been estimated from other cited information. From Figure 2.5, we

see that most current applications are in the bulk additives region. Comparing Figures
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Figure 2.4: Radar charts showing, for various physical properties, the present state of
SWCNT synthesis as well as the future requirements for various applications. Copyright
2018 ACS, [5]
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Figure 2.5: Applications map of current and potential CNT applications. The x axis
corresponds to the concept of assembly organization, illustrated using scales of purity
(presence of catalyst or amorphous carbon) and alignment (incorporating both the multi-
scale organization and packing density). The y axis corresponds to the concept of CNT
control, illustrated using scales of CNT quality (control of defects) and specificity of char-
acteristics (in approximately increasing order of difficulty and utility). Red annotations
indicate the regions of bulk additives, advanced materials, and ultimate applications.
These regions roughly correspond to the required portion of ideal CNT properties.
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Figure 2.6: Map of manufacturing methods for research and commercial CNT produc-
tion methods. Axes are identical to, and described in, Figure 2.5. Production rate, in
g/yr, is also provided. Black text indicates a commercial industry-wide production rate,
while white text indicates an estimated production rate from a lab-scale process (i.e.,
continuous operation of lab-scale system). End notes detail the estimation methods.
[4]: Commercial MWCNT powder, reported industry-wide capacity. [102]: Commer-
cial SWCNT powder, reported industry-wide capacity. [103]: Commercial high quality
SWCNT powders, estimated. [104]: Lab-scale SWCNT forest, estimated. [105]: Lab-
scale direct-spinning, estimated. [106]: Commercial wet-spun fibers, estimated. [107]:
Lab-scale chiral-specific synthesis, estimated. [108]: Lab-scale SWCNT thin film depo-
sition, estimated.
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Material Cost ($/kg)
Aluminum 2-3 [87]
Copper 6 [88]
Carbon fiber prepreg (auto grade) 15 [89]
Si Wafer (unprocessed) 1000 [90]
Si wafer (7nm transistors) 122,000 [91]
Si transistor (16nm to 7nm) 2–4/bn. [91]
launch to low earth orbit 5,000 [92]
highest current carbon emission tax 0.13 [93]
highest IPCC recommended tax 5.50 [94]
Ethanol (industrial grade) 1 [95]
Natural gas to HP methane 0.15–32 [96] [97]
Hydrogen (industrial to UHP) 1–140 [98] [97]
carbon black 1 [99]
bulk MWCNT <100 [4]
bulk SWCNT 50,000-100,000 [100]
high quality SWCNT 100,000-500,000 [101]

Table 2.2: Relevant materials and material costs for CNT applications and synthesis.
IPCC is the Intergovernmental Panel on Climate Change, HP is high purity, UHP is
ultra high purity.

2.5 and 2.6, we see that many potential applications in the bulk additives and advanced

materials regions overlap with current synthesis capabilities. In many of these cases,

including transparent conductors [75], membranes [109], and transistors [110], functional

devices have been prototyped, but the production capacity and cost is prohibitive.

In the following sections, a deeper analysis of production methods for each region

outlined in Figure 2.5 is provided. This analysis highlights current synthesis knowledge

needs and the most effective future research directions.

2.6.1 production for bulk additive applications

In most bulk additive applications, CNTs are used as a lower concentration alternative to

carbon black or other particulate materials. The ability of CNTs to alter bulk material

properties at low wt% is due to a higher aspect ratio and specific surface area than other
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additives. These properties are inherent even in low quality or MWCNTs, although are

enhanced for SWCNT or at higher quality. A common use of additives is to increase

the conductivity of polymers, e.g. epoxy flooring to improve anti-static properties and

plastic components in the automotive industry to enable electrostatic-assisted painting

[4, 100]. In these cases, the required conductivity can be accomplished with carbon

black, MWCNTs, or SWCNTs, and cost is the primary deciding factor. Carbon black

is ~$1/kg [99], and requires a loading of 1-10 w% to adequately increase conductivity

[111], while a loading of 0.01 wt% MWCNTs is sufficient [4]. At the current bulk cost

of ~$100/kg [4], the use of MWCNT is cheaper than carbon black. MWCNTs can also

replace carbon black in rubber used for automotive tires. However, the performance

of a typical loading of 10 wt% carbon black requires closer to 1 wt% MWCNT, thus

this market is not cost effective at current MWCNT prices [112]. Commercial MWCNT

powders at this price are synthesized in large fluidized bed or aerosol CVD reactors with

global production of 1000-5000 tons/year [102, 4].

Even lower wt% can be realized with SWCNTs or longer, higher quality MWCNTs

due to their increased aspect ratio, length, and specific surface area. For example,

SWCNTs require only 0.01 wt% loading in rubber to perform equivalent to 10 wt%

carbon black, and typically have a similar additive effect as MWCNTs at 1/10 to 1/100

the concentration [100]. However, the production rate of a large scale SWCNT reactor

is also orders of magnitude lower than a similar MWCNT reactor. The smaller mass

of a SWCNT (the cross sectional area, and thus linear density, of a SWCNT may be

100 to 1000x smaller than a MWCNT) and could for much of this difference, potentially

indicating that both processes have approximately similar number production rates.

Additionally, in aerosol CVD, the requirement for smaller catalyst diameter and carbon-

limited growth further reduces the production rate. As a result, lowest-grade SWCNTs

cost ~$50-$100/g, and are not economically competitive [100].
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2.6.2 Production for advanced materials applications

Advanced materials applications have more stringent requirements on both the individ-

ual CNT properties and the assembly in order to realize a portion of the ideal CNT

properties. For example, a CNT composite with 10 GPa UTS would vastly outperform

current carbon fiber composites (~5 GPa), yet still be only 10% the UTS of an ideal

CNT. Theoretically a range of strategies can meet this performance limit, ranging from a

poorly organized assembly of defect-free long, uniform diameter SWCNTs, to a perfectly

aligned assembly of mixed diameter, low quality CNTs. The key to developing these ma-

terials is balancing the trade-offs in cost and feasibility of these aspects. Commercial

production of SWCNTs is closest to meeting the balance of cost and quality needed.

MWCNTs are already cost-competitive, but are inherently limited in their material

properties, and lab techniques for synthesizing individual CNTs would need to be scaled

by many orders of magnitude. However, for nearly all applications, SWCNT-based ma-

terials are both vastly more expensive than the traditional material and underperform

in key properties; thus, current applications in this region are limited. CNTs do find use

in cases of multifunctional, weight-critical, or highly specialized applications, especially

when the amount of material is small.

SWCNTs are produced in large quantities by 10 to 20 companies and research labs,

totaling ~10 ton/yr [102, 19]. The majority of these are available as an unpurified powder

with typical composition 70-75 wt% SWCNT, 5-15 wt% catalyst, and the remainder

amorphous carbon. Typical SWCNTs are 1-2 nm diameter and 1-15 um long, with

Raman IG/ID > 50 [113, 114, 100, 19].

In this section, a first order cost model of a SWCNT factory is presented. The dif-

ference between this model and commercial activity reveals shortcomings in commercial

processes. Table 2.3 shows the reported capital cost and production rate for recently
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built SWCNT factories. Based on this information, constructing a 1 ton/yr plant would

cost ~$5M, or $1M/yr assuming a five year payback period. A large research-scale reac-

tor may produce up to 10 g/hr, thus ten reactors would be required assuming continuous

operation [115, 37]. For a typical high temperature growth recipe, material costs are

~$1000/kg ($2/kg ferrocene and methane, $50/kg electricity for heat, $1000/kg hydro-

gen) [67], thus $1M/yr. Assuming an additional $1M/yr for staffing and operations

($114/hour, 24/7/365), the total production cost is ~$3M/yr, or $3/g. Current cost- or

manufacturing-oriented research aims to reduce this through reducing and recycling hy-

drogen, and further scaling up reactors (assuming that production rate increases faster

than capital and staffing costs). Taking these efforts into account, a cost of $30–50/kg,

may be possible using current synthesis technology in a larger, ~100 ton/yr plant [67].

This cost is significantly higher than the $1–10/kg of typical structural materials, but

competitive with other advanced composites.

Capital ($M) Production (ton/yr) M $/ton/year
SWeNT (2007) $4.96 0.36 13.8 [116]
Supergrowth (2015) $3.58 10 0.36 [117, 71]
OCSiAl (2015) $21.7 5 4.4 [118]

Table 2.3: Capital cost (in 2019 USD) and estimated production capacity of SWCNT
factories. SWeNT and OCSiAl are aerosol CVD processes, Supergrowth is a continuous
forest growth process.

The current market cost for true SWCNTs with minimal processing is ~$100 to

$500/g [101]. Considering the above $3/g estimate as an ideal minimum, a factor of 20–

150 higher cost indicates significant inefficiencies in real world production. Identifying

and improving on these inefficiencies has significantly greater potential for cost reduction.

Personal experience with CVD reactor construction and operation, as well as evidence

from commercial production, suggests (at least) three potential issues:

1. Quality. Maintaining high quality or high purity synthesis over long duration

is difficult. Minute changes in ambient conditions, build-up in the reactor, or
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other factors may reduce growth rates and affect catalyst formation and nucleation

efficiency. Additionally, process monitoring is difficult as the entirety of the process

occurs at high temperature in a harsh atmosphere. Thus, additional purification

steps may be needed to ensure high and consistent purity.

2. Production rate. Similarly, the highest production rate SWCNT conditions are

also the most sensitive to disturbances. The carbon precursor concentration will

have been increased to just below the limit of amorphous carbon or multi-wall

formation, and the catalyst particle concentration maximized, resulting in larger

particles more likely to nucleate MWCNTs. While this may be acceptable for

hours-long experiments with highly trained operators, the typical growth condi-

tions for continuous operation are likely more conservative and result in lower

production rate.

3. Reliability and down time. This is a complex process, and issues are difficult

and time consuming to troubleshoot. Diagnosing an issue may take a scientist

weeks and require expensive characterization, while rectifying the issue may re-

quire modification of this custom hardware or re-tuning the growth conditions.

At minimum, a high fraction of down time will proportionally reduce the average

production rate.

2.6.3 Production for ultimate applications

Ultimate applications require near-perfect assembly of defect-free CNTs to realize a

significant portion of the ideal CNT properties at the macroscale. Macroscopic quantum

wires, composed of continuous, defect-free metallic SWCNTs, and structural composites

with strength sufficient for a space elevator (~50 GPa), are two examples.

Current large scale synthesis techniques, such as aerosol CVD, do not have the needed
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quality or specificity for these applications. Small numbers of defect-free [13], or near-

uniform chirality [28], or long [32] CNTs can be synthesized, but achieving all three with

a-priori specificity [119] remains a challenge. Additionally, the production rate for these

methods will need to be scaled by ~1012 or more for macroscopic applications.

Large scale synthesis techniques are also incapable of sufficiently controlling the or-

ganization. Bundles of few CNTs in aerosol CVD are typically parallel and without

impurities, promoting nano-scale alignment. However, this alignment is not maintained

at larger length scales as entanglement and aerogel formation occur. This entanglement

also serves to capture and hold impurities from the synthesis process. Wet-spinning of

fibers from solution may be the most promising assembly technique and has produced

fibers with the highest strength and conductivity. Solution processing enables purifi-

cation between synthesis and assembly, and the resultant fibers have higher packing

density and alignment than direct-spinning produces [9].
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3. Perspective on FC-CVD limitations

Having established that FC-CVD is the leading process for the production of high qual-

ity SWCNTs at scale, this chapter seeks to understand the first-order limitations with

respect to the quality of CNTs that can be produced (CNT properties, defect concentra-

tion, and assembly characteristics) and the capability of the process (production rate,

input requirements).

3.1 Equilibrium defect concentration

The macroscopic properties in CNT assemblies, or the extent to which the nanoscale

properties of the constituent CNTs are realized at the macro scale, are limited by the

interfaces between CNTs. For example, strength is limited by the shear strength of

overlapping CNTs, and electrical conductivity by the contact resistance between the end

of each CNT and its neighbor, as the strength and conductivity within each CNT is

significantly higher. Reducing the number of these interfaces through the use of longer

CNTs should allow macroscopic properties to approach those of an individual CNT.

Indeed, an experiment producing highly aligned fibers from a range of CNT types shows

scaling of both fiber electrical conductivity and strength with constituent CNT length up

to about 10 um [1]. Yet, as CNTs get longer, their individual properties also diminish due

to the increased likelihood or frequency of lattice defects. The one dimensional nature
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of nanotubes means that a single defect can drastically change or limit the properties.

For example, simulations have shown certain types of defects can reduce mechanical

properties by a factor of 2 to 10 [2]. While the type and density of defects varies widely

depending on the exact experimental conditions, pioneering measurements shows that

small diameter high-quality CNTs average one defect every 1 to 10 um [3].

Combining these observations, one could predict that, as fibers and other assemblies

are made with individual CNTs longer than 10 um, this defect spacing, not the total CNT

length, will become the critical length scale which controls the macroscopic properties

of the fiber. While there is no theoretical limit on the length of CNTs that can be

synthesized, there is a thermodynamic limit on the maximum lattice defect spacing (the

inverse of defect concentration) in a pristine CNT.

CNTs can have many of the same topological defects as graphene or graphite, yet

the energy of these defects may be influenced by the curvature of the lattice (and the

orientation of the defect with respect to the tube, if not symmetric) and the likelihood of

their formation also influenced by the unique environmental condition of a 1D structure

and the CNT synthesis environment. Here we will focus on two examples of theoretically

common defects to illustrate our analysis and highlight overarching trends. Defects with

lowest energy will occur at the highest frequency, and because this is an exponential

relationship, the contribution of high energy defects can be considered negligible. Thus,

the essence of determining the equilibrium defect spacing is accurately estimating the

defect energy. While some studies have estimated defect energy for some defects in

graphene and specific (n, m) CNTs, a larger study to understand the role of (n, m) and

curvature on the defect energy has not been done, and is the goal of this analysis.

Stone-Wales (SW): Composed of two pentagons and two heptagons, a SW defect

can be conceptualized as the rotation of a C-C pair by 90 degrees (Figure 3.1b). While a

single pentagon, heptagon, or pair of the two have slightly lower defect energies, the SW
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Figure 3.1: A) A Stone-Wales (SW) defect in a graphene lattice. B) A 5-8-5 divacancy
in a graphene lattice. Reproduced from [4]

defect is otherwise the lowest energy lattice defect, with estimated defect energy ranging

from 3 [5] to 5.5 eV [6] in various (n, m) CNTs up to 5 [7] to 6.3 eV [8] in graphene. The

SW defect was also chosen because it is not symmetric with respect to the basis vectors

as a pentagon or heptagon are, and does not cause a discontinuity in the lattice as a

single pentagon-heptagon pair does.

Divacancy: It is hypothesized that vacancies, especially monovacanies with dangling

bonds, are unlikely to persist in the CNT synthesis environment given the excess of free C

in the environment that is readily accessible to the exposed 1D surface [4]. An exception

here might be larger vacancies which allow a local re-organization of the lattice to prevent

dangling bonds. The most simple example is a divacancy which has been ordered into

two pentagons and an octagon (Figure 3.1c).

3.1.1 Molecular model for Stone-Wales defect

A Stone-Wales (SW) defect can be conceptualized as rotating a C-C bond by 90 degrees.

For a lattice of M atomic sites there are a total of 3
2M bonds, ignoring end effects. In

a CNT, these bonds can be divided into three groups, each with it’s own orientation

relative to the axis of the CNT. Because the energy of the SW defect, Esw, may depend

on this angle, we will consider these three groups as independent types of defects. It is
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Figure 3.2: A) Diagram of molecular model showing use of C-C bonds in a single orien-
tation as the description for the microstate. B) An example SW defect.

hypothesized that defect spacing is a function of the curvature of the CNT, as described

by the chirality (n, m), but this is accounted for in the estimation of Esw, not the

molecular model.

Here we derive an equation for the equilibrium defect concentration for one of these

orientations, noting that the equation will have the same form for all three, requiring

just a substitution for the correct value of Esw. In each orientation there are M/2 bonds,

and we can define the microstate (Figure 3.2) of the system as:

v = {pi} for i = 1 to M/2 (3.1)

where pi indicates whether or not a pair has undergone a rotation (thus forming a

SW defect), and Pv is the total number of defects:

pi =


0, if no bond rotation

1, if bond rotation
(3.2)

Pv =
M/2∑
i=1

pi (3.3)
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Thus, the energy of a microstate is Ev = EswPv, assuming Ev = 0 for an ideal CNT

and each SW defect has an energy of Esw. Because the SW defect does not introduce

a vacancy, we can assume fixed N, V, and T, and use the canonical ensemble to derive

the partition function:

Q =
∑

v

exp(−βEv) =
∑

v

exp
(M/2∑

i=1
(−βEswpi)

)
(3.4)

Q =
(
1 + exp(−βEsw)

)M/2
(3.5)

Noting that the average number of defects is proportional to the expectation value

of the energy, it is computed as follows:

⟨P ⟩ = 1
Esw

⟨E⟩ = − 1
Esw

∂lnQ

∂β
(3.6)

⟨P ⟩ = − 1
Esw

∂

∂β
ln
[(

1 + exp(−βEsw)
)M/2

]
(3.7)

⟨P ⟩ = M

2
(
exp(βEsw) + 1

) (3.8)

Finally, taking ρ = f(n, m) as the atomic linear density of an (n, m) CNT, the

characteristic defect spacing, Lsw is:

Lsw =
2
(
exp(βEsw) + 1

)
ρ

(3.9)

Note that Lsw describes only the characteristic spacing of the orientation that cor-
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responds to the value of Esw that was used. For a given (n, m), three values of Lsw will

be found, and the total spacing is the inverse of the sum of the inverses. The ability

to superimpose these models relies on the assumption of low defect concentration, such

that the probability of adjacent or overlapping defects is negligible.

Modification for divacancy defect

A similar molecular model for the case of a divacancy can be derived by substituting

the removal of a pair of adjacent atoms for the rotation or the pair. And the energy of

the microstate is similarly Ev = EdiPv, where Edi is the energy of a divacancy defect.

Because N is no longer constant, we find the partition function in the Grand Canonical

ensemble:

θ =
∑

v

exp(−βEv + βµpPv) (3.10)

where µp = 2µC is the chemical potential of a pair of carbon atoms. And following

similar manipulations we arrive at a simplified version of the partition function and an

expression for Ldi, the defect spacing for a particular orientation of divacancy defects:

θ =
[
exp(−βEdi) + exp(βµp)

]M/2
(3.11)

Ldi =
2
[
exp

(
β(Edi + µp)

)
+ 1

]
ρ

(3.12)
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3.1.2 Defect energy estimation methods

In order to apply the equations for Lsw and Ldi we need to estimate Esw and Edi for

defects on all (n, m) CNTs in each of 3 orientations. Density Functional Theory (DFT)

models are often employed to estimate these values as experimental measurement is

difficult. A range of published studies have used DFT to look at specific types of defects

in specific chirality CNTs or graphene [9, 10], but none have systematically investigated

the influence of (n, m) on the energy for a specific defect as needed here. DFT studies

are computationally intensive and require great expertise to ensure accurate results.

Lacking these resources, here we employ molecular dynamics simulations as a first-pass

analysis.

A custom Matlab program is used to define the geometry of a CNT segment with

arbitrary (n, m) and create a SW defect or divacancy at any of three orientations. This

geometry is input to LAMMPS [11], a classical molecular dynamics code, and allowed

to relax using the Airebo potential, which has been widely used for simulations of hy-

drocarbons [12], until the forces on all atoms are below 0.02 eV/A. Periodic boundary

conditions are used, and the minimum length of the CNT segment is 10 nm. Longer is

used when required as the periodicity of the CNT structure varies with chirality. Com-

parison of the total energies of systems with and without a defect is used to calculate

the defect energy as follows:

Esw = EMD
sw − EMD

ideal (3.13)

Edi = EMD
di − EMD

ideal + 2EMD
ideal

M
(3.14)

Where the 2EMD
ideal

M
term accounts for the different number of atoms in the divacancy

simulation.
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Figure 3.3: Estimated Esw (A) and Edi (B) for each orientation for all chiralities (n, m)
below (25, 25).

3.1.3 Results

A custom program was written to automate the running of the 7 needed simulations

for all chiralities below (25, 25). A temperature of 3000K is used for the equilibrium

calculation as representative of conditions in laser or plasma synthesis processes.

Figure 3.3 shows estimated values for Esw ranging from 2 to 3 eV for narrow CNTs

up to 4.5 to 5 eV for larger diameter CNTs. This is in general agreement with the range

of literature values cited earlier, and shows the expected asymptotic behavior towards

the value for graphene as diameter increases. At smaller diameters the curvature is

greatest, and the effect of this anisotropy is most pronounced, resulting in a large range

in Esw depending upon orientation. We observe similar trends for Edi. The apparent

bifurcation of Edi is an artifact of the range of chiral values simulated. There are many

possible (n, m) choices to give approximately the same CNT diameter, and for small

diameters there were all simulated. However at the larger diameter range of our study,

many of these were above the (25, 25) threshold. For example, at diameter of 3.4 nm,

the only simulated CNT is the (25, 25), yet a (26, 24), (27, 23), etc. all have similar

diameter and would result in different Edi - presumably filling in the envelope between

the two asymptotes as occurs at smaller diameters.
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Figure 3.4: Estimated total Lsw (A) and Ldi (B) for all chiralities (n, m) below (25, 25).

Figure 3.4 shows total defect spacing for SW and divacancies. In both cases these

collapse to a tighter range than E, as the total spacing for a given chirality is dominated

by the lowest energy defect orientation. For constant E, one would expect L to decrease

linearly with diameter due to the scaling of ρ. Yet, the gradual increase of the minimum

Esw and Edi with diameter overwhelms this effect, and L increases monotonically in

this diameter range. Hypothetically, at some large enough diameter Esw and Edi will

level out as the curvature is negligible and L will peak and then decrease. However the

experimental synthesis of single-wall CNTs with diameters above 4 nm is extremely rare.

3.1.4 Summary

Using molecular dynamics approach we have been able to estimate Esw and Edi for each

defect orientation for all chiralities below (25, 25). While we find general agreement

with DFT estimates, further validation, sensitivity analysis to simulation parameters,

and possibly the use of a more accurate (but computationally intensive) potential such

as ReaxFF, should be undertaken to validate these preliminary conclusions.

These extensive simulations highlight the role of curvature, thus CNT diameter, in

reducing Esw and Edi from that of planar graphene, and thus increasing the defect
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concentration, and decreasing L for small diameters. This highlights a critical gap

between DFT models (typically limited to diameters below 1 nm by computational

complexity) and actual CNTs with diameter greater than 1 nm. We also find that, given

a certain diameter, the ultimate role of chirality is relatively minor.

In all cases, the estimated equilibrium defect spacing is orders of magnitude longer

than what has been experimentally observed for the highest quality CNTs. Additional

consideration of more defect types will reduce the estimated L, yet is unlikely to account

for this discrepancy. This indicates that current synthesis techniques have significant

room for improvement and are dominate by non-equilibrium processes. This also sug-

gests that high temperature annealing may be a beneficial post-processing treatment. If

synthesis or post-processing can be improved to the extent that this becomes the limit-

ing factor, the observed trend suggests a focus on larger-diameter CNTs to improve L

further.

3.2 Productivity

3.2.1 CNT mass concentration and its factors

Given the diversity of FC-CVD systems reported in the literature and used commercially,

it can be difficult to directly compare the productivity of different systems or approaches.

In part, this is due to the spectrum of CNT quality that may be produced - each system

may be best characterized by a quality versus quantity curve over the extent of its

operating window, rather than a single point as often reported. Yet, the dimensions of

quality and quantity are not clearly and universally defined. Having already discussed

aspects of individual CNT quality, this section focuses on characterizing the productivity

of FC-CVD systems in a generalizable way.
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As described in Section 2.6.2, the primary operating costs for a FC-CVD process are

the carrier gas and the energy needed to heat the carrier gas. In contrast, the flows of

carbon and catalyst are relatively small, thus their cost is as well. Thus, the number

or mass of CNTs per volume of carrier gas (number concentration and mass concentra-

tion) are economically useful metrics as they indicate the ratio of value produced in the

product to operating cost. The number and mass concentration are also relevant from a

process physics perspective, as the number concentration of aerosol particles and their

size governs aerosol dynamics which influence the synthesis process. Finally, normalizing

the production rate in such a way allows comparison across reactor scales and flow rates.

Theoretically, the mass concentration can be related to the CNT properties and

number concentration using a simple relationship:

ρCNT = mCNT Ncat ηnuc (3.15)

where ρCNT is the mass concentration of CNTs, mCNT is the mass of an individual

CNT, Ncat is the number concentration of catalyst particles, and ηnuc is the nucleation

efficiency – the fraction of catalyst particles which nucleate a CNT. The mass of a CNT

can be calculated from the diameter (dCNT ), length (LCNT ), and the areal density of a

graphene lattice (ρgraphene = 7.63E − 8g/cm2, assuming only a single wall):

mCNT = π dCNT LCNT ρgraphene (3.16)

For a few-walled MWCNT, the mass will scale roughly in proportion with the wall

number. The mass concentration of the catalyst particles can also be calculated as:

ρcat = mcat Ncat (3.17)
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where the mass of an individual catalyst particle (mcat) is calculated assuming a

sphere with density equal to metallic iron (ρF e):

mcat = 4
3 π (γ dCNT /2)3 ρF e (3.18)

The diameter of the catalyst particle is given by γ dCNT , where γ is a scaling factor

to relate the diameter of the catalyst particle to that of the CNT. As discussed in Section

2.3.3, γ values of 1 to 4 have been observed experimentally in FC-CVD systems with

dCNT = 1–2 nm.

Figure 3.5 shows the estimated CNT mass concentration, ρCNT , and weight percent

of catalyst particles as a function of CNT diameter and length. A catalyst particle con-

centration of Ncat = 109 #/cm3 is taken as a typical value for high catalyst concentration

systems (see Chapter 4), and a nucleation efficiency of ηnuc = 0.1 is assumed.

In order to maximize the mass concentration of CNTs and minimize the weight

percent of catalyst, longer CNTs and a higher nucleation efficiency are required. In-

creasing the CNT diameter increases CNT mass concentration linearly, while increasing

the catalyst mass concentration to the third power, thus also increasing the iron weight

fraction. In this analysis, increasing the concentration of catalyst particles is also seen

as increasing the CNT mass concentration while not effecting the iron weight percent.

In practice, the dynamics of aerosol nucleation and growth result in a coupling between

catalyst particle concentration and diameter, making it difficult to maintain a small

catalyst diameter at high concentrations (see Chapter 4 for a more detailed exploration

of this connection).

Similarly, the length of the CNT can not be increased without bound. The linear

growth rate is estimated to be of order 100 µm/s [13], with residence times ranging

from 1–60 s [14] for a survey of high productivity FC-CVD reactors. Yet, if growth
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Figure 3.5: Calculated mass concentration of CNTs and iron weight percent as a function
of CNT diameter and length for a catalyst particle concentration of Ncat = 109 #/cm3

and a nucleation efficiency of ηnuc = 0.1 Note that SWCNTs typically do not grow
with diameter greater than 4-5 nm. To account for multiple walls, the CNT mass
concentration can be multiplied by the average number of walls, and the iron weight
percent divided by the same.
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termination is caused by, among other mechanisms, the mechanical confinement that is

caused by CNT bundling, and bundling is caused by aerosol collisions between individual

CNTs, then the upper limit of CNT length may be less than then 100–6000 µm predicted

based on residence time alone.

3.2.2 Bundling timescale via aerosol dynamics

The timescale for onset of bundle formation, τB, can be defined by the timescale for a

halving of aerosol concentration via aggregation. On average, a halving of the number

concentration means that each aerosol particle is now a bundle of two CNTs. For a

monodisperse aerosol, this is given by:

τB = 2
β NCNT

(3.19)

where NCNT is the initial number concentration of CNTs and β is the CNT collision

kernel [15]. β is commonly estimated using the Brownian coagulation coefficient model

for spherical aerosol particles. For equally sized particles, the model can be stated as:

β = 8 π D Dp

(
Dp

Dp + 23/2g
+ 8 D

21/2 c Dp

)−1

(3.20)

where Dp is the diameter of the particle. D, g, and c are given as follows:

D = k T Cc

3 π µ Dp

(3.21)

g = 1
3 Dp l

(
(Dp + l)3 − (Dp

2 + l2)3/2
)

− Dpl = 8 D

π c
(3.22)
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c =
(

8 k T

π mCNT

)1/2

(3.23)

where µ is the gas viscosity. The slip correction factor, Cc, and Knudsen number,

Kn, are defined as follows based on the mean free path of the gas, λ,

Cc = 1 + Kn
(

1.257 + 0.40 exp
(−1.10

Kn

))
(3.24)

Kn = λ

Dp/2 (3.25)

An effective Deff is needed for the collision of CNTs due to their high aspect ratio

shape. For a particle of any shape, the collision cross section is the projected area of the

particle in the plane perpendicular to it’s motion relative to it’s collision partner.

First, the actual shape of the CNT in the aerosol phase must be determined. As-

collected CNTs are rarely straight, often exhibiting significant curvature. Are the ther-

mal fluctuations a CNT experiences as an isolated aerosol particle sufficient to cause its

shape, statistically, to deviate from a rigid rod? This can be assessed using the worm-like

chain model used to describe the statistical shape of long semi-flexible polymer chains

[16]. The root mean square end-to-end distance of the CNT (Dp) is given by:

Dp
2 = 2 P LCNT

(
1 − P

LCNT

(
1 − exp

(−LCNT

P

)))
(3.26)

where P is the persistence length which is a measure of the bending stiffness of the

CNT relative to the strength of thermal fluctuations. For the thin cylindrical shell, P

is proportional to the cube of the diameter as follows:
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Figure 3.6: Calculated effective shortening of CNTs in the aerosol phase due to thermal
fluctuations using the worm-like chain model.

P = C π (dCNT /2)3

kb T
(3.27)

where C = 678 J/m2 has been determined semi-empirically for SWCNTs [17]. Fakhri

et al. report an average persistence length of 60 µm for CNTs with a diameter of 1 nm

at 20 °C, which can be extrapolated to a value of ~15 mm for a hypothetical 10 nm

diameter SWCNT.

Figure 3.6 shows the ratio of the root-mean-square end-to-end distance of the CNT

(Dp) to the actual CNT length (LCNT ) as a function of LCNT for CNT diameters of
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Figure 3.7: Calculated effective collision diameter for CNT diameters of 1, 4, and 10 nm
at 1000 °C using the spherical and projected area approximations.

1, 4, and 10 nm at 1000 °C to represent conditions within a FC-CVD reactor. At this

temperature, the persistence length of 1, 4, and 10 nm diameter CNTs is 15 µm, 970

µm, and 15 mm.

Second, this effective length must be related to the collision cross sectional area. For

a low aspect ratio particle, typically the average projected area is calculated (1/4 the

surface area for an arbitrary convex solid shape [18]). Alternatively, for a highly-tortuous

high aspect ratio particle, the actual size and shape of the particle, with respect to colli-

sions, would be better approximated by an envelope that encloses it. For the randomly

varying shape of a long CNT where LCNT » P , this envelope can be approximated by a

sphere with diameter Dp [16]. Given the range of LCNT considered here, the projected

area relationship is likely a more accurate representation. These two definitions are

respectively:

Deff
pa = 2

( 1
4 π

ACNT

)1/2
= (dCNT Dp)1/2 (3.28)

Deff
wm = Dp (3.29)
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Figure 3.8: The collision kernel β for CNT diameters of 1, 4, and 10 nm at 1000 °C in
helium using the spherical and projected area approximations.

While these two approximations diverge significantly, especially for larger values of

LCNT , they serve to define a window of possible values. Finally, the collision kernel

β is calculated using these six functions for Dp (Figure 3.8). Over the entire range of

LCNT , β is approximately in the range of 10−15 to 10−14 m3/s as a result of the weak

dependence on Dp.

3.2.3 Bundle-limited maximum CNT number and mass con-

centration

Finally, this bundling analysis can be used to consider the upper limit of CNT num-

ber concentration. Taking τB as the average time available for a CNT to grow before

bundling, Figure 3.9 shows the minimum τB required for a given LCNT using the pre-

viously stated growth rate of 100 µm/s as well as a hypothetical higher growth rate of

500 µm/s. In other words, in order to have sufficient time for CNTs to grow to a given

LCNT , not only must the residence time in the growth region of the furnace be greater

than this minimum τB, but the aerosol CNT concentration must be sufficiently low that

the τB calculated from it’s bundling is equal to or greater than the minimum τB.
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Figure 3.9: The minimum τB required for a given LCNT using a growth rate of 100 µm/s
or 500 µm/s.

Figure 3.10: The maximum CNT number concentration, NCNT , can be found as a
function of τB using β values shown in Figure 3.8 and Equation 3.19. NCNT as a function
of τB is mapped to LCNT using the relation in Figure 3.9. Solid lines correspond to a
growth rate of 100 µm/s, while dashed lines correspond to 500 µm/s.
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Using the previously found estimates for β (Figure 3.8), the maximum CNT number

concentration, NCNT , can be found as a function of τB using Equation 3.19 and therefore

as a function of LCNT (Figure 3.10. As one point of verification for this analysis, Hoecker

et al. observe a catalyst concentration threshold of ~109 for the formation of a CNT

aerogel in their FC-CVD system, based on in situ aerosol measurements, indicating

the onset of significant CNT bundling [19]. They also report a CNT diameter, albeit

of MWCNTs, of ~10 nm and length of 100–1000 µm, placing their operation roughly

within the window bounded by the two curves at different βB values in Figure 3.10,

assuming a nucleation efficiency of ηnuc = ~0.1 [19]. This finding may help explain the

difficulty of operating under conditions which enable the formation of an aerogel and

direct spinning, and indicates the difficulty of significantly increasing the productivity of

direct spinning further. Once the residence time, catalyst concentration (and nucleation

efficiency), and CNT growth rate are high enough to hit this bundling threshold, further

increases will have diminishing returns towards increasing CNT production. As aerogel

formation requires additional bundling and collisions beyond the pair-wise limit explored

here, one must either hope that the number or mass concentration at the CNT bundling

limit is sufficient to form a cohesive aerogel given enough time, or rely on the decreasing

fraction of still-active catalysts to make up the additional difference.

Figure 3.11 shows the maximum CNT mass concentration, ρCNT , for the same cases.

In general, because of the inverse relationship between the maximum NCNT and LCNT

(which is proportional to the CNT mass), ρCNT is not strongly influenced by LCNT for

a given CNT diameter. The variation that is seen as a function of LCNT is entirely

due to variation in β. Likewise, the mass of an individual CNT increases linearly with

diameter, resulting in the increased ρCNT for the 4 and 10 nm diameter cases.

Figure 3.12 shows the minimum iron catalyst weight percent, assuming a nucleation

efficiency of ηnuc = ~0.1 and a ratio of catalyst diameter to CNT diameter of γ = 2.
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Figure 3.11: The maximum CNT mass concentration, ρCNT , based on NCNT using
using β values shown in Figure 3.8. Solid lines were calculated using values of NCNT

corresponding to a growth rate of 100 µm/s, while dashed lines correspond to 500 µm/s.

Figure 3.12: The minimum iron catalyst weight percent assuming a nucleation efficiency
of ηnuc = ~0.1 and a ratio of catalyst diameter to CNT diameter of γ = 2. Because the
concentration of CNTs does not factor in to this calculation, a single curve is valid for
both CNT growth rates and different models for the collision area.
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Because the concentration of CNTs does not factor in to this calculation, a single curve

is valid for both CNT growth rates and different models for the collision area.

3.3 Conclusion

In this chapter the upper bounds for the performance of a FC-CVD system have been

investigated with respect to the quality of individual CNTs and the overall production

rate. The equilibrium defect concentration is far below that observed in current high

quality SWCNTs, indicating that there is no fundamental reason that this cannot be

further improved in practice. While lattice defects are only one dimension of the quality

of a CNT assembly, they play an outsized role in limiting the material properties of

individual CNTs, and therefore the maximum properties that could be achieved in a

macroscopic assembly.

The four controls on CNT mass concentration, ρCNT , in a FC-CVD reactor have

been explored: catalyst number concentration, CNT nucleation efficiency, CNT diam-

eter, and CNT length. In isolation, each of these has a linear influence on ρCNT and

all should be considered as potential routes to higher productivity. In practice, second-

order interactions between them, the maximum ρCNT limit due to bundling and addi-

tional quality-related objectives, reduce the efficacy of these controls. Notably, the CNT

nucleation efficiency in part depends on the catalyst particle size distribution, and the

catalyst particle size distribution and concentration are linked via aerosol aggregation

dynamics. Among the four, CNT diameter may be the least important control, given

the small range of ~1-5 nm in practice, the non-linear increase in minimum catalyst

mass fraction with increasing diameter, and the fact that CNT diameter is also a central

aspect of quality.

Alternatively, there potential range for CNT length is many orders of magnitude,
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and there is a positive correlation between CNT length and macroscopic assembly prop-

erties [1]. At low concentration, this can be improved equivalently by either increasing

the growth residence time or the growth rate. However, at number concentrations ap-

proaching the bundling limit, a high growth rate is preferable because τB provides an

upper limit of the effective or active residence time.

While ρCNT , NCNT , and other important values are not typically reported, the au-

thor’s sense is that most synthesis for small diameter (1–3 nm) SWCNTs is in the range

ρCNT = 1–10 mg/m3 and thus has at least one to two orders of magnitude of potential

improvement. In contrast, synthesis of larger (5–10 nm) SWCNTs and MWCNTs which

typically occurs in direct-spinning systems can be up to ρCNT = 1–10 g/m3 and is al-

ready at the point of diminishing returns. In the latter case, the most effective means

for further increases in production rate are to reduce bundling either through a higher

growth rate (the reason many operate at unusually high temperature [14]) or through

the application of novel forces like electric fields to control the aerosol dynamics and

aggregation [20].

In the former case, for small diameter SWCNTs, an ’all of the above’ approach is

warranted. Empirical catalyst material impurities (or, likewise, precursor flow rates) are

typically orders of magnitude higher than the minimum estimated here (1–10 wt% rather

than ~0.01 wt% for 100 µm length [14]), indicating very low CNT nucleation efficiency.

Further, aerosol measurements show only a small fraction of the input catalyst material

forms catalyst particles (As will be discussed further in Chapter 4), indicating that the

formation of catalyst particles also has a low efficiency.

Taking all of these factors into account, the author’s perspective is that the formation

of catalyst particles and their nucleation efficiency once formed are the two weakest

links in the synthesis of narrow diameter, high quality SWCNTs in a FC-CVD system.

Improvements in these areas have the potential for orders of magnitude improvement
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in CNT assembly quality metrics (catalyst mass fraction) and system quantity metrics

(number and mass concentration of CNTs). This perspective undergirds the motivation

and key research questions outlined in Chapter 1.
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4. Microplasma synthesis of aerosol catalyst

nanoparticles

This chapter describes the development of a microplasma-based reactor, with applica-

tion to iron nanoparticles synthesis for CNT manufacturing. The microplasma is a DC

discharge operated in helium or argon at atmospheric pressure with a plasma residence

time of 1–10 µs and power of ∼ 100 mW. Ferrocene vapor is used as an iron precursor.

We characterize the microplasma performance over a range of operating conditions, in

terms of particle size distribution and output aerosol concentration. We show that de-

spite significant electrostatic enhancement of the particle growth rate, the growth rate

is orders of magnitude too slow to occur entirely within the plasma. Thus, most parti-

cle growth occurs downstream of the plasma, enhanced by the residual particle charges

from the plasma, and is controlled not only by the plasma conditions (which specify the

residual charge distribution) but also the downstream conditions (which controls the

dissipation of those charges).

The design and fabrication of the reactors described in Section 4.2 was done as part

of the author’s S.M. thesis [1]. Additionally, Section 4.3 summarizes the key results

obtained with these reactors during the S.M. thesis, and the reader is referred there for

additional information:

Sawyer, W. J., Toward improved manufacturing of carbon nanotubes by microplasma
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synthesis of catalyst nanoparticles, S.M. Thesis, Massachusetts Institute of Tech-

nology, Department of Mechanical Engineering, 2020

The remainder of the chapter communicates work done as part of the PhD, including

text adapted and abridged from the following journal article:

Sawyer, W. J., and A. John Hart. High-yield microplasma synthesis of monodisperse

sub-3 nm diameter metal nanoparticles explained by a charge-mediated formation

mechanism. Journal of Aerosol Science 161 (2022): 105915

At the time of development, the performance of these systems, to the author’s knowl-

edge, pushed the limits for small diameter, high concentration, and controllable aerosol

nanoparticle generation. Many aspects of this performance have since been superceded

by a subsequent version of the microplasma reactor, the focus of Chapter 5. Yet, this

work remains relevant for developing the understanding and practical knowledge that

enabled this subsequent improvement.

4.1 Background on nanoparticle synthesis techniques

Broadly, nanoparticle synthesis processes follow either a wet chemical approach, typ-

ically resulting in a colloidal solution, or a physical approach resulting in an aerosol

or powder. While chemical approaches have demonstrated excellent size and structure

control [2], this is typically a multi-step batch process and the residue from the solvents

and surfactants can result in contamination depending on the application [3]. Physical

approaches, such as flame pyrolysis, electrospray, and vapor condensation, are better

suited for continuous, high throughput synthesis of pristine particles with sizes ranging

from ∼ 10 nm to microns [4].Yet, due to agglomeration and particle losses via Brownian
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and thermophoretic forces, it is difficult to synthesize unagglomerated, < 5 nm particles

at high concentration [5]. These mechanisms continue to act after synthesis, thus fine

aerosols are not easily stabilized for processing or storage. For applications that utilize

nanoparticles below ∼ 10 nm in an aerosol, or require their deposition onto a substrate,

in situ aerosol generation is attractive if particle size can be controlled with requisite

precision and yield.

One such application of metallic nanoparticles is as catalysts for carbon nanotube

(CNT) synthesis. Aerosol synthesis of CNTs typically utilizes a continuous flow, high

temperature, tubular reactor [6], wherein catalyst nanoparticles are generated thermally

from an organometallic precursor. At the entrance of the reactor, the precursor, such

as ferrocene vapor, pyrolyzes into a super-saturated iron vapor which condenses into

nanoparticles [7, 8]. This aerosol continues to flow into the reactor, where interaction

with one or more carbon-containing gases leads to the nucleation and growth of CNTs

from the particles. Here, the diameter of the nanoparticle (1-10 nm) is a controlling factor

in the CNT diameter and resulting properties. CNT growth has been demonstrated on

a wide range of metals and alloys, and iron is commonly used as a catalyst due to its

abundance, low toxicity, and facile aerosol synthesis [6].

Atmospheric pressure microplasma techniques have demonstrated a route to access-

ing these small diameters and have the potential to combine the specificity of chemical

approaches with continuous and scalable production [9, 10, 11, 12]. The microplasma

reaction volume is determined by the geometry of the electrodes and plasma, and thus

is sharply defined, may be arbitrarily small, and is only weakly coupled to the gas flow

through the reactor. In contrast, the reaction volume for flame pyrolysis or vapor-

condensation, for example, is defined by a temperature gradient, whose sharpness and

minimum size is ultimately limited by the thermal properties and flux of the gas flow.

The small and sharply defined microplasma volume results in more rapid and uniform
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precursor decomposition and a shorter residence time which can be easily tuned. The

natural electrostatic charging of particles in a plasma is key to this process as it both

increases the initial growth rate and reduces or eliminates agglomeration of larger par-

ticles [13]. In the case of CNT synthesis, decoupling the generation of catalyst particles

from the CVD reactor in which CNT growth occurs, by use of an upstream microplasma

reactor, would potentially allow for more specific tailoring of both reactor conditions to

optimize CNT synthesis.

In previous studies, microplasma sources have been used to tailor Fe catalyst particle

diameter from ∼ 3 to ∼ 6 nm by controlling the concentration of the iron precursor,

ferrocene [5, 14]; and to synthesize alloy particles via multiple precursors [15], enabling

the respective tuning of diameter and chiral selectivity of SWNTs. While these results

show promise, the yield of precursor to particles is potentially low and throughput, on

a volumetric basis, is also low. For example, [5] report the ability to control particle

diameter from 6.4 nm to 2.8 nm by reducing the precursor concentration, yet this also

reduces the particle concentration from 108 #/cm3 to 106 #/cm3, where as a concentra-

tion of order 109 #/cm3 catalyst particles is needed to enable the formation of a CNT

aerogel which in turn can be spun into a fiber [7].

In all, development of microplasma catalyst generation techniques towards industri-

ally relevant production rates and conditions has been hindered by the complexity of the

CNT synthesis process and difficulty characterizing the evolution of small nanoparticles

at the related timescales. A deeper understanding of microplasma techniques is neces-

sary to achieve high-yield synthesis of < 5 nm diameter particles in a manner amenable

to large-scale gas-phase CNT production
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4.2 Prototype microplasma reactor design, opera-

tion, and characterization

A continuous atmospheric pressure microplasma reactor was constructed to synthesize

nanoparticle aerosols over a range of flow rate, concentration, and diameter. The reactor,

shown schematically in Figure 4.1a, is operated between a ceramic orifice plate anode

and a mesh cathode, which are separated by 2.5 mm. The orifice plate was made by

machining a sheet of Macor ceramic to a thickness of 0.03 inches, coating the plasma-

facing side with tungsten via sputtering (1 µm), and drilling the orifice to diameter do

= 180 or 300 µm. The mesh is made of .0012 inch diameter 316 stainless steel wire at

100 wires per inch density (TWP Inc.). We therefore refer to this as the "orifice-mesh"

reactor. A second reactor (the "orifice" reactor, Figure 4.1b, replaces the mesh electrode

with a second tungsten coating on the upstream face of the orifice plate, shifting the

plasma to the volume within the orifice. This reduces the residence time by a factor of

∼ 10 (see Supporting Information, section 4.3.1, for more information). The electrodes

are sealed within a stainless steel housing.

The full experimental setup is shown schematically in Figure 4.1e. A controlled flow

of high purity helium (400 or 600 sccm) is introduced to the plasma through the orifice.

A variable fraction of this flow is passed through a temperature-controlled sublimation

chamber containing ferrocene powder. The saturation vapor pressure of ferrocene is

calculated using the sublimation chamber temperature [16] and scaled by the fraction

of total flow to calculate the ferrocene vapor concentration in the reactor. The plasma

is ignited and operated at a constant DC current of 0.2 mA using a high voltage sup-

ply (Stanford Research PS310) along with a 1.4 MΩ ballast resistance. Under these

conditions the plasma voltage is typically ∼250–500 V and the total power is 50-100
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Design of microplasma reactors
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Figure 4.1: Atmospheric pressure microplasma reactors. (a) Cross-section diagram of the
electrode configuration for the orifice-mesh reactor (not to scale). The plasma (purple)
is ignited between the stainless steel mesh and tungsten-coated ceramic orifice plate. (b)
Diagram of the orifice reactor where the plasma is ignited between tungsten coatings on
both sides of the plate and exists within the orifice. Gas flow (He + ferrocene) is from left
to right in both (a) and (b). (c) Cross section view of the complete orifice-mesh reactor.
The blue housing securely holds the orifice plate and mesh between two stainless steel
cylindrical sections. (d) Image looking upstream into the orifice-mesh reactor, showing
plasma glow. (e) Schematic of the experimental setup including the ferrocene sublima-
tion chamber, microplasma reactor, and aerosol measurement instrument (SMPS).
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mW, The low operating current is used to ensure that additional thermo-plasma and

thermo-chemical effects are negligible. We estimate that the maximum gas temperature

is 17K above ambient by assuming adiabatic heating for the helium flow by the plasma

power. Further, [5] used a similar microplasma reactor operated at 2 and 4 mA to show,

via OES, that plasma dissociation of the cyclopentadienyl anion of ferrocene does not

occur, and, via XPS, that C contamination of the particles occurs only when operated at

4 mA. This suggests that species other than iron should not influence particle formation

and composition at our operating conditions.

Nitrogen (5000 sccm) is introduced shortly downstream of the plasma to prevent

additional aerosol growth, diluting the concentration for aerosol size classification. Half

(2500 sccm) of the flow is sent through a scanning mobility particle sizer (SMPS, TSI

model 3938E57) with a measurement range of 1–30 nm. Measurements are recorded once

the aerosol reaches steady state which typically occurs within 15 to 60 minutes after the

plasma is ignited. Subsequent changes in operating conditions are quickly reflected in

the particle size distribution. SMPS measurements of electrical mobility diameter are

converted to true diameter by subtraction of 0.3 nm to account for the gas molecule

diameter [17, 18]. Propagating this correction through to derived quantities results in

a slight increase in σg and decrease in mass concentration from those reported with

mobility diameters.

For ex-situ characterization, particles were passively collected for 1 hour on a SiNx

TEM grid (10 nm membrane thickness, Norcada NT010Z). The TEM grid was located

just upstream of the nitrogen flow inlet within the tubing connected to the outlet of the

reactor as the most representative location for comparison with SMPS measurements.

Particle diameter was estimated from TEM images using an image segmentation algo-

rithm to determine particle area and then calculating the diameter of a circle of the

same area.
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4.3 Experimental results

Figure 4.2a shows representative size distributions for nanoparticles synthesized in the

orifice-mesh reactor with 400 sccm He and 23 ppb ferrocene. The particle size distri-

bution is integrated to find the total concentration and scaled to account for the N2

dilution upstream of the SMPS (Figure 4.1e), thus reflecting the concentration at the

reactor outlet, C. A lognormal distribution was fit to each particle size distribution to

yield a geometric mean diameter Dg and geometric standard deviation σg. With the

small orifice (do = 180µm), these conditions produce an aerosol with Dg = 1.88 nm, σg

= 1.17, and C = 8.84 × 107 #/cm3. The larger orifice (do = 300µm) results in a slight

increase of Dg to 1.97 nm and σg to 1.18 and large increase in C to 1.68 × 108 #/cm3.

In these configurations, the plasma residence time is 9.5 and 26 µs, respectively, and the

residence time from plasma to nitrogen dilution is 0.12 s.

In order to assess the temporal performance of the orifice-mesh reactor, the plasma

was ignited and the reactor was operated at constant conditions with aerosol measure-

ments taken at 90 s intervals. Upon plasma ignition with new electrodes, a break-in

period of 15 to 90 minutes was observed, during which the concentration and size of

particles asymptotically increases (Figure 4.2b,c) toward a steady value. After this

period, Dg, σg, and C are remarkably consistent. At a constant plasma current, the

required voltage is similarly stable, although the steady voltage can differ by 10–100 V

(3–30%) between experiments. This is attributed to small differences in the electrode

positioning.

During operation, the plasma flow rate and ferrocene concentration control the re-

sulting aerosol concentration and size. Figure 4.3a plots the values of C and Dg produced

by the orifice-mesh reactor with the 180 µm orifice at flow rates of 400 and 600 sccm,

and ferrocene concentrations varied stepwise from 10 to 87 ppb. Typically, 1 to 3 min-
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Aerosol particle size distribution from the orifice-mesh reactor
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Figure 4.2: (a) Representative particle size distribution measurements from the orifice-
mesh reactor operating at 400 sccm He with 23 ppb ferrocene. A lognormal distribution
(solid line) is fit to measurements (points) to extract Dg and σg. (b, c, d) Temporal per-
formance of the orifice-mesh reactor in terms of (b) particle diameter, (c) concentration,
and (d) plasma voltage, operated at 350 sccm He with 85 ppb ferrocene, illustrating the
start up transience and stable operation.
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utes was required for the aerosol measurement to stabilize after changing the ferrocene

concentration. At both flow rates, we find the relationship between Dg and C becomes

linear above approximately 20 ppb ferrocene. Note that, for a given Dg, the higher flow

rate produces a higher C, but requires a higher ferrocene concentration to do so. At

approximately equal ferrocene concentrations, the lower flow rate results in more and

larger particles, in terms of C and Dg.

For the same experimental conditions, Figure 4.3b shows that the geometric stan-

dard deviation of the particle size distribution is monodisperse, and Figure 4.3c shows

the yield of particle formation YF e, here defined as the mass flux ratio of iron in nanopar-

ticles to iron in the precursor, for the same experimental conditions. The flux of iron

in nanoparticles is estimated using the particle size distribution and total flow rate,

assuming spherical iron particles with no porosity.

Transmission electron microscopy (TEM) was used to validate the online size mea-

surements and examine the particle morphology. Figure 4.4a shows particles synthesized

using the orifice-mesh reactor (do = 300µm at a flow rate of 800 sccm He with 86 ppb

ferrocene). The majority of particles appear round and isolated and are observed in

regions of relatively uniform depositions across the TEM grid. We plot a histogram and

fit a lognormal distribution with Dg of 2.28 nm and σg of 1.22. Comparatively, aerosol

measurements taken at 90 s intervals during the 1 hour deposition show an average Dg

of 2.33 nm, σg of 1.23, and C of 4.32 × 108 #/cm3.

Despite the close agreement between TEM images and SMPS measurements, the

measurements may not represent the exact size distribution as diffusion loss and depo-

sition occurs more readily for small diameter particles, biasing the TEM sample in this

direction. Further, while particle collection and aerosol measurement is carried out in a

sealed, inert environment, oxidation of metallic particles is likely to have occurred due

to exposure to ambient air before TEM imaging. A small number of particles appear
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Orifice-mesh reactor performance
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Figure 4.3: (a) Measurements of mean diameter Dg and concentration C of aerosols
produced at 400 and 600 sccm He in the orifice-mesh reactor with do = 180µm. Plasma
residence times are 9.5 and 6.4 µs, respectively. Labels indicate the ferrocene concen-
tration in ppb. (b) Geometric standard deviation σg and (c) yield of particle formation
YF e for the same experimental conditions.
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elongated and may be evidence of agglomeration, either during synthesis or the depo-

sition process. Also, the small size of particles and resolution of the TEM limited our

ability to discern lattice fringes for all but the largest particles (Figure 4.4b).

4.3.1 Orifice reactor

The orifice reactor is a modification of the orifice-mesh reactor with reduced plasma

volume. The mesh electrode is replaced by an additional tungsten coating applied to

the upstream face of the orifice plate (Figure 4.1b. The plasma volume is thus contained

within the orifice and the plasma length is equal to the plate thickness (370 µm). This

reactor typically produces smaller particles at lower concentration than the orifice-mesh

reactor at the same conditions. Figure 4.5a shows an example particle size distribution

from the orifice reactor overlaid on orifice-mesh data from Figure 4.2a, all collected

while operating at a flow of 400 sccm He with 25 ppb ferrocene. For the orifice reactor

these conditions produce an aerosol with Dg = 1.40 nm and σg = 1.14. Temporally,

the orifice reactor performs similarly during the initial stage of operation, yet becomes

increasingly unstable and eventually the plasma de-ignites. When operating in the stable

region, performance shows similar trends in terms of C, σg, and YF e as the orifice-mesh

reactor yet at lower Dg and C, as shown in Figure 4.6. Figure 4.5b-d shows a typical

performance with instability beginning after approximately 3 hours of use. The duration

of stable performance appears inversely related to the ferrocene concentration, and may

be attributed to the deposition of iron on the inside surface of the orifice. Figure 4.7

shows a thin film has been deposited inside the orifice after use, and EDS mapping

confirms the presence of iron in this layer. It is not clear if the effect is primarily due to

changes in the flow geometry or the formation of conductive pathways.
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TEM study of particles
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Figure 4.4: (a) TEM image of as-collected Fe nanoparticles from the microplasma re-
actor. (b) Close-up of a single particle showing lattice spacing of 0.19 nm from FFT
analysis. (c) Histogram of particle diameters assessed from (a).
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Aerosol particle size distribution from the orifice reactor
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Figure 4.5: (a) An example particle size distribution for the orifice reactor overlaid on
a reproduction of Figure 4.2a. All three measurements collected at a flow of 400 sccm
He with 25 ppb ferrocene. (a,b,c) Temporal performance of the orifice reactor in terms
of (b) particle diameter, (c) concentration, and (d) plasma voltage, operated at 370
sccm He with 31 ppb ferrocene illustrating the start up transience, stable operation, and
unstable operation.
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Orifice reactor performance
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produced at flow rates of 225-534 sccm He in the orifice reactor with do = 180µm. Labels
indicate the ferrocene concentration in ppb. (b) Geometric standard deviation (σg) and
(c) yield of particle formation (YF e) for the same experimental conditions.
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Iron deposition within orifice reactor
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Figure 4.7: a) Cross section of orifice plate after use showing inner surface of orifice.
(b) EDS measurement of inner surface showing elevated Fe compared to interior of the
ceramic plate and the tungsten-coated face.

4.4 Particle formation analysis

Previous experimental studies have also shown synthesis of nanometer-scale aerosols

with narrow size distribution via similar microplasma reactors, yet mechanistic under-

standing of the formation process is limited [9, 10, 19, 13, 20]. Many aerosol formation

processes can be approximated as either nucleation- or growth-dominated. For example,

industrial powder manufacturing via large-scale plasma reactors is well-described by the

aggregation of large particles (relative to their nucleation size, i.e. Dg > ∼ 100 nm) in

the absence of a vapor phase [21]. Alternately, in cloud formation and other atmospheric

processes, understanding the nucleation of droplets from a vapor is critical [22]. For mi-

croplasma reactors, the small size and high concentration of aerosols produced imply

that both nucleation and growth are important. Here we develop a charge-mediated

formation mechanism as a framework for better understanding the present process.
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4.4.1 Classical nucleation theory

Studies of manufacturing processes in the chemical engineering literature focus on high

concentrations of large (Dg > ∼ 100 nm) particles. Therein, aggregation or agglomer-

ation are the primary growth mechanisms, a self-similar particle size distribution can

be assumed, temperature is often high, and the details of particle nucleation can often

be neglected [21]. In contrast, the study of atmospheric aerosols, the other dominant

branch of aerosol science, provides rich literature on the nucleation and growth of liquid

droplets at near-ambient conditions and relatively low concentrations [22].

Here, particle nucleation is commonly conceptualized as the formation of a critically

sized cluster of monomers (in the present study, individual Fe atoms in the gas phase)

by the random variations in local vapor density according to classical nucleation theory

[23]. The formation of these clusters is a reversible, stepwise process driven by the energy

balance between that needed to enlarge the surface of the particle and that gained from

condensation. The critical cluster size is determined as the size at which the net of these

two effects, the incremental change in Gibbs free energy for monomer addition, becomes

negative, indicating the formation of a stable particle. Following the derivation of [24],

the nucleation rate, J , is:

J =
√

2σ

πm
vlN

2exp(−∆G∗

kbT
) (4.1)

where σ (J/m2) is the surface energy of the particle, m (kg) is the monomer mass, vl

(m3) is the monomer volume, N (#/m3) is the number density of monomers, kb (J/K)

is the Boltzmann constant, T (K) is the temperature. The change in Gibbs free energy

for the critical cluster is given by:

∆G∗ = 16πσ3vl
2

3(kbT lnS)2 (4.2)
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Here, S is the ratio of actual vapor pressure, pa, to equilibrium vapor pressure pe

(determined as a function of temperature using the empirical equation of [25]). ∆G∗

is dominantly controlled by the σ3 term and, As σ for iron (2.53 J/m2 [26]) is rela-

tively high in comparison to common droplet forming species (e.g., water, 0.073 J/m2

[27]), the barrier for particle nucleation is expected to be relatively high. At conditions

representative of both in-situ thermal and microplasma synthesis of iron particles, this

model predicts a prohibitively high energy barrier and no particle nucleation, in conflict

with experimental observations. For example, in-situ measurements of in-situ thermal

synthesis by [28] show the bulk of particle synthesis occurring between 180 and 220 mm

into the reactor. Here, conditions are T = 1150 K, pa = 2.76 Pa, ps = 2.46 Pa, and

N = 1.73 × 1020 #/m3, resulting in a critical cluster size, N∗ of ∼1.23 × 107 atoms

(Dcrit = 65 nm), and ∆G∗ is 6.77× 106 kJ/mol, indicating that particle nucleation is

essentially impossible (J = 0). At conditions representative of the orifice-mesh reactor

(T = 290 K, pa = 0.01 Pa, ps = 5.8 × 10−22 Pa, and N = 2.50 × 1018 #/m3), the lower

temperature results in a drastically lower ps and significantly higher S of 1.74 × 1019,

leading to a more favorable N∗ of 13 atoms, and ∆G∗ of 706 kJ/mol, yet the estimated

nucleation rate remains zero.

This analysis does not consider the presence of contaminant species who may lower

the energy barrier for nucleation. [29] observed that the addition of sulfur to a thermal

particle synthesis can increase the final concentration of iron nanoparticles, explained by

a reduction in surface energy by the presence of sulfur (σ = 0.01 J/m2) [26]. However,

significant amounts of carbon (σ = 0.02 J/m2) are also present from the thermal decom-

position of ferrocene, indicating that the additional effect of surface energy reduction via

S is likely minor. Additionally, the high molar fraction of C or S needed to drastically

reduce the surface energy is not observed in compositional analysis of particles, and

some processes, i.e. spark discharge, do not have any low σ impurities present.
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4.4.2 Collision theory

Instead, we consider a limiting case where it is always energetically favorable for iron

vapor to combine to form particles, e.g., supersaturation is infinite, or surface energy

is zero. Here, we can consider a single aggregation mechanism as operating not just

for large particles, but also small particles down to individual vapor atoms, at a rate

determined by collision rates rather than energy considerations. Yet, the particle size

distribution is not characteristic of an aggregation-dominated process, where σg of 1.44–

1.46 would be expected [30]. Recent studies on particle aggregation within dusty plasmas

have indicated that electrostatic charging of particles can enhance growth rates [31, 32].

Collision Kernel

Particles are conceptualized as individual gas-phase molecules such that both particles

and vapor can be described as belonging to a continuum of Fen molecules, where the

subscript denotes the number of iron atoms in the molecule. In addition to assuming

that all collisions between two Fen particles result in the formation of a single new

particle, the loss of atoms from a particle, for example due to evaporation, is neglected

based on the assumption that at high supersaturation and low temperature this rate

is negligible. Thus, the growth of particles is analogous to the step growth model for

polymer chains and is described by the following irreversible reaction:

Fej + Fek → Fej+k (4.3)

The rate constant for this reaction, kj,k, is equal to the frequency of collisions between

Fej and Fek. Following the work of [32], the approximation of particles as gas phase

molecules allows their motion to be described using the kinetic molecular theory of gases.
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Assuming spherical particles with a unity sticking coefficient in the free molecular regime,

and neglecting any attractive or repulsive potentials, the collision rate constant can be

written as [33]:

kj,k = σj,k

√√√√8kbT

πµj,k

(4.4)

where σj,k = π(rj + rk)2 is the collision area and µj,k = mjmk

mj+mk
is the reduced mass of

the collision pair. As particles of any size can react with any other, the net rate of for-

mation of Fen, rn (#/(m3s)), is given by the balance of its formation and consumption:

rn = 1
2

n−1∑
j=1

kj,n−jCjCn−j −
nmax∑
j=1

kj,nCjCn (4.5)

where Cn is the concentration of Fen, and nmax is the maximum particle size being

considered. Beginning with some initial concentration of Fe1, this equation can be used

to predict the evolution of the particle size distribution with time. To demonstrate

the model in a simplified case, it is applied to [28]’s study of the formation of iron

particles from thermally decomposed ferrocene in a tube furnace , where all particles

are assumed neutrally charged. [28] reports aerosol particle size distribution for their

in-situ thermal synthesis at intervals along the centerline of a heated reactor tube as

well as temperature and gas velocity distributions. At a setpoint of 1200 ◦C, essentially

no particles are observed at 180 mm into the reactor (lower detection limit of 6 nm),

with the bulk of particle formation appearing to occur by 220 mm. The center line

temperature and velocity are reported as 880 ◦C and 0.044 m/s, respectively, at 180

mm, and 1180 ◦C and 0.060 m/s at 240 mm. By linear interpolation, we estimate values

of 1080 ◦C and 0.055 m/s at 220 mm, thus an average temperature of 980 ◦C and a

residence time of 0.82 s in the region of particle formation.
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Using these parameters with an initial concentration C1 = 1.593 × 1020 #/m3, the

particle size distribution at the end of this region (i.e., at 220 mm) is modeled and

compared to the observed distribution in Figure 4.8. The collision theory model predicts

Dg = 11.22 nm, σg = 1.453, and C = 1.49 × 109 #/cm3; while Hoecker et al. found

Dg = 13.90 nm, σg = 1.55, and C = 5.9 × 108 #/cm3. The approximately three-fold

difference in concentration can be attributed to particle losses in the thermal reactor, as

well as the assumption of complete and instant ferrocene decomposition. The difference

in Dg and presence of >30 nm particles in the observed distribution may be a result

of radial dispersion resulting in a residence time distribution, i.e., mixing with outer

streamlines which, being at lower velocity and higher temperature, will have larger

particles. The high experimental σg further indicates dispersion of particles, while the

modeled σg falls within the typically observed range of 1.44–1.46 for other self-similar

growth processes [30], Overall, the collision model is a satisfactory representation of

particle formation in the in-situ thermal process.

Enhancement Factor

When applied to the microplasma reactor an enhancement factor, η is used to account

for increased collision rates due to electrostatic interactions. For neutral-neutral colli-

sions this factor accounts for attraction due to the Van der Waals potential, and for

charge-neutral collisions it additionally accounts for attraction between the charge and

induced dipole in the neutral particle using the complete image potential formula of [34].

More commonly used simplifications of the image potential can not be used as they ap-

proximate the charged particle as a point (i.e., collision of a large neutral particle with

an ion) which is generally not the case here (we expect charged particles are of similar

or larger size to neutral). We do not consider here a potential for oppositely charged

particles as this type of collision is not included in the model.
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Collision model validation for neutral aerosol (no enhancement)

10 20 30 40

D, nm

0

0.5

1

1.5

2

2.5

3

3.5

4

d
N

d
lo

g
D

p
, 

#
/c

m
3

109

Collision model

Hoecker et al.

Figure 4.8: Experimental particle size distribution from [28] (points are measurements,
dashed line is lognormal distribution fit) compared to collision model results at same
conditions. The difference in total concentrations is likely due to particle losses which
are not accounted for in the model.
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In order to determine η from this potential function we consider how an attractive

potential changes the trajectory of two particles. First, we consider a non-enhanced

case. Two particles are traveling on straight trajectories which have a closest distance

b between them. The kinetic energy of the system is Ek = 1
2µj,kvj,k

2 where vj,k is the

reduced velocity of the pair. The angular momentum for this system is L = µj,kvj,kb.

We can define an angular momentum potential as:

ϕang = L2

2µj,kr2 (4.6)

Where r is the center-center distance between the particles. Note that ϕang increases

as r → 0. We can define a value rmin such that ϕang(rmin) = Ek. rmin is the smallest

distance between the particles as they travel: in this case of no additional potentials,

rmin = b and we see that, trivially, the smallest distance between the particles is the same

as that of their initial trajectories. To consider the influence of additional electrostatic

potentials, ϕe, they are simply added as additional terms to this equation:

ϕang(rmin) + ϕe(rmin) = Ek (4.7)

As ϕe(r) < 0 for the image and Van der Waals potentials, when solving this equation

for rmin we expect rmin < b, meaning that the particles pass closer than they otherwise

would have if they followed their initial trajectories. In order to calculate the enhance-

ment, we define bcrit as the value of b at which rmin = rj + rk, indicating the largest

value of b at which a collision will still occur. This derivation and definition of bcrit is

equivalent to that of [35].

Finally, we follow the approach of [36] to calculate η from bcrit. A comparison of

techniques by [35] found this method in good agreement with their own, yet with more
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straightforward computation as it includes the simplification that vj,k is calculated from

the average speed of each particle (neglecting the Maxwell–Boltzmann distribution of

speeds for particles of a given size). [35] also show that it is more conservative than the

approaches of [37] and [34]. The enhancement factor is expressed as:

η =
√

3
2b2

crit (4.8)

Figure 4.9 shows calculated enhancement factors as a function of the diameters of the

interaction particles (Dj and Dk). T = 293 K is representative of a room temperature

microplasma process. A Hamaker constant of 460 zJ for iron is used for the calculation

of the Van der Waals potential [38]. The charge-neutral enhancement factor, Figure

4.9a, reaches 11 for a collision between a single charged atom and a 0.6–1.3 nm neutral

particle. The same-charge enhancement factor, Figure 4.9b, is essentially zero for most

collisions below 100 nm, indicating that these collisions do not occur.

4.4.3 Charge-mediated formation mechanism

The findings using the collision theory model with electrostatic enhancement form the

basis of the proposed charge-mediated formation mechanism. The complete process by

which iron nanoparticles are synthesized from ferrocene vapor in the microplasma reactor

is summarized in the following five stages, as illustrated in Figure 4.10:

1. He and ferrocene vapor are introduced to the microplasma at ambient temperature.

2. Ferrocene is dissociated into cyclopentadienyl and other hydrocarbons, which re-

mains stable in the gas phase, and Fe vapor [39]. A small fraction of He and Fe

are ionized by the plasma; He has a higher ionization energy than Fe, 2370 kJ/mol

to 762 kJ/mol, thus Fe is preferentially ionized [40].
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Collision enhancement factors
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Figure 4.9: Calculated enhancement factors for collision rates as a function of the di-
ameters of the interaction particles (Dj and Dk) with charges j and k at T = 293K. (a)
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3. Within the short residence time of the plasma, few collisions between Fe vapor

atoms take place. At the plasma outlet, more than 99% of Fe remains in the

vapor phase while less than 1% has formed clusters of n=2 to n=6. The charge

distribution of vapor and small clusters is determined by equilibrium with the

plasma environment, and assumed either neutral or having a single positive charge.

4. Downstream of the plasma, collisions between vapor atoms and clusters begin to

form particles. Outside of the plasma environment, charge is conserved during

collisions between particles. Charged particles grow rapidly due to electrostatic

enhancement, while neutral particles grow slowly, leading to a bimodal size distri-

bution. The total charge among the Fe particle population is also conserved.

5. In the final stage of particle growth, collisions of large particles are prevented by

charge-charge repulsion and the particle size distribution approaches a steady state

as small neutral particles are fully consumed.

4.5 Numerical model

Now, we explore the charge-mediated formation mechanism through a numerical model

which describes the formation of particles from Fe vapor in the microplasma reactor

system. Particles are treated as behaving like individual gas-phase molecules such that

both particles and vapor can be described as belonging to a continuum of Fen molecules,

where the subscript denotes the number of iron atoms in the molecule. Particle growth

occurs via collisions, Fej + Fek → Fej+k. The rate constant is derived using the

kinetic theory of gases and scaled by an enhancement factor calculated following the

approach of [36] due to attractive potentials between particles. This approach was

chosen based on its relatively low computational cost, and good agreement with other

129



Charge-mediated formation mechanism
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Figure 4.10: Proposed mechanism for iron nanoparticle formation in the microplasma
reactor. Ferrocene dissociation creates a vapor of neutral and ionized Fe which collide to
form particles. Electrostatic interactions are key for enhancing the formation and growth
of small particles while limiting aggregation of large particles. Thus, the majority of
growth (of large particles) occurs downstream of the plasma due to the short residence
time. Cp is cyclopentadienyl formed during ferrocene dissociation.

approaches based on the comparison of [35]. For neutral-neutral collisions this factor

accounts for attraction due to the Van der Waals potential. For charge-neutral collisions

it additionally accounts for the electrostatic attraction between the charge of the charged

particle and the dipole which this charge induces in the neutral particle using the image

potential of [34]. See 4.4.2 for the complete derivation. The collision model can be used

to investigate the orifice-mesh reactor and understand the role microplasma-induced

charges on the evolution of particle size. The two primary roles of the microplasma are

dissociation of ferrocene to generate the initial Fe vapor, as well as partial ionization of

that vapor.
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4.5.1 Plasma domain

The model is divided into a plasma domain bounded between the two electrodes and a

downstream domain extending from the downstream electrode to the point of N2 dilution

(after which particle growth is assumed to be effectively halted until measurement in

the SMPS). These spatial boundaries are used to calculate the average residence time

for each domain based on the gas flow rate. We will find that the particle growth is

relatively insensitive to the precise location of the dividing boundary. It is assumed

that ferrocene decomposition is complete and instantaneous upon flow into the plasma

domain, thus the initial condition is iron vapor with a concentration equal to the original

ferrocene vapor concentration, and particle formation is modeled for a period of time

equal to the average residence time of the plasma. The population of vapor and particles

is also assumed to be in electrical equilibrium with the plasma resulting in fractional

ionization. In a low temperature plasma, including the microplasma reactors discussed

here, the fractional ionization χiz of He and Fe vapor is much less than one [41]. The

plasma conditions also enforce an equilibrium charge distribution which is a function

of particle size. Small particles may have a single positive or negative charge, with the

fraction of particles having a negative charge increasing with particle size [42, 43, 31].

Figure 4.11a shows an example simulation of the plasma domain for τp of 6.4 µs

(based on an orifice diameter of 180 µm, electrode spacing of 2.5 mm, and He flow rate

of 600 sccm), initial Fe1 concentration of 2 × 1018 #/m3 (based on complete dissociation

of 80 Pa ferrocene), and χiz of 0.001 for Fe vapor and clusters. From the model, we find

that less than 1% of Fe vapor has undergone a collision to form a larger cluster by the

end of the plasma domain, and no clusters are larger than n = 10, thus more than

99% of Fe remains in the vapor phase. The portion of Fe that forms clusters, and the

size distribution of these clusters, is relatively insensitive to changes in the residence
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time, i.e., the determination of a shorter effective residence time to account for gradual

ferrocene decomposition is unnecessary (Figure 4.11b). Further, the small size of even the

largest of these clusters (n=6, d ∼0.5 nm) indicates that the likelihood of some clusters

acquiring a negative charge in the plasma is low (While existing studies of particle charge

distribution in dusty plasmas only consider down to d = 1 nm, they show a trend of

a decreasing fraction of particles having a negative charge as diameter is reduced [42,

31]). Non-ambient conditions likely persist downstream of the mesh electrode in a spatial

afterglow region for a residence of order that of the plasma, although this is not modeled

explicitly. Other studies have shown that gas ions persist longer in this region than high

mobility electrons and thus can contribute additional positive charge to aerosol particles

[44, 45]. For a predominantly negatively charged aerosol of larger particles this has the

effect of creating a bipolar charge distribution, yet in this case, given that Fe vapor and

clusters are already positive, will just effect the degree of ionization. Further, given the

negative electron affinity and high ionization energy of He, relative to Fe, we also assume

that change transfers will happen in greater proportion to the Fe vapor. We expect that

a majority of the ions in the plasma are Fe, not He, thus the effect of those He ions in

the spatial afterglow is likely small. These results, we believe, support the use of a single

value for χiz and the assumption that Fe vapor and clusters can only acquire either a

neutral or positive charge while in the plasma domain.

4.5.2 Downstream domain

Upon flowing out of the plasma and entering the downstream domain, the charge of

Fe vapor, clusters, and particles is no longer constrained by the equilibrium charging

effect, and it is assumed that charge is thus conserved during collisions between charged

and neutral particles. It is also assumed that He ions and free electrons have been

depleted or neutralized, therefore no sources or sinks of charge exist and the total particle
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Collision model simulation of plasma domain
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Figure 4.11: Collision model simulation of the plasma domain of the orifice-mesh reactor
showing the effect of electrostatic enhancement. (a) Cluster size distribution for repre-
sentative operating conditions: τp = 6.4µs, 80 Pa ferrocene (FeCp2), and estimated χiz

= 0.001. Less than 1% of Fe vapor has undergone a collision to form a larger cluster by
the end of the plasma domain. (b) Cluster size distribution at the end of the plasma
domain can be controlled with τp, yet in all cases the concentration of clusters n > 1
is small, and no clusters are larger than n = 10. (c) The Choice of χiz similarly has
negligible effect on the cluster size distribution.
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charge is conserved. To model particle growth in this region, the vapor and cluster

distribution from the plasma domain is used as the initial condition, and the particle size

distribution evolves through charge-conserving collisions until a steady state is reached.

Using the results shown in Figure 4.11a as the initial condition, Figure 4.12a-c illustrates

the particle size distribution evolution within the downstream domain and highlights

the transient bimodal distribution that develops. This distribution is characteristic

of a fractionally ionized initial condition: a population of charged particles which do

not interact with each other but continue to grow by accreting a second population of

neutral iron vapor and clusters. Eventually, the neutral population is entirely consumed

resulting in a steady state particle size distribution entirely of charged particles. Both

the mean diameter (Figure 4.12d) and the full particle size distribution (Figure 4.12e)

are influenced by χiz. The initial growth rate shown in Figure 4.12d as Dg as a function

of time, is relatively insensitive and in all cases significantly faster than the unenhanced

case (χiz = 0).

While the model can result in a range of narrow size distributions similar to that

observed experimentally, Figure 4.12e also shows that χiz is a critical parameter for

determining and controlling the size distribution. More precisely constraining this value

is critical to understanding the growth process. The range of χiz values used here, of

order 0.001, are consistent with both the ionization of gas molecules in a typical low

temperature plasma [41], and with experimental observations of decreasing charging

efficiency, i.e., χiz < 1 for particles in a variety of plasma environments as diameter is

decreased below 10 nm [44, 46]. In the case of larger particles existing in the plasma,

one can assume that χiz is not effected by changes in particle concentration, because χiz

is controlled by the charging efficiency, so long as the change in particle concentration is

small enough to not influence the plasma environment. Yet, if the main source of charged

Fe comes from ionization of Fe vapor, as the modeling results indicate, the total ion
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Collision model simulation of downstream domain
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Figure 4.12: (a) Modeled particle size distribution in the downstream domain of the
orifice mesh reactor operating at steady state with 80 ppb ferrocene (FeCp2) and χiz =
0.001. The time axis is equivalent to the distance downstream of the plasma scaled by
the flow velocity. (b) and (c) show only the charged and neutral particles, respectively.
(d) Geometric mean diameter, Dg as a function of time in the downstream domain for
simulations over a range of χiz values for 80 ppb ferrocene. The initial growth rate is
similar in all cases, and fast relative to unenhanced growth. (e,f) Steady state particle
size distributions which use the plasma domain results shown in Figure 4.11b,c as the
initial condition to highlight the strong influence of χiz and lack of sensitivity to τp.

135



concentration should remain constant with changes in the Fe vapor concentration, thus

χiz will vary inversely proportional to the Fe vapor concentration. For an experiment

where the ferrocene concentration is varied, the former would result in the observation of

relatively uniform particle size (controlled by χiz) and proportional changes in particle

concentration. The latter would result in proportional changes in both particle size and

concentration which agrees with our experimental results (Figure 4.3 and 4.6). Indeed,

Using a microplasma with geometry and operating conditions similar to the orifice-

mesh, [20] measured a fixed concentration of charged particles at multiple precursor

concentrations using a DMA-electrometer system without the typical neutralizer.

Figure 4.13 compares the particle size distributions from experimental measurements

to that of the enhanced and unenhanced model at 20, 40, and 80 ppb ferrocene. Be-

cause the operating conditions were otherwise constant, a constant Fe ion concentration

is assumed in all three cases, and χiz calculated by dividing this by the total Fe con-

centration. An Fe ion concentration of 3.57 × 1015 #/m3 was found to minimize the

difference in Dg between the enhanced model and experimental results, with less than

3% error in all cases. The formation time, taken as the time to reach 0.99Dg, are in the

range 0.65 to 0.68 s. For the unenhanced case, χiz = 0 and no steady state is reached.

Instead, the formation time is the time at which Dg is equal to the enhanced model

value and the size distribution at this time is used. Unenhanced formation times are in

the range 1.71 to 1.84 s.

While this enhancement increases the overall growth rate by a factor of about 3 for

the examples considered in Figure 4.13, it is not sufficient to entirely explain the rapid

growth rate observed experimentally, and indicates that simplifying assumptions may not

be accurate or additional factors are at work in this process. The most likely explanation

for this discrepancy is the possibility that some negatively charged particles do form and

increase the formation rate through enhanced collisions of oppositely charged particles.
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Simulations of experimental measurements
b ca

1 2 4 81 2 4 8

Particle size, nmParticle size, nm

00

11

22

33

44

55

66
1010

99 FeCpFeCp
22

 = 80 ppb = 80 ppb

experimentexperiment

iziz
 = 0.0018 = 0.0018

iziz
 = 0 = 0

1 2 4 81 2 4 8

Particle size, nmParticle size, nm

00

0.50.5

11

1.51.5

22

2.52.5
1010

99 FeCpFeCp
22

 = 40 ppb = 40 ppb

experimentexperiment

iziz
 = 0.0036 = 0.0036

iziz
 = 0 = 0

1 2 4 81 2 4 8

Particle size, nmParticle size, nm

00

0.50.5

11

1.51.5

22

2.52.5

33

3.53.5

d
N

d
lo

g
D

p
, #

/c
m

d
N

d
lo

g
D

p
, #

/c
m

33

1010
88 FeCpFeCp

22
 = 20 ppb = 20 ppb

experimentexperiment

iziz
 = 0.0073 = 0.0073

iziz
 = 0 = 0

Figure 4.13: Particle size distributions comparing experimental measurements to en-
hanced and unenhanced model results for ferrocene concentrations of 20, 40, and 80
ppb. χiz values in each case were calculated based on a total Fe ion concentration of
3.57 × 1015 #/m3, which was found to minimize the error between experimental and
modeled Dg (<3% in all cases). Model particle size distributions are scaled by the
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Within the plasma a portion of the larger Fe clusters may acquire a negative charge,

although this would still be an very small concentration. Diffusion and turbulence in

the plasma may also broaden the residence time distribution and allow the growth of

larger Fe clusters as well. It is also possible that free electrons in the spatial afterglow

may charge particles, although they are quickly lost to the walls due to high mobility

[44].

Additionally, charge is likely not perfectly conserved in the downstream domain,

indicating that the assumption of reaching a truly steady state particle size distribution is

inaccurate. Experimental observations of particles after a long residence time (i.e., with

a formation time of > 1 s) show continued aggregation with larger Dg and σg. While the

charging theory of aerosols assumes that the charge transfer rate between large aerosol

particles and vapor molecules is negligible, charge transfer is experimentally observed

to occur in 1-nm-scale particles with rate inversely proportional to size [47]. A more in-
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depth model could consider this through incorporation of an empirical size-dependent

decay constant for particle charges. Second, the model assumes a conservation of Fe

from ferrocene vapor to final particles, which is not true under experimental conditions

where YF e < 1. This may be due to incomplete dissociation of ferrocene, aerosol particles

below the 1 nm detection limit of the SMPS, and/or particle deposition on the reactor

walls. Future work will focus on understanding the mechanism(s) behind the remaining

enhancement and relating these mechanisms to process parameters. Nevertheless, the

model accurately replicates the size distribution of the produced aerosols, and offers

insights as to the critical role of charge-mediated growth.

4.6 Process performance and scaling

4.6.1 Concentration and diameter Pareto performance

Now, we discuss the performance of the microplasma reactor versus established methods

of nanoparticle synthesis for CNT synthesis, and its potential scalability toward high-

performance manufacturing. Figure 4.14 compares the concentration-diameter perfor-

mance of the orifice-mesh and orifice reactors to four benchmark techniques from the

literature. These processes were selected for comparison based on their similarity, previ-

ous use for CNT synthesis, and availability of aerosol measurements via SMPS to allow a

direct comparison. While all report the synthesis of iron nanoparticles, these and related

processes have been used for synthesis of other metal nanoparticles including nickel,

copper, cobalt through substitution of different electrode materials or organometallic

compounds. This comparison highlights a number of promising attributes of the present

microplasma approach as well as areas where further development is needed to enable

industrial application at scale. Insights drawn from the new model of particle formation
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Comparison of iron nanoparticle synthesis techniques
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in Section 4.4 offer a mechanistic understanding of these shortcomings and indicate ways

for improvement.

The cited microplasma processes, ’MP - [5]’ and ’MP - [9]’, utilize a design similar to

the orifice-mesh reactor with 100 sccm Ar flow and ferrocene vapor. The spark discharge

processes, ’SD - [48]’ and ’SD - [49]’, use a high voltage intermittent discharge between

two iron electrodes to generate iron vapor in a nitrogen flow, which condenses to form

particles.The thermal process,’Th - [50]’, is commonly used to supply catalyst particles

for CNT synthesis. Here, ferrocene vapor is thermally decomposed in the CVD reactor to

produce iron vapor which condenses into particles. The in-situ thermal process, ’i-Th -

[28]’, is identical to the thermal process, but the aerosol measurements were taken inside

the furnace instead of at the outlet, more closely measuring the aerosol at the location

of CNT nucleation and growth. In all cases, as-reported electrical mobility diameter was

converted to mass diameter by subtracting 0.3 nm, assuming spherical particles.

Data processing of literature values for Figure 4.14

For some literature values used in Figure 4.14, some assumptions were needed to calculate

the actual concentration at the device. These assumptions are noted here and are

based off data reported for other operating conditions or instrument and equipment

specifications. Given the orders of magnitude variation in C, it is apparent that small

errors in these values does not materially effect the interpretation of, or conclusions

from, Figure 4.14. In all cases, as-reported electrical mobility diameter was converted

to mass diameter by subtracting 0.3 nm, assuming spherical particles.

Data for the two groups of microplasma processes was collected from a series of

publications by Chiang: [51, 52, 9] and the work of [5], all of which appear to use same

experimental set-up. The reactor is similar to the orifice-mesh reactor however uses a

stainless steel capillary tube (178 µm inner diameter) as the upstream electrode and is
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operated with a flow of 100 sccm argon. C, Dg, and σg were found by fitting log-normal

distributions to particle size distributions reported in figures. A dilution flow of 1400

sccm N2 was assumed in calculating C as the instrumentation used requires a flow rate

of 1500 sccm. Ferrocene concentration was estimated assuming that argon exiting the

ferrocene sublimation chamber is fully saturated using values from [16].

Data for the spark discharge processes was reported by [48] and [49].In the former,

the reactor contains two iron electrodes separated by a small gap oriented perpendicular

to a flow of 2000 sccm N2. Again, C, Dg, and σg were found by fitting log-normal

distributions to particle size distributions reported in figures. In the latter, the reactor

contains concentric iron electrodes which create a cylindrical gap through which the

carrier gas flows. C, Dg, and σg were reported for a flow rate of 2000 sccm.

Data for the thermal process was reported by [50]. Ferrocene vapor and a carrier

gas are injected into a laminar flow tubular reactor ( 22 mm inner diameter and 400

mm length). C, Dg, and σg are reported at the outlet as well as gas flow rates, furnace

temperature, and ferrocene concentration for all runs.

Data for the in-situ thermal process was reported by [28]. Again, ferrocene vapor

and a carrier gas are injected into a laminar flow tubular reactor ( 40 mm inner diameter

and 700 mm length). A probe is used to measure the particle size distribution along the

reactor center line at different axial locations, and particle size distribution is reported

as a function of axial position. C, Dg, and σg were found by fitting log-normal distribu-

tions to the particle size distribution at the position of highest concentration. Gas flow

rates, furnace temperature, and ferrocene concentration were reported for all runs. The

presence of S in some of their experiments is not considered here as it does not appear

to influence the initial nucleation and growth of particles, only the secondary nucleation

at the reactor outlet.
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4.6.2 Discussion

For many applications, including CNT synthesis, the particle diameter plays a key role in

determining its catalytic effect during subsequent reactions and/or the structure of final

products. Figure 4.14 shows that microplasma-based processes, and to a lesser degree,

spark discharge, are uniquely capable of producing small diameter aerosols in the 1–5

nm range. While the initial particles formed in the thermal processes are of similar 5–10

nm diameter, rapid aggregation leads to growth of fractal aggregates of 10–100 nm size

which is recorded by aerosol size classification. TEM images of particles reported by

[50] from the thermal process show solid, spherical particles up to 10–20 nm, indicating

complete melting and coalescence of primary particles, while larger particles are loose

fractal aggregates of the former.

It is also desirable to control Dg independently of C, instead of using the input

precursor (e.g., ferrocene) concentration as a means of diameter control. Using the mi-

croplasma reactor, the aerosol will ideally reach a steady state particle size distribution

which can be tuned through modifying the extent of negative charging, as the magnitude

of the net charge is inversely proportional to the average number of atoms per particle in

the final distribution. The plasma current, type (DC, AC, RF), geometry, and residence

time will influence this. The composition of the carrier gas may also play a role by

altering the supply of positive ions at the plasma exit or by facilitating charge transfer

and loss downstream of the plasma, and may contribute to the lower concentration of

the existing microplasma, which uses Ar. Alternatively, the residence time of the down-

stream section can be a means of tuning the output size distribution if less than needed

to reach the steady state distribution. However, the aerosol will continue to grow and

thus must be well integrated with the subsequent processing steps or operations, such

as deposition of a coating or, as motivated by the present focus on Fe particles, CNT
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growth. As electrostatic enhancement also influences σg, increasingly monodisperse par-

ticles may be possible by operation below room temperature as η is inversely related to

T through the velocity term. As the collision rate without enhancement is proportional

to T 1/2, the penalty is not drastic.

YF e determines not only the needed precursor input to meet a production rate, but

also indicates potential deposition of iron within the reactor or the presence of unwanted

products. Figure 4.3c shows that, for the orifice-mesh reactor, YF e ranges from ∼ 10−2

to 1.1. The calculation of YF e = 1.1 at a flow of 600 sccm with 87 ppb ferrocene in-

dicates that the simplifying assumptions used in this calculation may not be uniformly

valid. This likely indicates a reduced density due to porosity or fractal-aggregate geom-

etry, but may also indicate the incorporation of carbon into the particle, oxidation by

trace amounts of oxygen in the system, or measurement error. Whether or not these

sources of error apply to all the reported YF e values, the trend of decreasing YF e with

decreasing Dg will remain, and we attribute this to particle loss to the system walls

via diffusion. The rate of diffusion loss increases for smaller diameter particles due to

increased particle diffusivity [53, 54], explaining the trend of decreasing YF e with final

diameter. Additionally, intermediate-size particles may be lost during the growth pe-

riod, in which case conditions of slower growth rate will have lower YF e. The difference

between the orifice and orifice-mesh results may be explained by diffusion losses related

to the geometry of the reactors, with the orifice reactor presenting a larger wall surface

area to the microplasma.

The particle production rate could be scaled up by increasing concentration or flow

rate, each with distinct trade-offs. The maximum size of a reactor is constrained by

the microplasma operating window, limiting maximum flow rate, although multi-reactor

arrays can be used (e.g., a plate with an array of orifices). Yet, careful consideration

of the flow and mixing downstream of the reactor is needed to maintain the desired
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size distribution, and downstream collection or processing devices may need to be scaled

accordingly. In contrast, increasing concentration can allow for a decrease in total system

size while maintaining a needed residence time and production rate. This presents a more

efficient use of the carrier gas, yet may limit the operating window and increase the rate

of particle aggregation.

The orifice-mesh reactor has demonstrated a significant concentration improvement

over similar systems, and further improvements are likely possible. While the current

work only begins to inform which factors limit the performance for microplasma aerosol

synthesis, it indicates two areas for future research: reactor geometry and operating con-

ditions. Figure 4.2a shows that a small geometry change (increasing the orifice diameter

from 180 to 300 µm) can change concentration by a factor of two. Similarly, Figure

4.5a shows an order of magnitude difference in concentration between the orifice-mesh

and orifice reactor designs. The operating conditions used here also differ substantially

from the other microplasma processes in Figure 4.14: lower plasma current, higher flow

rates, and the use of helium. For example, we demonstrate the sensitivity of particle

size and concentration to flow rate in Figure 4.3 and Figure 4.6. The mechanisms by

which these changes effect particle formation and concentration are yet to be validated,

yet may include changes to the flow field and residence time, particle losses to reactor

walls, the extent of precursor decomposition, particle charging and fractional ionization.

If the aerosol is to be used directly, the continuous evolution of the particle size

distribution must be considered from the microplasma reactor to the point of use within

subsequent equipment. For CNT growth, in order to achieve a concentration of ∼ 109

#/cm3 at the point of catalytic activity within the CVD furnace, a concentration of 1010

#/cm3 or higher at the microplasma reactor may be needed to account for diffusion and

thermophoretic losses, evaporation, and aggregation. The integration of these systems

must be carefully designed to limit aerosol evolution and ensure the fidelity of aerosol
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measurements.

4.7 Conclusion

In this Chapter, a novel atmospheric pressure DC microplasma reactor was developed

and used to study the synthesis of Fe nanoparticles from ferrocene vapor. This device

is capable of producing high concentration (> 109 #/cm3) sub-3 nm iron particles with

narrow size distribution (σg < 1.3) during stable operation for multiple hours. The mass

yield of particles increases with particle diameter until saturating at near unity at 3 nm,

suggesting diffusion losses as the primary loss mechanism. The ability to tune particle

diameter and concentration via the carrier gas flow rate and ferrocene concentration

is demonstrated. We develop a charge-mediated formation mechanism and show that

the ∼ 10 µs plasma residence time is insufficient for the growth of clusters beyond 10

atoms, indicating that the equilibrium charging of iron vapor and clusters in the plasma

is predominantly neutral or positive. The formation of negatively charged clusters, as is

typical in a plasma process with longer residence time, is unlikely to occur. Thus, the

bulk of particle growth occurs downstream of the plasma domain through aggregation

of neutral and positively charged clusters. The value of fractional ionization for the iron

vapor is found to be a critical control on the formation process, and future work will seek

to measure and control this parameter. While the charge-mediated formation mechanism

is able to closely reproduce the observed size distributions, is not sufficient to entirely

explain the rapid growth rate observed experimentally, and future work will focus on

understanding the mechanism(s) behind the remaining enhancement and relating these

mechanisms to process parameters.
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5. Microplasma reactor process intensifica-

tion

This chapter describes the continued development of microplasma-based nanoparticle

synthesis, focusing on the design of a new reactor with a focus on two attributes. First,

a physical design which is amenable to integration with the FC-CVD system for CNT

synthesis. While the designs outlined in Chapter 4 were used for integrated CNT syn-

thesis experiments, the materials and geometry necessitated a long flow path between

the microplasma and the hot zone of the CVD system. Second, a focus on improving the

practical performance of the system in terms of productivity and reliability, to better

enable its use in an integrated system. To do so, several studies were undertaken to

better understand the physical processes which govern performance. This chapter uses

text and figures adapted from the following journal article, currently under revision:

Sawyer, W. J., and A. John Hart. Process intensification of microplasma nanoparticle

synthesis enabled by gas flow design. Chemical Engineering Journal, under review.

Available at http://dx.doi.org/10.2139/ssrn.4492561
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Notation

Fe(Cp)2 ferrocene

sccm cm3/min at 1 atm and 293 K

Ltt transfer tube length

Ip plasma current

Vp plasma voltage

SMPS scanning mobility particle sizer

PSD particle size distribution

dm electrical mobility diameter of particle in N2

dp physical diameter of particle (dm - 0.3 nm)

dve volume-equivalent diameter of particle

CN aerosol number concentration

CV aerosol volume concentration

Dg geometric mean diameter of PSD

σg geometric standard deviation of PSD

YF e iron yield

YC carbon yield

Ymass mass-weighted yield of iron and carbon

Yvol volume-weighted yield of iron and carbon

wF e iron mass fraction

Y a
vol aerosol volume yield

χ dynamic shape factor

χB bulk dynamic shape factor
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5.1 Introduction

Tailored synthesis of nanoscale (<100 nm) metal particles is important to many applica-

tions including catalysis [1, 2, 3], material synthesis [4], drug delivery [5], and photonics

[6]. For synthesis of nanoscale metal particles, many aerosol synthesis techniques have

been developed including spark discharge [7], flame spray pyrolysis [8], and nonthermal

plasma [9], and remain of interest due to the potential for high purity and continuous

production when compared to wet chemical techniques. However, the aerosol nature of

these processes entails a fundamental trade-off between process control and intensity as

the rate of particle aggregation scales with the square of concentration. Thus, aerosol

particle synthesis typically result in a wide distribution and poor control of particle size

[8], or are done at impractically low concentration [7, 10] for scaled production. This

trade-off is especially salient for sub-10 nm particles due to the heightened effect of

Brownian and thermophoretic forces, and the strict requirement to limit aggregation to

maintain such a small size [11]. The intensification of sub-10 nm aerosol synthesis and

the development of these processes for industrial operation therefore is an important

manufacturing challenge.

Atmospheric pressure microplasma processes using metallorganic precursors have

produced sub-10 nm aerosols [12, 13, 14, 15] at number concentrations (CN) up to 109

#/cm3 [16], yet are typically operated at low flow rates or the order 100 cm3/min at

standard conditions (sccm). While many authors conceptualize particle formation as a

discrete event within the microplasma, we showed that the microplasma residence time is

too short for particle growth, thus the bulk of particle growth occurs in the downstream

region: as the aerosol flows from the microplasma reactor to the point of collection,

sampling, or application [16]. We used this insight to design a system with an improved

diameter-concentration pareto front. Thus, the fundamental aerosol synthesis trade-off
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between concentration and aggregation is not a ceiling on process performance, but is

a challenge that can be overcome by incorporating an awareness of aerosol dynamics

into the design of the entire system, from precursor dissociation to the point of particle

collection or use (e.g., a catalytic reaction).

In this paper we present the design of a new reactor system for practical use which

has been developed and optimized to improve process intensification and reliability.

The system utilizes an atmospheric pressure DC microplasma to synthesize iron-carbon

particles from a ferrocene (Fe(Cp)2) vapor precursor at a flow rate of 3500 sccm. To

improve the yield and long-term stability of aerosol synthesis, the microplasma reac-

tor incorporates a novel plasma focusing technique and indirect injection of Fe(Cp)2.

On-line aerosol measurement is used to investigate the relationship between operating

conditions, system design, and particle size distribution (PSD), as well as to characterize

the stability of operation for a period of 10 hours at various conditions. Ex-situ bulk

particle characterization for select operating conditions is used in tandem to assess the

improvement in yield, constrain particle shape to gain insight into the growth process,

and determine the selectivity of iron with respect to carbon impurities.

5.2 Methods

5.2.1 Microplasma reactor system

The aerosol synthesis system developed here, shown schematically in Figure 5.1(a) is

composed of a microplasma reactor placed inside a transfer tube. The outlet of the

transfer tube can be connected to either a scanning mobility particle sizer (SMPS) for

aerosol measurement or a filter holder for aerosol collection, both described in Section

5.2.2. Figure 5.1(b) and (c) show photos of the complete assembly and a close-up of the
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Figure 5.1: (a) Schematic of the nanoparticle aerosol synthesis system showing the
microplasma reactor and aerosol transfer tube. (b) Image of the complete system. (c)
Close-up of the microplasma reactor, looking upstream.

microplasma reactor.

The microplasma reactor is contained within a quartz tube housing (ID = 10.5 mm,

OD = 12.7 mm) with a hemispherical end. The hemisphere has a 2 mm diameter

orifice at its apex. Within this housing, the upstream side of the microplasma reactor

is composed of a stainless steel capillary tube (ID = 0.87 mm, OD = 1.07 mm), which

is centered inside a quartz tube (ID = 4 mm, OD = 6 mm) using a mesh spacer.

The capillary tube serves as the high voltage electrode (with either positive or negative

polarity) and contains the inner flow. The annular gap between these tubes contains

the sheath flow. The downstream side of the microplasma reactor is composed of a

hollow aluminum cylinder with a cap which securely holds a piece of 316 stainless steel

mesh (TWP Inc., 30 µm wire, 20x20 wire/cm). The stainless steel mesh acts as the

downstream electrode and is electrically grounded. The cap geometry is such that it

mates precisely with the inner quartz tube to position the mesh electrode flush with the

end of the quartz tube. The capillary tube is recessed from the end of the quartz tube

154



by 2 mm to create the electrode gap. The outer diameters of the cap and cylinder are

machined to a slip fit tolerance inside the quartz housing to ensure proper alignment.

The inner volume of the aluminum cylinder (ID = 3 mm, L = 10.3 mm) determines the

volume of the microplasma reactor downstream of the mesh electrode, while the plasma

forms upstream of the mesh electrode with a plasma volume roughly determined by the

electrode gap and capillary tube diameter.

The microplasma reactor is contained within a quartz transfer tube (ID = 20 mm,

OD = 25 mm), and the transfer tube length (Ltt) is defined as the distance from the tip

of the microplasma housing to the end of the transfer tube. A third gas flow, the transfer

flow, is introduced in the annular gap outside the microplasma housing and inside the

transfer tube. The transfer tube is intended to simulate the conditions that would be

present if the aerosol is transported and injected into a downstream process, such as the

aerosol synthesis of carbon nanotubes. Thus, the aerosol characterized at the outlet of

the transfer tube represents that which would be input into an application.

The set of experiments discussed in Section 5.3.1, 5.3.3, and 5.3.4 was performed as

a single continuous run, varying parameters and conditions on-line. Each of the long

duration experiments in Section 5.3.2 was performed as an independent run. Before each

run the microplasma reactor is disassembled and cleaned, the capillary tube is cleaned

of deposits by rinsing with 37% hydrochloric acid, and a clean piece of mesh is installed.

Once assembled, the system is evacuated to below 20 mtorr using a roughing pump

(Varian DS102) to ensure no major leaks and refilled with He (Airgas, UHP, 99.999%).

All gas lines are evacuated and purged when gas cylinders are changed to minimize the

potential impact of unknown impurities. Slight variations in performance between runs

are attributed to small variations in the electrode gap and mesh position on reassembly.

We define the baseline case of operating conditions for the microplasma reactor as

follows: inner flow of 600 sccm He, sheath flow of 150 sccm He and 150 sccm N2 (Airgas,
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HP, 99.998%), positive high voltage polarity, and plasma current (Ip) of 1 mA. Ferrocene

(Fe(Cp)2) vapor is added to the inner or sheath flow by diverting 30 sccm He through a

sublimation chamber containing Fe(Cp)2 powder at room temperature. The vapor pres-

sure of Fe(Cp)2 in the sublimation chamber is calculated using the sublimation chamber

temperature, assuming saturation [17]. This is scaled by the ratio of the sublimation

chamber flow rate to the total microplasma flow rate to calculate the Fe(Cp)2 vapor

concentration in the microplasma reactor (for example, 200 ppb at 21 °C for 30 sccm

sublimation chamber flow and 900 sccm total microplasma flow). The transfer tube

conditions for the baseline case are: transfer flow of 2600 sccm He and Ltt = 100 mm.

In section 5.3, a range of other operating conditions based on changing one or more of

these parameters is investigated, including the use of H2 (Airgas, UHP, 99.999%) and

Ar (Airgas, UHP, 99.999%).

5.2.2 Aerosol characterization

Figure 5.2: Schematic of the two stage dilution system for SMPS measurement. The
inlet flow to the SMPS is regulated by an internal air flow controller.

Aerosol PSD was characterized in-line by SMPS (TSI Inc. 3938E57, mobility diame-

ter range 1.4 to 30 nm). The SMPS system is calibrated for, and intended to be used in,

air or N2. We have found that its performance is highly influenced by the gas composi-

tion with significant error when greater than 1% He, H2, or Ar is present. A two-stage
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dilution system, shown schematically in Figure 5.2, was designed to ensure the inlet

flow composition is >99% N2. Dilution of the aerosol also limits particle aggregation en

route to the SMPS, preserving the PSD as it was at the sampling location, and ensures

operation within instrument concentration limits. The first dilution stage uses a ring of

radially oriented gas jets to mix 10,500 sccm N2 into the 3500 sccm aerosol stream at the

end of the transfer tube. The second dilution stage splits this flow into a waste stream

(open to atmospheric pressure) and a sample stream which is combined with a second

N2 flow before flowing into the SMPS. The flow rate of the sample stream is set by the

difference between the SMPS inlet flow, internally regulated to a nominal 2500 sccm,

and the second N2 flow, the entirety of which is directed into the SMPS. The dilution

system was calibrated and found to have a dilution ratio of 4 in the first stage and 28

in the second stage (with a secondary N2 flow rate of 2545 sccm), resulting in a total

dilution ratio of 112.

Electrical mobility diameter (dm) as measured via SMPS is converted to physical

diameter (dp) by subtracting 0.3 nm to account for the diameter of the N2 carrier gas

molecules [18, 19]. PSD and lognormal statistical parameters – geometric mean diameter

(Dg) and geometric standard deviation (σg) – use the corrected dp data. For non-porous

spherical particles, dp uniquely indicates the actual size and volume of the particle.

For porous or non-spherical particles, dp overestimates the true volume or mass of the

particle [20]. Particle shape is investigated in Section 5.3.4.

Aerosols were collected on a sintered silver filter (Sterlitech; 45328) inserted at the

end of the transfer tube. A sealed filter holder was used to ensure the entire aerosol flow

passed through the filter. Downstream SMPS measurements show a 103 − 104 reduction

in particle concentration with the filter inserted, indicating a collection efficiency of

> 99.9%. A collection period of two hours was used to ensure the deposit was of

sufficient mass and thickness to minimize subsequent measurement errors.
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For the purpose of assessing production rate and yield, particle composition was as-

sumed to be solely iron and carbon from Fe(Cp)2, and oxygen from trace impurities in

the gases. Iron nanoparticles are highly reactive and easily oxidize in the presence of

oxygen or moisture [21]. Oxygen and moisture impurities in the process gases provide a

sufficient supply of oxygen to fully oxidize iron in the particles during synthesis. In cases

where H2 is used and may prevent oxidation within the microplasma reactor system, ox-

idation is likely to proceed once the aerosol is diluted for SMPS measurement. Scanning

Electron Microscope Energy Dispersive Spectroscopy (SEM-EDS; Zeiss Gemini 450, Ox-

ford Instruments Ultim Max) was used to characterize the ratio of these elements and

confirm the absence of other elemental impurities. As oxygen is difficult to measure ac-

curately via SEM-EDS, we calculate the oxygen fraction by assuming complete oxidation

of the iron, thus a 2:3 molar ratio [22].

As both the deposit thickness and SEM-EDS analysis depth are of the order 1–3 µm,

the raw measured composition typically contains 5–10 at% silver, which is attributed to

the filter material and removed from the analysis. The only other elements that might

be expected in the collected samples are H (from Fe(Cp)2 or in cases where H2 is used),

N (from the sheath flow), and impurities from the Fe(Cp)2 or sputtered material from

the electrodes. The presence of H can not be assessed via EDS, and would be a small

fraction of the total mass if present. N and other elements are not readily observed in

the EDS signal, and thus, if present, are negligible.

5.2.3 Flow simulations

Simulation studies of the gas flow and aerosol diffusion within the system were performed

using Solidworks Flow Simulation and the Tracer Study feature (Version 2022, Dassault

Systèmes). Fe(Cp)2 vapor and representative aerosol particles were modeled as gas

tracers with binary diffusion coefficients calculated to first order using the rigid sphere
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model described in 5.5.1 and explained in further detail by Hirschfelder, et al. [23].

The following diffusion coefficient values were used: 2.66×10−5 m2/s for Fe(Cp)2 in He,

1.02×10−6 m2/s for 4 nm iron aerosol particles in He, and 3.08×10−7 m2/s for the same

particles in Ar. As the gas composition is not uniform within the model domain, the

accuracy of the diffusion tracer analysis is necessarily limited and is only intended to

highlight qualitative differences in performance between operating conditions.

5.3 Results and discussion

5.3.1 Plasma alignment and precursor conversion

The first objective was to characterize the conversion efficiency of Fe(Cp)2 into parti-

cles. The residence time of a gas molecule flowing through the plasma of our reactor is

approximately 100 µs. Our previous study of a µs-scale reactor shows that the residence

time is not sufficient for appreciable particle growth, rather the primary role of the mi-

croplasma is to dissociate the vapor precursor and produce a supersaturated vapor of

atoms, here iron and carbon, that will later condense into particles [16]. The fraction of

precursor that is dissociated is thus the first limiting factor for the material efficiency of

microplasma-based nanoparticle synthesis, and increasing this fraction is key to practical

uses of the technique.

During the development of our reactor, we observed order-of-magnitude variation in

the yield correlating with the precise location at which the plasma formed between the

capillary tube and mesh electrodes, with the highest yield occurring when the plasma is

centered over the end of the capillary tube. If the diameter of the capillary tube is small

relative to the electrode gap, the plasma reliably forms in this location, with a discharge

emanating equally from the entire circumference of the tube. As the tube diameter is
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increased to enable a higher gas flow rate, local variations in the electric field become

important. If the face of the capillary tube is not parallel with the mesh, the plasma

preferentially forms at the closest point. Small features with high surface curvature like

burrs or scratches concentrate the electric field and can localize the plasma. The spacing

and curvature of wires in the mesh has a similar effect. We observed that increasing

the Ip to 5–10 mA can partially compensate for this issue, yet this introduces other

operational issues, including a higher gas temperature, melting of the fine wires in the

mesh, and erosion of the electrodes.

The reactor hardware was designed for assembly precision and repeatability, and with

freshly cut and polished capillary tubes a well-centered plasma was achieved. However,

as the surface quality of the electrodes degrades over prolonged use, the well-centered

plasma could not be reliably maintained. When the plasma localizes to specific points

on the electrodes this degradation is also focused, resulting in a positive feedback loop

which locks in the off-center position.

Repeatable and stable plasma positioning was achieved through the use of a sec-

ond coaxial gas flow, the sheath flow, which has a higher breakdown voltage than the

inner flow. Here, a blend of 50:50 N2 and He is used. Aerosol measurement of cases

with a sheath flow of 0, 60, and 300 sccm (baseline case) show an increase in particle

concentration and diameter with the sheath flow (Figure 5.3(a)).

Photos in Figure 5.3(e) illustrate how plasma alignment can be observed directly.

With 0 sccm sheath flow (left) the plasma is localized to the top edge of the capillary

tube and an off-center point on the mesh. The plasma moves to be centered between both

electrodes when 60 sccm sheath flow is added (right). The addition of N2 in the sheath

flow results in a gradient of gas composition in the region between the two electrodes.

At the center, the high velocity jet emerging from the capillary tube is predominantly

He, while the edges have an increased N2 fraction. This gradient of gas composition
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Figure 5.3: (a) PSD when operating with a sheath flow of 0, 60, and 300 sccm (baseline
case). (b-d) Fluid dynamics simulations of the three cases showing streamlines of the
flow field and colormap of the N2 mole fraction. The two horizontal lines on the left side
of the domain are the walls of the capillary tube and the white dashed line is the mesh
electrode. (e) Representative photos of the microplasma reactor showing a misaligned
plasma (left, 0 sccm sheath flow) and aligned plasma (right, 60 sccm sheath flow). Note
plasma color changes from red in pure He without sheath flow to purple with addition
of N2 in the sheath flow.
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creates a gradient in breakdown voltage, resulting in a restoring force that ensures the

plasma is aligned with the He jet of the inner flow. A higher N2 fraction in the sheath

flow, or higher sheath flow rate relative to the inner flow, creates a sharper gradient,

more effectively centering the plasma. Figure 5.3(b-d) shows this composition gradient

for all three cases.

For the baseline case, characterization of aerosol deposits indicates a total mass yield

(Ymass) of 0.49, iron yield (YF e) of 0.83, and carbon yield (YC) of 0.26. These yields are

defined as the mass of that element in the deposit (calculated from the total mass and

composition) to the mass of that element supplied by Fe(Cp)2 during the deposition.

This indicates that the majority of Fe(Cp)2 is dissociated, despite a lower plasma current

and shorter residence time than similar DC microplasma systems [24, 25]. These studies

do not report yields, yet, using reported CN and Fe(Cp)2 concentrations we estimate

Ymass of the order 0.001 [24] to 0.01 [25].

Yet, Lin et al. [25] also report the ability to limit carbon incorporation by reducing

the plasma current below 4 mA, in contrast to the significant carbon fraction in this

study, even at 1 mA. This suggests a potential trade-off between the complete dissoci-

ation of Fe(Cp)2 and the formation of both iron and carbon species which are available

for particle formation. A further investigation of mass yield and particle composition is

carried out in Section 5.3.4.

The sheath flow also serves to prevent recirculation within the microplasma reactor.

As the gas jet from the capillary tube expands and decelerates into the microplasma

reactor it entrains and accelerates the surrounding gas. If the sheath flow is insufficient,

recirculation occurs with reversed flow in the outer zone of the microplasma reactor.

With no sheath flow, the CFD simulation (Figure 5.3(b)) indicates that the recirculation

zone extends nearly to the outlet of the microplasma reactor. We have observed changes

in the color of the plasma and plasma voltage (Vp) upon addition of other gases to the
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transfer tube, indicating that back flow or back diffusion of gases from the transfer tube

occurs with this flow condition. At 60 sccm sheath flow (Figure 5.3(c)) the recirculation

zone is reduced in size and the conditions in, and performance of, the microplasma

reactor are effectively decoupled from the conditions within the transfer tube. Yet, this

recirculation is responsible for a long tail on the residence time distribution within the

microplasma, resulting in the continued growth of particles which become trapped in the

microplasma and causing a sluggish response to changes in operating conditions. At 300

sccm sheath flow (Figure 5.3(d)), recirculation is entirely suppressed which tightens the

residence time distribution and results in highly responsive performance to changes of

operating conditions. These changes are evidenced by the higher concentration, smaller

diameter, and narrower size distribution of the aerosol formed in the 300 sccm sheath

flow case (Figure 5.3(a)).

Further increasing the sheath flow beyond 300 sccm shows diminishing returns on

these metrics, and an increased penalty due to dilution reducing the total aerosol concen-

tration. Notably, the effect of the sheath flow on the flow field is primarily determined

by the relative mass flow of the sheath flow to the inner flow, as the extent of gas entrain-

ment by the jet is mediated by momentum transfer. Thus, the use of N2 in the sheath

flow, with molecular mass 7× that of He, has the additional benefit of reducing the

needed sheath volume flow to prevent recirculation. While performance with different

inner flow rates or microplasma reactor geometries are not reported here, these factors

would also influence the optimal sheath gas composition and sheath to inner flow ratio.

We now consider why improved plasma alignment increases yield. Centering the

plasma on the capillary tube gas jet ensures that all Fe(Cp)2 passes through the plasma,

which is hypothesized to be necessary for dissociation, i.e., we assume the conditions

needed for Fe(Cp)2 dissociation exist only within the visible plasma volume. To test

this hypothesis, Fe(Cp)2 vapor was added to the sheath flow instead of the inner flow,
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Figure 5.4: (a) PSDs for Fe(Cp)2 vapor added via the inner flow or sheath flow. CFD
simulations of the Fe(Cp)2 mass concentration for the cases of injection via the inner
flow (b) and the sheath flow (c). The two horizontal lines on the left side of the domain
are the walls of the capillary tube and the white dashed line is the mesh electrode.
When Fe(Cp)2 is added to the inner flow it forms a narrow highly concentrated stream
within the plasma volume (between the electrodes), coincident with the location of the
observed tall deposit on the mesh discussed in Section 5.3.2. When Fe(Cp)2 is added to
the sheath flow, the concentration in area directly between the electrodes is significantly
reduced.
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with CFD simulations confirming that the bulk of Fe(Cp)2 flows around the plasma

volume (Figure 5.4(b) and (c)). Indeed, in this case the focusing effect of the N2 should

serve to ensure the plasma and Fe(Cp)2 do not intersect. However, both cases result

in nearly identical PSDs as shown in Figure 5.4(a) with only a small decrease in total

yield.

An alternative hypothesis is that the plasma forms a spatial afterglow in the region

downstream of the mesh electrode, maintaining an environment conducive to Fe(Cp)2

dissociation. This afterglow region may encompass a greater portion of the internal

cross section of the microplasma reactor as well, interacting with Fe(Cp)2 in the sheath

flow. In the case of the misaligned plasma, the afterglow may be similarly off-center

or prematurely terminate upon impinging on the inner reactor wall. The addition of a

molecular gas like N2 to a DC plasma discharge has been shown to increase the extent of

the spatial afterglow [26], which may be a contributing factor, but does not explain the

observed difference in yield between an off-center and aligned plasma in cases without a

sheath flow.

5.3.2 Stability of aerosol production

The ability to produce an aerosol with stable concentration and size distribution is

critical for practical use, yet long duration experiments are typically not reported for

microplasma reactors using a vapor precursor. The more common spark-discharge pro-

cess, which uses similar hardware and gas flow rates but instead ablates material from

the electrodes, typically has poor temporal stability due to the loss of material from

the electrodes and subsequent changes in spark energy and frequency. While some de-

signs have minimized this effect through clever electrode geometry and demonstrated

run times exceeding 10 hours [10, 27], improving temporal stability is a primary mo-

tivation for the use of a vapor precursor and lower power discharge. Previously, we
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Figure 5.5: Changes in aerosol PSD statistics and Vp over time for the five long duration
experiments. Values for each experiment are normalized to their initial value to enable
visual comparison of the variability.

reported continuous synthesis for up to 7 hours of sub-3 nm aerosol at > 109 #/cm3,

using a related reactor [16]. Yet, electrode degradation is not the only source of temporal

instability or degradation. In the present reactor, the accumulation of deposits on the

electrodes and other reactor surfaces can be significant. As this deposition rate should

scale proportionally to the aerosol concentration, the relative significance of deposition

in the present reactor, as opposed to other microplasma or spark-discharge reactors, is

attributed to the high aerosol concentration (~10× mass concentration of [16], ~40× CN

of [27], and ~100× CN of [10].
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Figure 5.6: Non-normalized version of Figure 5.5 including the entire 20 hour run of the
Fe(Cp)2 in sheath flow case.
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Figure 5.7: SEM images of mesh electrodes after long duration microplasma runs. (a)
Mesh after a 10 hour run of the 60 sccm sheath flow case, in which Fe(Cp)2 was added
via the inner flow. (b) Mesh after a 20 hour run in which Fe(Cp)2 is added via the sheath
flow. In the first case, the base of the tall deposit is where the microplasma initially
contacted the mesh. The structure grew via deposition inside the plasma volume and
toward the capillary tube. Material is also conformally deposited on a larger area of the
mesh. In the second case, the only deposit is a thin conformal coating on the mesh.

To investigate the relationship between operating conditions, deposition rate, and

temporal stability, five operating condition cases were each run for 10 hours while con-

tinuously monitoring via SMPS at a 2 min scan period. For this set of experiments,

two additional changes to the operating conditions were made: Ltt = 120 mm, and the

transfer flow was decreased to 1400 sccm, neither of which should influence temporal

stability. Figure 5.5 shows aerosol PSD statistics and Vp for these experiments, normal-

ized to their initial values to enable visual comparison of the relative variability during

each experiment. Figure 5.6 shows the non-normalized values for the same experiments.

When a sheath flow is not used (0 sccm), the temporal performance is representative

of our previous microplasma system [16] and the stable spark-discharge systems: after

an initial break-in period (during which the initially centered plasma was observed to

drift off-center), the PSD is extremely stable due to a low internal deposition rate – the

volume concentration (CV ) of aerosol is ~20× lower than the other four conditions – and

negligible electrode erosion at Ip = 1 mA (which would be observed as in increase in Vp

over time).

168



For the 60 sccm sheath flow and baseline* cases, CN remains stable, while Dg and

thus CV (a proxy for yield) decrease gradually. In both cases Vp also decreases, with the

higher sheath flow in the baseline* case appearing to prolong the initial stable period.

Inspection of the used mesh from the 60 sccm sheath flow case (Figure 5.7(a)) shows the

build-up of a 0.5 mm tall deposit of material which reduced Vp by reducing the electrode

gap. The mesh wires are also coated with a thin conformal layer of debris, thickest at

the base of the large deposit.

For both cases where the supply of Fe(Cp)2 vapor is switched to the sheath flow, we

observe fluctuations in Dg and Vp but no decreasing trend. One of these experiments was

continued to 20 hours with no decrease in performance (Data for the entire experiment

is shown in Figure 5.6). Even after 20 hours, no large deposits are observed, although

the mesh wires are also conformally coated (Figure 5.7(b)).

It is clear that the material contributing to the growth of the large deposit results

from Fe(Cp)2 dissociation upstream of the mesh electrode. By removing Fe(Cp)2 from

the inner flow, the source of this material is greatly reduced. This is analogous to

downstream injection of reactive species or particles in larger-scale plasma jets (e.g.,

[28]), yet miniaturized and without the need for additional gas streams. Further, the

more rapid onset of Vp decline in the 60 sccm sheath flow case as opposed to the baseline*

implies that recirculation in the microplasma reactor increases the amount of material

available to deposit on the mesh, or the rate at which it deposits.

The contrast between cases with Fe(Cp)2 in the inner flow and sheath flow suggests

that while the conformal deposit indicates a loss of material and sub-optimal yield, its

growth does not effect the temporal performance of the system on these timescales.

It also suggests that the decrease in Dg is related to the reduction of the electrode

gap via the growth of the large deposit structure. However, the fact that the number

concentration remains stable in this case indicates that the change in performance is
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not simply an increasing fraction of material being captured on an increasingly large

deposit, as a reduction in the effective Fe(Cp)2 concentration should effect both particle

size and concentration.

5.3.3 Control of aerosol size distribution

A series of one-dimensional parameter sweeps centered on the baseline case were used

to illustrate the influence of the most salient operating parameters on the aerosol PSD

(Figure 5.8). The total flow rate is held constant, thus changes in aerosol concentration

are synonymous with changes in production rate.

Understanding the mechanistic relationship among these parameters, the initial for-

mation of particles, and the PSD evolution is key for the design of practical microplasma

systems. Based on our understanding of particle formation, the majority of the iron and

carbon vapor produced from Fe(Cp)2 dissociation quickly form nm-scale particles in the

region immediately downstream of the microplasma. While this formation is essentially a

homogeneous nucleation process driven by a super-saturated vapor, the supersaturation

ratio for both iron and carbon is much higher (~1010) than is typical for condensation,

and the growth rate is limited by the collision rate of this atomic vapor even in the initial

stages of nucleation [16]. Thus, the evolution of the iron and carbon vapor to the final

aerosol can be modeled as a single continuous aggregation process. In typical handling

of nm-scale aerosols, particle losses via particle-wall collision have a significant influence

on PSD evolution. This is due to a high sticking coefficient and exponential increase

in diffusion velocity, thus particle-wall collision frequency, as particle size decreases [11].

Yet, at the high aerosol concentration attained in the reactor, PSD is dominantly con-

trolled by aggregation because the particle-particle collision frequency increases as CN
2,

while losses scale linearly with CN .
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Figure 5.8: Summary aerosol statistics for a series of experiments varying (a) Fe(Cp)2
flow, (b) microplasma current (Ip) and polarity (+/− HV), (c) transfer tube length (Ltt),
and (d) He:Ar ratio in the transfer flow. The latter experiments were conducted with
cases at three Fe(Cp)2 concentrations, with colors corresponding to those values in (a).
The red star indicates the same baseline case in each experiment. All experiments were
done with Fe(Cp)2 in the inner flow with the exception of the Ltt experiments, which
were conducted separately, where Fe(Cp)2 was added via the sheath flow.
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The concentration of Fe(Cp)2 vapor has limited influence on the aerosol PSD (Figure

5.8(a)). Continuing to increase Fe(Cp)2 concentration shows a diminishing increase in

particle concentration. For example, a 2× increase in Fe(Cp)2 vapor from 6 to 12

sccm leads to a 2.47× increase of particle concentration (2.17 to 5.36×109 #/cm3; likely

indicating a lower mass yield at 6 sccm as well), while an additional increase of Fe(Cp)2

vapor to 30 sccm leads to only a 1.38× increase in CN (7.37×109 #/cm3). To a first

approximation, the concentration of particles that initially form depends linearly on the

initial concentration of iron and carbon vapor, while their aggregation rate depends on

the square of initial concentration. Thus, if high Fe(Cp)2 concentration is to be used to

increase particle concentration, the residence time must also be reduced drastically to

limit aggregation.

In addition to the initial Fe(Cp)2 vapor concentration, the extent of dissociation may

influence the availability of iron and carbon vapor, as discussed in Section 5.3.1. The

effect of Ip and the polarity of the plasma voltage source on this dissociation is explored

in Figure 5.8(b). With positive high voltage polarity, the plasma is stable down to Ip =

0.5 mA, but operating with negative high voltage polarity extends this limit to Ip = 0.25

mA. At both of these extremes, the coupled decrease in Dg and CN appears to indicate

a reduced fraction of Fe(Cp)2 dissociating. This fraction appears to saturate around Ip

= 1 mA, and further increasing the current does not yield proportionally higher Dg or

CN .

Increasing Ip also increases the total plasma power and the magnitude of any thermal

effects. Thermal dissipation of the plasma energy into the gas was estimated using a

fine thermocouple (Omega; K-type, 0.003" wire diameter) inserted into the microplasma

reactor for Ip = 0.5, 1, and 2 mA. During these three experiments, Vp remained in the

range 402–406 V, indicating a total power of 0.2, 0.4, and 0.8 W. If the entirety of

this energy were dissipated into the inner and sheath flow gases as heat, the resulting
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temperature rise would be 13.6, 27.2, and 54.4 K, respectively. Observed temperature

rises of 8.0, 15.6, and 31.0 K indicate that approximately half the energy is dissipated as

heat into the gas. In all cases, the maximum temperature is well below that of Fe(Cp)2

decomposition, and it does not appear that these changes in temperature influence

particle formation kinetics nor introduce sufficient thermal gradients to cause observable

thermophoretic diffusion. The effect of this heating on the flow field or diffusion rates

was not included in the CFD simulations. This very low temperature operation is a

result of the low plasma power and high gas flow rate and may be unique among similar

microplasma systems. For instance, Ghosh et al. [29] report a plasma power of 1.0 W

with 100–800 sccm Ar, resulting in a theoretical maximum temperature rise of 80–640 K.

Chiang and Sankaran [24, 30] also report a power of 1.0 W with 100 sccm Ar, resulting

in a theoretical maximum temperature rise of 640 K.

As we established that the microplasma operating conditions have only limited influ-

ence on the final aerosol PSD, and that PSD is primarily driven by particle aggregation,

it is clear that the parameters that influence aggregation in the transfer tube are the

main controls of PSD evolution. The total extent of aggregation in the transfer tube

can be reduced by either reducing the aggregation rate or the residence time. Sim-

ply reducing the volume of the transfer tube to reduce the residence time is the most

straightforward way to limit aggregation, although this may not always be possible as

the design of this flow path may be constrained by other aspects of the system.

In Figure 5.8(c) we show the influence of Ltt at constant flow rate as a proxy for

transfer tube residence time. For all Fe(Cp)2 concentrations, Dg increases monotoni-

cally with Ltt, indicating increased particle growth due to aggregation. A broadening

of the PSD, indicated by an increase in σg, is also observed. However, the effect on

concentration is obfuscated by the 1.4 nm dm lower detection limit of the SMPS. For

the cases at 12 and 30 sccm Fe(Cp)2, CN monotonically decreases with increasing Ltt,
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as expected due to each aggregation event consuming a particle. The faster rate of

aggregation (observed as a more rapid decrease in CN) in the 30 sccm Fe(Cp)2 cases is

due to the larger average particle size and the power-law relationship between aerosol

collision rate and diameter within this regime (this relationship is described in 5.5.2 and

explained in further detail in Fuchs and Sutugin [31]). In the 6 sccm Fe(Cp)2 cases,

the growth rate is slow enough that small clusters are still growing through the SMPS

detection limit, causing the observed increase in CN over the range of Ltt = 100 to 180

mm.

The transfer flow can also be used to change the residence time within the transfer

tube, and further limits particle growth by diluting the aerosol to limit the collision rate.

It stands to reason that the maximum aerosol concentration will be achieved at some

intermediate transfer flow: too low and the concentration is reduced by aggregation;

too high and the concentration is reduced by dilution. Yet, because of limited mixing

between the aerosol flow emerging from the microplasma reactor and the transfer flow,

the effect of the transfer flow on limiting aggregation in the transfer tube is less than

predicted. For the baseline transfer flow of 2600 sccm He and total plasma flow of 900

sccm, complete mixing would yield a dilution ratio of 3.9 and a 15× reduction in the

collision frequency.

In Figure 5.9(a) we show the simulated concentration distribution in the transfer

tube, using a diffusivity corresponding to 4 nm particles and not accounting for aggre-

gation. While the aerosol stream does widen radially outward into the transfer flow due

to diffusion, the maximum concentration remains essentially unchanged. A sufficient

transfer flow also prevents recirculation (analogous to the role of the sheath flow within

the microplasma reactor) and so narrows the residence time distribution of the gas.

However, recirculation will only influence the aerosol residence time if it is large enough

to entrain the aerosol flow, which is not the case at the baseline condition, despite a
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Figure 5.9: Simulated spatial aerosol concentration distribution in the transfer tube (Ltt

= 100 mm) accounting for particle diffusion for (a) the baseline case with 2600 sccm
He transfer flow and (b) 2600 sccm Ar transfer flow. Streamlines indicate flow field.
Colormap shows the simulated concentration of an aerosol of 4 nm particles input at
unit concentration to the plasma flow and subject to diffusion but not aggregation. The
higher diffusivity of particles in He allows greater dispersion of the particles, reducing
concentration along the centerline of the reactor.

large recirculation zone (Figure 5.9(a)).

These effects are further illustrated with the use of Ar in the transfer flow, which

reduces the diffusivity of the aerosol particles. As with the use of N2 in the sheath flow,

increasing the density of the transfer flow with Ar also prevents recirculation at this

flow rate (Figure 5.9(b), 2600 sccm). If the aerosol were well-mixed in the transfer tube,

these effects would decrease the aggregation rate and average residence time, yet we

find (Figure 5.8(d)) an increase in Dg and decrease in CN with increasing Ar fraction.

Instead, the low diffusivity prevents the aerosol stream from widening, maintaining a

high local concentration and high aggregation rate throughout the length of the transfer

tube (Figure 5.9(b)).

5.3.4 Physical characterization

To complement the online aerosol characterization described in the previous sections,

particles were collected over a range of cases for ex situ measurement of the bulk compo-
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Figure 5.10: Aerosol PSDs for the deposition experiments in table 5.1. Fe(Cp)2 was
added via the sheath flow rather than inner flow in all experiments to ensure stable
operation over the 2 hour deposition period.
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Aerosol Measurements: Deposit Characterization:
Condition: Dg, nm CN , #/cm3 Y a

vol wF e YF e YC Ymass Yvol Y a
vol/Yvol χB

Baseline 3.96 7.51×109 2.90 0.47 0.83 0.26 0.49 0.37 7.74 1.98
-HV 4.18 3.09×109 1.07 0.59 0.86 0.11 0.41 0.25 4.23 1.62
-HV, Ip = 0.25 mA 3.20 3.48×109 0.55 0.42 0.35 0.15 0.23 0.19 2.91 1.43
H2 transfer flow 3.66 5.82×109 1.44 0.52 0.75 0.17 0.40 0.28 5.11 1.72
7% H2 sheath flow 3.52 8.04×109 1.81 0.56 0.72 0.12 0.36 0.24 7.67 1.97
Ltt = 260 mm 6.81 2.16×109 5.52 0.48 0.93 0.29 0.54 0.41 13.37 2.37

Table 5.1: Aerosol SMPS measurements and deposit characterization for a range of
microplasma operating conditions. Y a

vol is the aerosol volume yield. wF e is the bulk iron
mass fraction of the deposited aerosol. YF e and YC are the iron and carbon yields in the
deposit. Ymass and Yvol are the total mass-weighted and volume-weighted yields. χB is
bulk dynamic shape factor, as defined in Section 5.3.4.

sition and mass production rate. Aerosol PSDs for these conditions are shown in Figure

5.10, along with aerosol statistics and a summary of the deposit characterization in Ta-

ble 5.1. These measurements allow the calculation of iron and carbon yields to better

understand the flow of materials through the process. In combination with the volume

production rate from integrating the volume-weighted aerosol PSD, particle shape can

also be constrained. In addition to particle size and size distribution, composition and

shape are key for evaluating the utility of this process.

Yield and composition

In Section 5.3.1 the particle yield from Fe(Cp)2 was framed as depending on two pro-

cesses: first, the dissociation of Fe(Cp)2 into iron and carbon vapor, and second the

formation of particles from this vapor. Similarly, the final composition of the particle is

due to the differential effect of these two processes on the iron and carbon supplied by

Fe(Cp)2. If both are incorporated equally, the 1:10 atomic ratio of iron to carbon would

yield a particle with an iron mass fraction (wF e) of 0.28, assuming iron is in the form

of Fe2O3. In all experimental cases, wF e is significantly higher, indicating preferential

incorporation of iron, yet a significant portion of carbon is still incorporated into the
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particles which may render these particles unsuitable for some applications.

In contrast, the synthesis of carbon-free particles from Fe(Cp)2 and other metal-

locenes has been reported using similar microplasma reactors [25, 30], although we sus-

pect at significantly lower total yield (Section 5.3.1). Lin et al. [25] attribute the lack

of carbon to a partial dissociation of the Fe(Cp)2 molecule within the plasma, liberating

the central iron atom while the cyclopentadienyl rings remain intact or are broken into

smaller hydrocarbon species. The carbon-containing species are stable vapors and thus

do not contribute to particle formation. Lin et al. propose that the extent of molecular

dissociation may be related to the plasma current [25].

While the present system does exhibit a decrease in total yield when Ip is reduced

from 1 mA to 0.25 mA, wF e also decreases from 0.59 to 0.42 indicating an increased

carbon content. Negative high voltage polarity was used for these cases to more closely

match the conditions in Lin et al. [25]. In this system, the change in yield with current

is moreso due to its effect on the portion of Fe(Cp)2 that dissociates than the extent of

molecular dissociation. We estimate that the Lin et al. [25] system achieves a relatively

low Ymass (Section 5.3.1), and suggest that plasma conditions which achieve high Ymass

may inherently also result in liberation of carbon for particle growth. There may not

be a condition at which all Fe(Cp)2 molecules only partially dissociate, yet further

improvement in both metrics is possible. In our findings it is notable that Ymass is similar

between the positive and negative polarity cases, 0.83 to 0.86, while YC is reduced by

more than half from 0.26 to 0.11.

The introduction of H2 to the sheath flow or transfer flow also decreases YC , although

the effect on composition is less pronounced due to a concurrent decrease in YF e. H2 in

the transfer tube may provide an alternative reaction pathway for any remaining carbon

vapor to form hydrocarbons, but is unlikely to react with carbon already incorporated

into particles. The addition of a much smaller flow of H2 via the sheath flow shows an
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even stronger effect. This may be due to a greater fraction of carbon still potentially

reactive as vapor, or a plasma enhancement of hydrogen-carbon reactions. Additionally,

extra H2 in the plasma may bias against the complete dissociation of Fe(Cp)2, which

also produces H2.

Particle shape

Aerosol measurement via SMPS only characterizes the mobility diameter (dm) of par-

ticles, not their true size and shape. As SMPS measurement is faster and easier than

deposition-based characterization, it is tempting to use the aerosol volume concentra-

tion based on dm, flow rate, and an assumed density to calculate the total production

rate. However, without understanding the relationship between mobility diameter (dm)

and the true size and shape of particles, this calculation can be a drastic misrepresen-

tation. This issue is illustrated by the discrepancy between process yields calculated

from SMPS measurements and from the deposited aerosol, reported in Table 5.1. The

aerosol volume yield (Y a
vol) is the ratio of the aerosol volume concentration (the sum of

the volume-weighted PSD as measured via SMPS) to the hypothetical volume concen-

tration of the iron oxide and carbon from Fe(Cp)2 and ranges from 0.55 to 5.52. The

deposit volume yield (Yvol) is calculated analogously, using the deposit mass and com-

position to estimate its volume, and ranges from 0.19 to 0.41. The discrepancy between

these two measurements, as well as the impossibility of a yield greater than one, indi-

cates that the SMPS systematically overestimates the true volume of particles in this

aerosol. The extent of overestimation is given by the ratio of the aerosol volume yield

to the true volume yield, and is up to 13.37 in the Ltt = 260 mm case.

This discrepancy is the result of non-spherical particles and the size-selection tech-

nique used in the SMPS instrument. The SMPS uses a differential mobility analyzer

(DMA) which sorts particles according to their migration velocity in an electric field.
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For non-spherical particles, dp, calculated as dm - 0.3 nm, is the diameter of a spherical

particle with the same migration velocity in an electric field as the particle of interest

[32]. Non-spherical particles can also be described by a volume-equivalent diameter (dve)

defined as the diameter of a spherical particle with the same volume as the non-spherical

particle. While dp = dve for a spherical particle, dp is typically greater than dve for non-

spherical particles as the lumpy shape of a particle formed by aggregation has a higher

drag force in the DMA than a sphere of the same volume. The dynamic shape factor,

χ, is defined as the ratio of the drag force on a particle to that on its volume-equivalent

sphere [32]. As these forces are respectively incorporated in the measurement of dp and

definition of dve, the following approximate definition for χ is used here:

χ = dp

dve

(5.1)

While the distribution of dp is measured via SMPS, we are not able to measure dve

for individual particles. However, if this equation is reformulated in terms of particle

volumes as

χ3 = vp

vve

(5.2)

a bulk dynamic shape factor (χB) can be defined for the entire aerosol, rather than

individual particle, in terms of the aerosol and true volume yields

χB
3 =

∑
vm∑
vve

= Y a
vol

Yvol

(5.3)

Values for χB are reported in Table 5.1 and fall within the range of 1.43 to 2.37.

This range is typical of a fractal aggregate particles composed of loosely packed spherical

primary particles [33, 20]. To contextualize these values, χ = 1 for a sphere, 1.2 for four
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Figure 5.11: (a) χB for the transfer tube length experiments. The values at Ltt = 100
and 260 mm are calculated using Yvol measured from deposits made at those conditions.
For Ltt = 140, 180, and 220 mm, a range of χB is shown bounded by Yvol in the end
cases as no deposits were made at these conditions. (b) Estimated χB ranges for all
transfer tube length experiments at all values of Fe(Cp)2 flow. The increasing trend of
χB with Dg is typical of fractal aggregation.

spheres arranged in a tetrahedron, and 1.4 for a cylinder with aspect ratio of ten [32].

As particle aggregation leads to increasingly non-spherical final particles, χ tends to

increase with size for particles within the aerosol population. The influence of aggre-

gation is most directly observed across cases varying Ltt, as the conditions within the

microplasma reactor and transfer tube are held constant, thus the initial aerosols should

be similar. This is supported by the similarity of the deposit characterization for the

Ltt = 100 mm and Ltt = 260 mm cases, with a nearly constant iron weight fraction

(0.47 to 0.48) and true volume yield only slightly increasing from 0.37 to 0.41. Between

these two cases χB is observed to increase from 1.98 to 2.37. For the intermediate length

cases, χB can not be calculated because deposits were not made to measure Yvol, yet an

estimate can be made by assuming the volume yield falls within the range of 0.37 to

0.41. Figure 5.11(a) shows these ranges alongside the measured values for each transfer
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tube length, supporting the trend of χB increasing with the extent of aggregation.

Extending this analysis to include the transfer tube length experiments at 6 and 12

sccm Fe(Cp)2 reported in Figure 5.8(c), this trend can be seen to hold over a wide range

of Dg values in Figure 5.11(b). In Section 5.3.3 it was determined that the growth mode

for the smallest aerosol we report, corresponding to Ltt = 100 mm and 6 sccm Fe(Cp)2,

includes the accretion of vapor and clusters of size below the SMPS detection limit, rather

than only aggregation between equally sized particles. The estimated χB ~1 corroborates

this, as such growth should result in more densely packed or spherical particles. When

looking at other cases in Table 5.1 where the conditions in the microplasma reactor and

transfer tube are changed, the correlation between Dg and χB does not always hold.

For example, the positive high voltage polarity case has a smaller Dg yet larger χB

than the negative polarity case, as does the H2 sheath flow case compared to the H2

transfer flow case. These discrepancies suggest physical changes to the particle growth

process which may inform system design. In general, these results make clear that a sole

reliance on aerosol SMPS measurements will result in an incomplete understanding of

the processes governing particle synthesis within microplasma systems. Supplementing

this information with physical characterization of the particles, even in bulk as done

here, can identify limiting assumptions and improve design and selection of operating

conditions.

5.3.5 Improved C vs D Pareto performance

To directly demonstrate the improved performance on the new microplasma reactor rel-

ative to the orifice and orifice-mesh reactors described in Chapter 4, The concentration

versus mean diameter Pareto plot (Figure 4.14) is reproduced here as Figure 5.12 with

the experimental results from the previous sections overlaid. For consistency, the con-

centration values are scaled based on the total plasma flow rate. In other words, the
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Figure 5.12: Comparison of the aerosol PSD results discussed in this chapter with those
of Chapter 4 and other existing processes. See Chapter 4 for complete details and
references on literature values.

measured concentration at the transfer tube outlet is multiplied by the ratio of the total

flow at the transfer tube outlet (transfer flow, inner flow, and sheath flow) to the total

plasma flow (inner flow and sheath flow). Given the longer residence time of the transfer

tube compared to the orifice and orifice-mesh reactors from Chapter 4, it is unable to

access the 1–2 nm diameter range. However, in the ~3 nm range, the new reactor shows

a ~20-fold increase in number concentration.

5.4 Conclusion

We have developed a novel atmospheric pressure DC microplasma reactor and demon-

strated its utility as a nanoparticle aerosol source by the synthesis of iron-carbon particles
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from Fe(Cp)2 vapor. Through the use of concentric gas flows of different composition,

the flow field and location of the plasma within the reactor can be controlled. The

addition of N2 to the sheath flow is used to focus the plasma by producing a spatial

gradient of dielectric strength in the gas within the reactor. Ensuing that the plasma

discharge is centered in the reactor appears to enable nearly complete dissociation of

the Fe(Cp)2 precursor as evidenced by YF e up to 0.93. This additionally improves the

electrical stability of the plasma circuit, allowing the use of a relatively low Ip = 1

mA which limits heating of the outlet gas to 15.6 K. The plasma power is sufficiently

low that material loss from the stainless steel electrodes does not occur, in contrast to

spark-discharge aerosol generators whose long-term performance is typically limited by

electrode erosion. Temporal degradation from the build-up of deposits on the electrodes

is also prevented with negligible effect on yield or aerosol PSD by shifting the supply of

Fe(Cp)2 vapor from the inner flow to the sheath flow. In this configuration, we demon-

strate the generation of an aerosol with stable PSD for 20 hours. Within this operating

window, we demonstrate a limited ability to control conversion (Ymass of 0.23 to 0.54)

and particle composition (wF e of 0.42 to 0.59) via plasma high voltage polarity, Ip, and

the addition of H2. The high yield demonstrated here is of particular value for inline

applications, such as the use of nanoparticles as a catalyst for carbon nanotube growth,

where the unreacted precursor can not be removed from the gas flow and is thus present

for subsequent reactions and in the final product. In such cases,the concentration of im-

purities and their effect in subsequent reactions and the final product is directly linked

to the initial particle yield.

We have discussed the need for minimizing the distance between nanoparticle synthe-

sis and application, ideally integrating both within a single system, in order to limit and

control PSD evolution due to particle losses and aggregation. In a system comprising the

microplasma reactor and a transfer tube with additional gas flow, we show that the res-
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idence time and gas composition in the transfer tube (downstream of the microplasma)

influence the final PSD to similar extent as the microplasma operating conditions. We

estimate χB = 1 to 2.37 under different conditions, consistent with a range of particle

shapes from spherical to loose fractal aggregate. Particle growth within and immediately

after the plasma is dominated by the accretion of vapor and small clusters onto larger

particles. As the aerosol is transmitted through the transfer tube, these small species

are consumed and growth transitions to dominantly the combination of similarly sized

particles resulting in a highly non-spherical shape. The extent of particle growth and

thus final aerosol PSD can be thus controlled by both microplasma operating conditions

and transfer tube conditions. The system is used to generate a 3500 sccm aerosol stream

with Dg of 2 to 7 nm and CN of 2 to 8×109 #/cm3 measured at the system outlet. The

ability to control particle size in this range is especially important for applications, in-

cluding carbon nanotube and photonic material synthesis, where only particles within

a certain size range are active and the final material properties are highly sensitive to

particle size. Our results indicate the potential to improve the productivity and control

of applications such as these through the integration of a microplasma reactor based on

the techniques and design insights developed here.

5.5 Additional information

5.5.1 Particle diffusivity in argon and helium

Binary diffusion coefficients for iron particles in a helium or argon carrier gas were derived

using the rigid sphere model as described by Hirschfelder, et al. [23]. The diffusivity, D,

in cm2/s, is given by:
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D = C1

Pσ2

√
T 3

2mr

(5.4)

σ = rp + rg (5.5)

mr = mpmg

mp + mg

(5.6)

where P is the pressure, T is the temperature, r is the radius of the gas molecule or

particle, and m is the molar mass of the gas molecule or particle. For P in atm, T in K,

r in m, and m in g/mole, C1 = 2.628×10−3.

5.5.2 Particle coagulation rate in argon and helium

Aerosol particle growth via aggregation can be described using a coagulation kernel which

specifies the collision frequency between two particles of given sizes. Three regimes of

particle coagulation are delineated by the dimensionless Knudsen number: Kn = λ/rp

where λ is the mean free path and rp is the particle radius. In the continuum regime
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Figure 5.13: Coagulation kernel for like-sized iron particles at standard conditions.

(Kn << 1), the particle is large relative to the mean free path of the gas and its motion

is described by Brownian diffusion in a continuous medium. In the free molecular regime

(Kn >> 1), the particle’s motion is described by the kinetic theory of gases. Fuchs [31]

developed a formula to interpolate the coagulation kernel between these two processes

for the transition regime (0.1 < Kn < 10).

Figure 5.13 shows this coagulation kernel for two iron particles of the same diameter

in argon or helium at standard conditions. Under these conditions, particles less than 10

nm are in the free molecular regime, with collision rate increasing with particle diameter

following a power-law relationship.
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6. Aerosol carbon nanotube production

6.1 Introduction

In parallel with the development of the microplasma reactors, a FC-CVD reactor has

been developed and undergone several design iterations. The challenge of developing

this system can be divided into three coupled aspects: the operation of the microplasma

reactor, integration of the microplasma reactor with the CVD furnace, and the typical

tuning of the CVD operating conditions for CNT growth. Microplasma integration and

CVD tuning are highly coupled, as the optimal growth conditions depend in part on the

particle characteristics and multiple dependencies between the two exist. For example,

a higher furnace temperature will require the microplasma be located further outside

the furnace to remain sufficiently cool. In all cases, stable operation of the microplasma

for many hours is a prerequisite for conducting informative experiments. During the

initial tuning up of the FC-CVD system one is essentially flying blind until it is able

to producing CNT samples which are repeatable and sufficiently large to enable quality

and quantity characterization. Once some signal has been established, the process of

investigating the system becomes significantly more fruitful.

The first complete FC-CVD system was constructed in July 2018, and has undergone

near-continuous revision since them, both incorporating the latest microplasma reactor

developments and modifying hardware to test different integration techniques and CVD

191



conditions. An additional unforeseen challenge was the collection of small amounts of

aerosol material, and the collection methodology and hardware has undergone a similar

evolution. By April 2019 the system was able to sporadically produce extremely small

quantities of carbonaceous material that may have included CNTs, but were predom-

inantly nanofibers of 10s nm diameter, with Raman G/D ratio of 1–1.5. By the end

of 2019, it was confirmed that CNTs were being produced with a G/D ratio of 5, yet

still unreliably and of negligible amount. Figure 6.1(a) shows a typical "tuft" of large-

diameter highly-defective CNT. This early development, up to the end of 2019, was done

as part of the author’s S.M. thesis [1], and is not discussed in detail here.

In July 2021 the production rate had been increased to the point that it could be

relatively compared between experiments based on a qualitative observation of SEM

images of the collection filter. The sparse CNTs form a cobweb morphology as seen in

Figure 6.1(b), and the productivity can be estimates by the density of this structure. The

purity can be qualitatively assessed from the extent of carbon and iron deposits along

the CNTs. Having pulled ourselves up by our bootstraps over the previous three years,

the system was now in a state where scientific investigation could begin in earnest, and

subsequent experiments are referred to as the "P series" ("P" standing for phew!). Uti-

lizing this qualitative metric for production rate and measuring quality via Raman and

SEM image morphology, system performance was improved to the next major threshold

in May 2023 (P276), where the mass of deposited CNTs was sufficient to be measured

directly (~10 µg), and the deposit thickness sufficient to characterize the catalyst content

via SEM EDS as an additional metric for quality. Figure 6.1(c,d) shows the thick and

cohesive mat of CNTs typical of the current work.

The objective of this chapter is two-fold, reflecting the combination of art and sci-

ence inherent in developing a FC-CVD system. First, to detail a series of more general

conclusions or insights about FC-CVD synthesis of CNTs on ex-situ catalyst particles
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Figure 6.1: Examples of typical FC-CVD product at different periods in the system
development. (a) A highly-defective isolated tuft on a smooth silicon wafer collected
in July 2019. (b) An early P-series sample from July 2021 showing a thin cobweb of
CNTs, covered in small iron and carbon particles, collected on a cellulose filter (the lobed
micron-scale structure). (c) A recent sample from July 2023 showing thick and cohesive
layers of CNTs as evidenced by the peeling and tearing of the top layer. The mottled
appearance is from the structure of the sintered microparticle membrane filter below.
(d) Close-up image of the corner of the tear shown in (c) to highlight the cohesive and
mat-like nature of the CNT deposit.
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based on experiments, CFD modeling, and existing theories for CNT growth. Second,

as this knowledge typically conveys trends or relationships but not specifics, the itera-

tive process of experimentally exploring these trends in order to find optimal synthesis

conditions for this system. This will primarily focus on post-P276 experiments as these

have the most rich characterization, allowing the most robust conclusiosn to be drawn.

6.2 Experimental methods

6.2.1 FC-CVD System design

This section describes the physical design of the FC-CVD system and typical operating

conditions, as it has been from May 2023 (Experiment P276) to the present. Figure 6.2

shows a photo of the reactor system, including ancillary hardware like gas flow controllers

and the scanning mobility particle sizer (SMPS). Figure 6.3 shows a schematic of the

FC-CVD reactor inlet region. The microplasma is identical to that described in Chapter

5, with the transfer tube now referred to as the injector to communicate its role in

transporting the aerosol into the furnace region. The injector position is measured from

the outer face of the insulation of the furnace, while the injector length is measured from

the tip of the plasma housing to the end of the injector.

Flow rates and composition for the inner, sheath, injector, and furnace flows are

varied across experiments and full details are reported below. Typically, the inner flow

is predominantly helium (Airgas, UHP, 99.999%) with a small fraction of hydrogen

(Airgas, UHP, 99.999%) with total flow rate 450–900 sccm. The sheath flow is a mixture

of helium and nitrogen (Airgas, HP, 99.998%) with ferrocene (Fe(Cp)2) vapor added by

diverting 30 sccm He through a sublimation chamber containing Fe(Cp)2 powder at room

temperature totalling 450–900 sccm. The injector flow is a variable mix of hydrogen
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and either nitrogen or argon (Airgas, UHP, 99.999%) totalling 700–3200 sccm. Finally,

the furnace flow is a mixture of a hydrogen-argon carrier gas with a carbon precursor

(ethylene, acetylene, or methane, all Airgas, UHP, 99.999%) totalling 1000–3100 sccm.

A flow of up to 150 sccm of helium saturated with water vapor can also be added to

any of the four flows. The injector tube (ID = 20 mm, OD = 25 mm or ID = 16 mm,

OD = 19 mm) and furnace tube (ID = 35 mm, OD = 38 mm or ID = 47 mm, OD

= 50 mm; L = 110 or 120 cm) are both quartz (Technical Glass Products, Inc.). The

furnace is a three zone split tube furnace (Carbolite Gero) operated at up to 1200 °C

with an external length of 75 cm and heating element length of 60 cm. A full list of the

29 variables which define each experimental case are listed in Table 6.4.1.

6.2.2 CNT collection

CNTs are collected at the furnace outlet on sintered silver membrane filters with nominal

0.8 µm pore size (Sterlitech; 45328). During early experiments with low production rate,

filter holders with a circular collection area of 6, 9, or 11 mm diameter were used to ensure

a sufficiently thick CNT deposit for characterization. A 1" ball valve was modified to

serve as a load lock chamber enabling the removal and replacement of filters while the

system is operating (Figure 6.4). Using this device, a filter can be loaded, the load

lock chamber pumped down and refilled with gas from the process tube (to prevent

atmospheric contamination, especially oxygen, from entering the CVD system), and the

filter positioned in-line to the process tube and the full gas flow diverted through the

filter. For CNT deposits greater than 50–100 µg, the additional back pressure causes

the filter to burst. Thus, as the production rate of the system was increased, a new load

lock chamber was built to replace the ball valve chamber to hold filters of larger area.

The KF-50 load lock chamber (Figure 6.5) has filter holders to accommodate collection

areas of 16, 21, and 33 mm diameter.
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Figure 6.2: Photo of the complete FC-CVD reactor system. The furnace in the fore-
ground on the right contains the main CVD process tube, with the microplasma reactor
to its left. In the left background is the gas distribution system and mass flow controllers
(MFCs). In the right background is the scanning mobility particle sizer (SMPS).
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Figure 6.3: Schematic of the microplasma reactor and FC-CVD reactor inlet. The
microplasma is identical to that described in Chapter 5, with the transfer tube now
referred to as the injector. Typical values for the inner, sheath, injector, and furnace
flows are reported in the text, with total flows in the range 4000–8000 sccm.

6.2.3 Characterization

Unless otherwise noted, a uniform set of characterization protocols has been used for

all CNT samples discussed in this section to enable the most direct comparison across

samples.

Mass

The mass production rate is determined by the difference in measured mass of the filter

before and after collection. The neat filters weigh approximately 50 mg for a 13 mm

diameter disc or 180 mg for a 25 mm diameter disk. Filter mass is established by the

mean of five measurements on a microbalance (Discovery DV215CD, ±0.01 mg), and the

product mass is reported as the mean difference and standard deviation of the difference.

Given the small mass of the product (<10 to 100s µg) relative to the total filter mass

and the resolution of the microbalance, other sources of error such as the amount of

absorbed water on the filter due to changes in humidity may be significant yet are not
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Figure 6.4: (a) Modified 1-inch ball valve used as load lock chamber for small filters. An
additional large port with KF-25 stub was attached to the front side side and a custom
port on the back side was connected to a gas line with two-way valve to either a roughing
pump or the upstream side of the ball valve. When the main ball valve is closed (and
process flow directed through the bypass line below), the cylindrical volume within the
ball is accessible through the front port and can be pumped down or purges via the rear
line. (b, c) The 6 mm version of the cylindrical filter holder. Subsequent versions of
the filter holder include an o-ring recessed into the outer diameter to ensure a seal with
the ball valve’s ball. (d) the filter holder can be inserted into the ball of the ball valve
through the front port.
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Figure 6.5: (a) The outlet side of the CVD furnace showing the gate valve and KF-50
load lock chamber. The operation and capability of this system is identical to the ball
valve load lock chamber. (b) The custom KF-50 filter holder, designed to take the place
of a centering ring in a normal KF-50 connection. The filter holder shown here contains
a 16 mm insert, with 21 and 33 mm inserts available as well. (c) Example CNT deposits
on sintered silver filters. The two upper left deposits were made using the 9 mm filter
holder, the upper right was made using the 11 mm filter holder, The upper row were
all made using the ball valve load lock chamber with 9, 9, and 11 mm filter holders,
respectively. The lower right deposit was made using the 16 mm filter holder for the
KF-50 load lock chamber.
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accounted for in the error estimate.

Raman spectroscopy

Raman spectroscopy uses the spectrum of scattered light emitted by a surface under

illumination by a laser of precise wavelength to characterize the chemical bonds present

in the surface [2]. Light is scattered by electrons in the material being excited by the

laser into a higher energy state and then re-emitting light upon returning to a lower

energy state. Most scattered light is of the same wavelength as the incident light (the

electron returns to the same energy state it initially had). A small fraction of electrons

instead return to a slightly lower or higher energy state, emitting light with a slightly

shifted wavelength in the process. This process is known as Raman scattering. Intensity

peaks in the spectrum of scattered light in units of Raman shift (cm−1) can illuminate

specific chemical bonds in the material.

Of primary interest for CNTs and other carbon materials are the G peak at ~1580

cm−1 indicating graphitic sp2 carbon (graphite, graphene, or CNT lattice) and the D

peak at ~1290 cm−1 for a 785 nm incident laser (More commonly referred to as ~1350

cm−1 for a 532 nm laser). The ratio of the intensities of the G and D peaks, here referred

to as G/D, indicates the quality of a CNT, or CNT assembly. A lower value indicates

lattice defects within the CNT or the presence of non-sp2 carbon elsewhere in the sample

(e.g., an amorphous carbon coating on the outside of CNTs) [3, 4, 5]. SWCNTs also

exhibit radial breathing mode peaks in the <500 cm−1 range which correspond to the

radial vibration mode of the CNT. The following empirical relationship is used to relate

SWCNT diameter to RBM peak position:

ω = 227
d

(
1 + C d2

)1/2
(6.1)
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where ω is the RBM frequency in cm−1, d is the SWCNT diameter in nm, and C is an

environmental effect factor of approximately 0.05–0.07 [6]. The presence of RBM peaks

is a strong indicator of SWCNTs, as opposed to MWCNTs or other carbon allotropes.

The Raman shift of the RBM peaks can be used to infer the CNT diameter as well

as chirality, however the strength or presence of the RBM single from a given CNT is

dependant on the bandgap of the CNT being similar to the laser energy. Thus, a specific

laser wavelength will only excite a fraction of potential CNT chiralities, thus multiple

wavelengths are needed to fully characterize a sample via RBM peaks [7].

As-deposited samples were characterized via Raman spectroscopy (Renishaw Invia

Reflex Raman Confocal Microscope) in the ASEF-OTC Lab in the Materials Research

laboratory (MRL). Unless otherwise indicated, a 785 nm, 100 mW laser source is used

with the following settings: "extended scan" from 125 to 3000 cm−1, 1200 l/mm grating,

six scans of 3 s duration at 0.05% laser power, using a 50x objective lens. Given the high

quality of the CNT samples, the relevant peaks are sufficiently strong that no background

subtract is needed. It was found that the signal is also significantly enhanced by the

use of the sintered silver filter as compared to PTFE and cellulose-based filters. The

overall strength of the Raman signal appears to scale with the thickness or density of

the deposit, which is not spatially uniform as seen in Figure 6.5(c). The signal strength

appears to saturate when the deposit is sufficiently thick to look "very black" to the

eye. To account for this variability of thickness, and the potential spatial variability

of CNT quality, 3–5 measurements were taken present the darkest regions of the filter.

Raw Raman spectra are automatically processed to determine the G and D peak heights

based on the peak-to-trough distance.
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SEM and EDS

Scanning Electron Microscope Energy Dispersive Spectroscopy (SEM-EDS; Zeiss Gemini

450, Oxford Instruments Ultim Max) was used to characterize the ratio of iron to carbon

in samples and confirm the absence of other elemental impurities. For each sample, 3–5

EDS maps are taken at 500KX magnification using 15.00 KV EHT and a current of 1

nA, and the average elemental composition is reported. The map area is approximately

3 µm2. As both the deposit thickness and SEM-EDS analysis depth are of the order

1–10 µm, the raw measured composition typically contains 5–10 at% silver, which is

attributed to the filter material and removed from the analysis. A few percent oxygen

is also typically observed. While it is hypothesized that this may indicate iron oxide

(as any exposed nanoscale iron would rapidly oxidize once removed form the FC-CVD

system into ambient air [8]), the signal magnitude does not always correlate with the

iron signal. As oxygen is difficult to measure accurately via SEM-EDS, this signal was

not analyzed [9]. Having removed the silver and oxygen signals, and not observing any

other elemental signals, the atomic percent of iron and carbon are scaled to total 100.

The average and standard deviation of the atomic percent iron is reported based on the

average of the 3–5 map averages.

The sensitivity of SEM/EDS is not as high as other methods such as TGA and EDX,

and thus may give a false negative when iron is less than 0.1 at%, and in general may

have a greater degree of noise and error in the range of ~1 at% [10]. For the purposes of

this work, where measured iron atomic percent range from <1 up to 20 or higher, this

is still a sufficiently informative technique, with a strong signal for process tuning and

control over most of this range. Yet, as the process continues to improve and SEM/EDS

indicates a consistent <2 at% Fe signal, more precise characterization will be needed.
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6.3 Studies of CNT growth

6.3.1 Injector position and temperature

Our understanding of CNT nucleation suggests that there is an optimal window of tem-

perature based on the carbon precursor and catalyst particle properties. As the temper-

ature profile generally increases from the furnace inlet into the interior, this temperature

window is also a spatial window. Further, based on the flow velocity of gas into the fur-

nace, and the choice of some reference point in the gas delivery system, this window can

be described by the range of gas residence times it encompasses. This thermal, spatial,

or temporal window is referred to as the CNT nucleation zone. It is apparent that a

central challenge associated with the use of externally-synthesized catalyst particles is

the delivery of the particles to the CNT nucleation zone.

In a traditional FC-CVD system where catalyst particles are generated in situ by

the thermal decomposition of ferrocene, there are two distinct approaches to creating a

CNT nucleation window. The first generally favors lower temperatures (< 1000 °C) and

creates a nucleation window in the inlet of the furnace. The temperature of the catalyst

precursor decomposition defines the beginning of the CNT nucleation zone with respect

to temperature. The temporal duration of the CNT nucleation window is limited by

the continued growth and aggregation of these particles, becoming too large for CNT

nucleation after a certain period of time. A second set of boundaries is enforced by the

carbon precursor. The temperature must be sufficiently high for carbon species to react

catalytically with the catalyst particle, but not so high that pyrolysis and soot formation

occurs. In practice a range of carbon precursors can be used. More reactive species such

as acetylene are available at lower temperatures and thus begin to nucleate CNTs as

soon as catalyst particles form, biasing towards small diameter SWCNTs. However, the
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maximum temperature of the system must be low enough to limit pyrolysis. On the

other hand, more stable carbon species like methane are not available until much higher

temperatures (and indeed, it has been shown that it is often the thermal decomposition

products, not the stable carbon species itself, which are the actual precursor species

[11]), at which time catalyst particles are larger, biasing towards MWCNTs. The second

approach uses a high furnace temperature (1000–1300 °C) to create a nucleation window

in the second half of the furnace as gases are cooling. Here, the temperature is sufficiently

high to fully evaporate the iron input in the middle zone of the furnace. As the gas flows

through the second half of the system it begins to cool, driving iron particle condensation

[12].

Even in a traditional FC-CVD system, there is a great deal of control in trying to

maximize the CNT nucleation zone by spatially aligning the optimal windows for the

catalyst particle and carbon precursor. A common technique is the use of an actively

cooled injector to release either the carbon precursor, catalyst precursor, or both, at

a location inside the furnace [12, 13]. This allows the particles to form at a higher

temperature than otherwise and in doing so removes the opportunity for the catalyst

particle and carbon to interact at low temperatures where non-CNT solid carbon would

be formed. Lee et al. [13] show a large increase in productivity and quality through the

use of a deep injector.

Alternatively, the selection of precursor chemistry can also be used to shift the CNT

nucleation windows. Moisala et al. [14] compare the use of iron pentacarbonyl and

ferrocene as the iron precursor and found that the more thermally stable ferrocene de-

layed the formation of particles until deeper in the furnace, analogous to the previously

discussed injector, and thus resulted in more and smaller catalyst particles and a higher

production rate of SWCNTs. The analogous use of a higher reactivity carbon precursor

to shift is less advantageous as it will also impact the later stages of CNT growth. How-
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ever, one potential avenue is the use of multiple carbon precursors of different reactivity,

as is done by the eDIPS process [15]. Tailoring of both carbon precursors has been

shown to have a forcing effect on CNT diameter and wall number, and this process is

used commercially by Meijo Nano Carbon Co.,Ltd.

By using ex-situ generated catalyst particles, the challenge is to ensure the mixing

of the catalyst aerosol and the carbon precursor occurs within the optimal temperature

range for the carbon precursor. The optimal temperature is in some respect determined

by the choice of carbon precursor, and the location of that temperature determined

by the temperature set point and the specific temperature profile of the reactor. The

injector tube is positioned such that its outlet is within this window. However, the actual

location of this window is not known precisely, and the process is made more complex by

a non-uniform flow field, radial temperature variations, and non-instantaneous mixing

of the injector and furnace flows.

Additionally, the ex situ catalyst particles still aggregate, thus the residence time of

the aerosol within the injector must be considered in order to ensure the appropriate

particle size distribution at the point of mixing. Without the ability to characterize the

performance of the microplasma reactor at elevated temperature, it is desirable to keep

it at as close to ambient temperature as possible. Thus, the deeper the injector position,

the longer the injector residence time, and the greater catalyst aggregation occurs.

Given the complexity of these trade-offs, the relationships between injector position,

injector length (thus, plasma position), and furnace set point temperature have been in-

vestigated in multiple experiments at several points in the FC-CVD system development

process. The majority of these experiments use ethylene (C2H4) and a total hydrogen

molar fraction of 30–50%.
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Temperature-position overview

To begin to understand these relationships, an experiment (Samples P96-P116) was

performed to look at a matrix of conditions at five different set point temperatures

(700, 750, 800, 850, 900 °C) and five injector positions (-50, -100, -150, -200, -250 mm).

The plasma was maintained at a position of at minimum 50 mm outside the furnace to

prevent any stray influence of temperature upon the plasma operation. This necessitated

an injector length of 200–300 mm. These experiments used a previous iteration of the

microplasma reactor which uses a stainless steel tube and fittings to serve the same role

as the quartz microplasma housing. The following recipe was used in all cases: inner

flow of 1025 sccm helium, 25 sccm helium with ferrocene vapor; sheath flow of 100 sccm

nitrogen; injector flow of 1100 sccm hydrogen; furnace flow of 120 sccm hydrogen and

30 sccm ethylene. A 47 mm I.D. process tube was used. Samples were collected for 15

minutes on polycarbonate membrane filters.

Figure 6.6 shows Raman characterization for these samples. In general, a higher

furnace temperature (900 °C) and shorter injector (-50 mm) appear to give the best con-

ditions. All experiments at -50, -100, -150 mm show RBMs, as do the lower-temperature

experiments at -200 mm, confirming SWCNTs are present. Based on the relatively high

RBM and G intensities at -50 mm injector position, it appears that, under these condi-

tions, mixing of ethylene and catalyst particles at low temperature in the furnace inlet

does not inhibit CNT nucleation. Following this, it reasons that the strong temperature

dependence may be predominately due to the effect of temperature on CNT growth in

the interior of the system, rather than CNT nucleation at the inlet. Finally, the overall

small amount of material deposited (as evidenced by low RBM, G, and D intensities)

at the deepest injector positions is interesting, especially because it appears mostly in-

variant to the set point temperature. One hypothesis could be the evaporation of the
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catalyst particles within the injector, with the low G and D intensities indicating the

formation of partially-graphitic soot via thermal decomposition. A second hypothesis is

that this is due to the excessive thermal pretreatment of the ethylene before mixing. The

deep injector increasing the time at which ethylene is at elevated temperature and po-

tentially thermally decomposing. If this decomposition lead to soot, one would expect it

to occur independent of the injector position or presence of catalyst particles. Instead, it

may lead to the excess formation of more reactive decomposition products which rapidly

coat the catalyst particles in a partially-graphitic cap – preventing CNT nucleation but

still producing a small amount of carbonaceous product. While the injector length of

200–300 mm provides a long residence time for particle aggregation, this does not appear

to have been a significant influence in this case, likely due to the relatively low aerosol

concentration (due to both a low ferrocene input and lower yield of this microplasma

reactor).

High temperature-position studies

900 °C and -50 mm is the optimal condition from within the range of furnace temperature

and injector position investigated previously. Given the positive trend with temperature,

additional experiments were conducted up to 1100 °C, the maximum temperature of the

furnace, with the intention of finding an optimal value. Because the spatial resolution of

the previous set of experiments was low, a more fine-grained study of injector position

was also conducted. Additionally, if the mechanistic understanding of injector position

is as a proxy for the temperature at the injector tip. then changes to the furnace

temperature will result in a re-scaling of the temperature profile of the inlet and shift

the position of this optimal temperature.

Figure 6.7 shows the results of a fine grained study of injector position from -20 to

-50 mm at 950 °C (Samples P286–290) and 1000 °C (Samples P291–294 and P297). The
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Figure 6.6: Raman characterization of samples P96-P116 showing the influence of injec-
tor position and furnace temperature. Legend values specify the injector position.
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Raman G/D ratio and Fe at% indicate the best performance in the range -20 to -40 mm

at 1000 °C. The lack of sensitivity to injector position within the range indicates a low

sensitivity to the temperature at the injector tip, thus the difference in performance of

the 950 °C cases and the 1000 °C cases likely indicates an improvement in CNT growth

rather than nucleation. Production rate and Fe at% are expected to scale inversely with

a fixed ferrocene input, as both a higher production rate and lower Fe at% indicate a

greater amount of solid carbon product. The negative production rate for 950 °C at

-20 mm indicates a negative change in mass between the initial and post-growth filters,

potentially attributable to a small piece of filter material breaking off during handling.

Unlike the previous set of experiments in which the injector length was very long, an

injector length of only 20 mm was used here. The benefits of such a short injector

are two-fold. First, the residence time within the injector is reduced, reducing catalyst

aggregation. Second, a relatively smaller injector flow rate is needed to suppress eddy

formation in the injector. However, the sharp drop in performance at the -50 mm injector

position is attributed to an increase in the temperature of the microplasma housing. The

mechanism for this has not yet been determined. The lack of Fe at% data for the 1000

°C -50 mm case is because the production rate was so low that a sufficiently thick deposit

for SEM/EDS could not be found.

Concluding that an injector position of -30 mm was optimal under these conditions,

and that, so long as the plasma housing does not overheat, the system is relative insen-

sitive to changes in the injector position, a follow up study was conducted to investigate

temperatures up to 1100 °C. Figure 6.8 shows characterization for the two previous ex-

periments, P287 and P294, at -30 mm, as well as P321–323 at increasing temperatures.

Additionally, the latter set used a higher flow rate of ferrocene. A full description of

growth conditions can be found in Table 6.4.1.

At 1000 °C, both ferrocene levels result in similar production rate, while the high
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Figure 6.7: Characterization of samples P286–298 showing the influence of injector po-
sition at 950 and 1000 °C surface set points. A negative injector position is deeper into
the furnace. At each temperature, the experiment was run from -20 to -50 mm positions,
with a second sample taken at -20 mm at the end (the unconnected points).
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Figure 6.8: Characterization of samples P287, P294, P321–323 showing the influence of
furnace set point temperature at an injector position of -30 mm.
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ferrocene case has approximately twice the Fe at%, indicating that the conversion of

carbon and iron is roughly constant in both cases. Experiments in Chapter 5 show

that, all else being equal, increasing the ferrocene concentration does increase the total

aerosol production, but mainly by producing more particles on the larger side of the

size distribution, while the concentration of small particles remains roughly constant. If

iron particles at the lower end of the particle size distribution are primarily responsible

for CNT nucleation, this could explain why both cases produce approximately the same

CNT product despite the high ferrocene case having significantly more catalyst particles.

The cause of the increase in Raman G/D ratio for the high ferrocene cases is less obvious.

The most apparent trade-off in the temperature range of 1000 °C to 1100 °C is between

the production rate, slightly higher at 1000 °C, and the Fe at%, lowest at 1100 °C. The

Raman G/D ratio is relatively constant.

A low Fe at% does not necessarily indicate a greater fraction of CNTs, as other forms

of carbon will also contribute to the total amount of carbon. At higher temperature the

barrier to non-catalytic carbon formation from the thermal decomposition of ethylene

decreases. This should result in an increase in the production rate (potentially offset by

changes to the CNT growth rate), decrease in Fe at%, and decrease in Raman G/D. The

uniformity of the production rate and Raman G/D ratio indicate that this is not the

mechanism behind the low Fe at% at 1100 °C. Alternatively, if the amount and quality

of carbon is unchanged, is that the high temperature increases the evaporation rate of

iron in the furnace. As the gases cool upon exiting the furnace, this iron vapor will

condense onto any available surface, thus having a net effect of driving iron out of the

CNT aerosol and onto the reactor walls and other surfaces.
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Deep injector study

While the previous two studies found optimal injector positions of -50 and -30 mm,

respectively, neither fully investigates this parameter space: the earlier study was only

at low temperatures and the second study is hypothesized to be limited by the effect of

temperature on the microplasma itself. Additionally, the accumulation of small changes

to the reactor design and baseline recipe since the initial experiments may have caused

the optimal position to shift, or changed the limiting relationship as other problems were

addressed.

Thus, a third study was conducted, at high temperature and with the injector length

and position adjusted in concert to keep the absolute position of the plasma housing fixed

and isolate the effect of the inject position. Yet, of course, with the new confounding

factor of a changing residence time in the injector potentially changing the aerosol size

distribution. Figure 6.9 shows characterization for Samples P427-441, all at 1000 °C

and the plasma housing at -15 mm. Ferrocene flow rates of 37.5, 75, and 150 sccm were

used to assess if the variable injector length used in this study has a discernible effect

on the final mean particle size at the injector tip due to changing the residence time

for aggregation. Unexpectedly, the ferrocene concentration appears to be the strongest

influence, while the injector position, in the range -25 to -80 mm, has only a minor effect.

Notably, all five of the experiments with 37.5 sccm ferrocene have a low G/D ratio, low

Fe at%, and low production rate. Comparing SEM images of the three ferrocene flow

rates at an injector position of -80 mm (visually representative of the samples from other

injector positions) in Figure 6.10, the 37.5 sccm case has an entirely different morphology

than that with greater ferrocene. Instead of the typical long clean CNTs interspersed

with clusters of carbon and catalyst particles, the entire sample is small fractal-like tufts

with rare longer CNTs. The very low Fe at% indicates that this material is not the same
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Figure 6.9: Characterization for Samples P427-441 showing CNT growth for injector
positions -25 to -80 mm and ferrocene flow rate of 37.5, 75, and 150 sccm. All cases are
at 1000 °C and the plasma housing at -15 mm, with injector positions.
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as the iron-carbon decoration on the CNTs in other cases.

The presence of a small-diameter Raman RBM peak in Figure 6.11 and 6.12 confirms

a small amount of SWCNTs are formed under this condition. The Raman RBM spectra

in Figure 6.11 and 6.12 are normalized to the G peak intensity. Despite the 37.5 sccm

ferrocene cases having very low G peak intensity (as indicated by the G/D ratios in

Figure 6.10), the ratio of the RBM to G peaks is relatively consistent with the other

samples, indicating that in all cases that SWCNTs comprise roughly the same fraction

of the total graphitic carbon. Thus, the fractal-like tufts of carbon are likely amorphous

or highly disordered. All samples show a strong set of peaks in the 200–250 cm−1 range

(~0.93–1.17 nm diameter) while only the 75 and 150 sccm ferrocene cases show RBM

peaks in the 125–175 cm−1 range, indicating larger CNTs with diameter ~1.35–1.98 nm.

At each injector position, the intensity of these peaks is highest for the 150 sccm ferrocene

case, indicating an upward shift in the diameter distribution of the CNTs as would be

expected for a larger catalyst particle size distribution. It is possible that the catalyst

particle size distribution in the 37.5 sccm ferrocene cases, even with the long injector

length, are mostly below ~1 nm and too small for CNT nucleation, instead forming the

observed short defective carbon structures. Figure 6.12 shows the same Raman RBM

spectra overlaid by ferrocene flow rate in order to visualize the effect of the injector

length and position within each group. While it is expected that the mean catalyst

particle size will increase with injector length, due to increased aggregation, the effect

of this on the CNT diameter distribution, as indicated by Raman RBM intensities, is

insignificant. This effect should be most pronounced in the 150 sccm ferrocene cases

as the particle aggregation rate in the injector scales with the square of concentration.

Indeed, the small spread of RBM intensity in the 125–175 cm−1 range does indicate a

slight shift to larger diameter at longer injector lengths.
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Figure 6.10: SEM images of deposits made at -80 mm injector position and three levels
of ferrocene concentration.

Figure 6.11: RBM portion of the Raman spectra of the three ferrocene flow rate cases
overlaid at each injector position. Each spectra has been normalized to its respective
G peak intensity. While all show a strong set of peaks in the 200–250 cm−1 range
(~0.93–1.17 nm diameter), only the 75 and 150 sccm ferrocene cases show RBM peaks
in the 125–175 cm−1 range, indicating larger CNTs with diameter ~1.35–1.98 nm. The
intensity of these peaks is highest for the 150 sccm ferrocene case, indicating an upward
shift in the diameter distribution of the CNTs as would be expected for a larger catalyst
particle size distribution.
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Figure 6.12: RBM portion of the Raman spectra of the five injector position cases
overlaid for each ferrocene flow rate. Each spectra has been normalized to its respective
G peak intensity. While it is expected that the mean catalyst particle size will increase
with injector length, due to increased aggregation, the effect of this on the CNT diameter
distribution, as indicated by Raman RBM intensities, is insignificant.
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6.3.2 Flow rates and fields

Chapter 5 contains a pair of studies which use CFD modeling to understand the influence

of gas flow rates and composition on aerosol formation within the microplasma housing

and the transfer tube. In the context of (here), two conclusions are recalled. First,

when a gas jet enters a low velocity coaxial stream within a circular channel, the relative

density and velocity of the two streams will determine the flow field. If the velocity

or density of the outer gas stream is too small relative to the gas jet, a toroidal eddy

will form within the channel. This results in a skewed residence time distribution as

some of the gas is trapped and recirculated in the eddy. Second, the low diffusivity of

nanoparticles relative to gas molecules limits their mixing between the two streams. In

the case of the microplasma jet and the transfer tube or injector, the aerosol jet will

remain cohesive and concentrated even as the carrier gas diffuses into the surrounding

gas. With this in mind, a series of CFD simulations and experiments were conducted

to understand the flow field in the FC-CVD system inlet and the role of flow fields on

CNT synthesis.

Flow within the injector

The analysis in Chapter 5, specifically Figure 5.9 show the potential for eddy formation

within the injector. Both cases considered used an injector length of 100 mm, a total

plasma flow of 900 sccm, and an injector flow of 2600 sccm. it was found that the

use of a more dense injector flow, argon instead of helium, was about to suppress eddy

formation. intuitively, increasing the flow rate of the injector gas will have the same

effect. Alternatively, shortening the injector can reduce the required flow to prevent the

formation of an eddy within the injector by simply ending the injector before the flow

field has developed sufficiently.
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Figure 6.13: Characterization of Samples P369–373 and P375 showing the influence of
injector flow rate of CNT production. Not shown, the 780 sccm case has a production
rate of 2000 µg/hr.
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However, if an eddy is formed it will necessarily be near the tip of the injector, and

thus may allow the back-flow and recirculation of furnace gases within the injector. As

Figure 5.9 shows, the flow of the aerosol jet in the center of the injector is not affected by

the presence of an eddy within the injector, thus it is not apparent what, if any, effect an

eddy at the injector tip may cause. The effect of injector flow rate with a short, 10 mm

injector length was investigated to determine what flow structures develop and if any

effect on CNT growth is ascertainable. Figure 6.13 shows characterization of Samples

P369–373 and P375, conducted with a total plasma flow of 900 sccm and injector flow of

780–1530 sccm. The injector flow is 25% nitrogen and 75% hydrogen. The production

rate for the 780 sccm case is 2000 µg/hr, out of scale for the plot. Strong trends in

Raman G/D ratio and production rate, with small variations of Fe at% clearly indicate

an increase in non-CNT solid carbon production at low injector flow rates. This trend

is corroborated by the decreasing Fe at% from 1080 to 780 sccm. If these effects were

attributable to a change in particle size distribution due to changing injector residence

time, they would be expected to be more monotonic, rather than sharply changing at

930 and 780 sccm.

Instead, it is hypothesized that the increase in solid carbon formation is due to

thermal decomposition of ethylene that is slowed down or trapped by the flow field near

the injector tip. Figure 6.14 shows simulated velocity and ethylene molar concentration

maps for the microplasma housing, injector, and furnace inlet corresponding to the

conditions for Samples P369–373 and P375. Stagnant flow being to develop just inside

the injector tip at 1080 sccm, with negative flow occurring at 930 sccm and even moreso

at 780 sccm. Plots of ethylene molar concentration (equal to 0.017 in the incoming

furnace flow) show the back diffusion of ethylene into the injector, exacerbated by the

low or negative flow velocity at lower injector flow rates.
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Figure 6.14: CFD simulations of the microplasma housing, injector, and furnace entry
for injector flows of 780–1530 sccm, corresponding to Samples P369–373 and P375. X
flow velocity is left to right, with negative value indicating back flow. Stagnant flow
being to develop just inside the injector tip at 1080 sccm, with negative flow occurring
at 930 sccm and even moreso at 780 sccm. Plots of ethylene molar concentration (equal
to 0.017 in the incoming furnace flow) show the back diffusion of ethylene into the
injector, exacerbated by the low or negative flow velocity at lower injector flow rates.

221



Zero-length injector

Having identified the formation of an eddy within the injector, and the back flow of ethy-

lene within it, as the source of non-CNT carbon under those conditions, there appears

to be a direct relationship between the injector flow rate and the product quality. To get

around this limitation, the flow geometry must be changed such that eddy formation is

discouraged regardless of the flow velocities. One way to do this is by taking the injector

length trend to the extreme: an injector with zero length, i.e., placing the tip of the

microplasma housing flush with the injector tip, will have no room for eddy formation

within the injector.

In order to assess the viability of this approach, a relatively shallow injector position

of -25 mm was selected, and a sweep of injector flow rates was explored for injector

lengths of 0, 10, and 20 mm. It was previously determined that the microplasma reactor

will operate normally at an absolute position of -25 mm, thus the microplasma operation

at all three positions should be uniform, with any variability due to the flow fields.

Figure 6.15 shows characterization of product synthesized over a range of injector

flow rate for injector length of 0, 10, and 20 mm. The results for 10 and 20 mm injector

length are remarkable similar and exhibit the same trend with injector flow rate as

observed in Figure 6.13. However, all flow rate cases with the 0 mm injector show

poor or no CNT synthesis. At high injector flow rates, where the 10 and 20 mm cases

produced CNTs, the production rate and Raman G/D indicate no CNT growth. At the

lowest injector flow, 780 sccm, the higher production rate indicates increased non-CNT

carbon production.

CFD simulations of the 0 mm injector length cases shown in Figure 6.16 confirm

that the change in geometry prevents the formation of major eddies within the injector.

Indeed, the flow field appears uniformly positive even at the lowest injector flow rate of
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Figure 6.15: Characterization of Samples P399-410, parameter sweeps of injector flow
rate at injector length of 0, 10, and 20 mm.
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Figure 6.16: CFD simulations of the microplasma housing, injector, and furnace entry
for injector flows of 780–1530 sccm, corresponding to Samples P369–373 and P375. X
flow velocity is left to right, with negative value indicating back flow. Stagnant flow
being to develop just inside the injector tip at 1080 sccm, with negative flow occurring
at 930 sccm and even moreso at 780 sccm. Plots of ethylene molar concentration (equal
to 0.017 in the incoming furnace flow) show the back diffusion of ethylene into the
injector, exacerbated by the low or negative flow velocity at lower injector flow rates.
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780 sccm. Thus, it appears that the high non-CNT carbon production at 780 sccm can

not be attributed to ethylene decomposition in regions of slow or reversed flow.

Across all injector flow rates, the main distinction between the 0mm and 10 mm

injector length cases can be seen in the ethylene concentration fields. At 0 mm injector

length, the back diffusion of ethylene is sufficient to reach the microplasma housing.

While the quartz housing itself is not reactive surface, the immediate availability of

carbon to particles upon emerging from the microplasma housing may be the controlling

factor. At 1130 and 1380 sccm the sample characterization is similar to that observed

with low ferrocene input and a long injector in Section 6.3.1.

In both cases the catalyst particles are relatively small, either due to a short growth

period in the 0 mm injector length case or due to a low aggregation rate in the low fer-

rocene concentration case, when they begin to mix with ethylene. These small particles

or atomic clusters may still be catalytically active with respect to decomposing ethylene,

but not of the right size to template CNT growth, resulting in the small production rate

of disordered carbon observed. This mechanism does not fully explain the distinct re-

sult of the 780 sccm case, and a more detailed experimental study is warranted to better

understand the abrupt onset of this non-CNT carbon production at low injector flow

rate.

Furnace flow field

The same influence of eddy formation and its effect on the residence time distribution

was investigated for the furnace tube. Analogous to the formation of an eddy within the

injector if the injector flow is insufficient compared to the plasma flow, an eddy will form

in the furnace tube if the furnace flow is insufficient compared to the total injector flow.

The relationship between this eddy formation and the CNT product was investigated by

setting a high injector flow rate, 2028 sccm, to ensure optimal flow out of the injector,
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Figure 6.17: Characterization of Samples P414-419 showing the influence of furnace flow
rate on CNT growth. A high injector flow, 2028 sccm, was used to ensure an optimal
fow field at the injector outlet.
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and then varying the furnace flow over 1007-2950 sccm. In all cases the flow rate of

ethylene (in the furnace flow) was fixed at 50 sccm, and the bulk of the flow a 61:39 mix

of argon and hydrogen. The total flow ranged from 3935 sccm for the 1007 sccm furnace

flow case to 5878 sccm for the 2950 sccm furnace flow case.

Figure 6.17 shows a trend of decreasing Raman G/D ratio and increasing production

rate with reduced furnace flow. These trends are attributed to the flow field in the

furnace which transitions from uniformly positive at 2950 sccm furnace flow (Figure

6.17(a)) to having a large eddy at 1007 sccm furnace flow (Figure 6.17(c)). The gradual

onset of the eddy and the continual nature of the CNT characterization trends indicate

that the Raman G/D and production rate are influenced by the changing residence time

distribution in general. In other words, the change in performance is due to a portion of

the furnace flow remaining in the furnace for a significantly longer residence time than

average, not whether that gas at some point had a negative x velocity. This increased

residence time may allow for increased thermal decomposition of ethylene, producing

non-CNT carbon which both increases the production rate and reduced the Raman

G/D ratio by increasing the D peak intensity. The small change in the average residence

time due to the change in total flow rate may also effect CNT growth. The characteristic

velocity of the 1007 sccm furnace flow case (total flow of 3935 sccm) at 1000 °C is 0.3

m/s, while that of the 2950 sccm furnace flow case (total flow of 5878 sccm) is 0.43 m/s.

For a heated length of 60 cm, this indicates a characteristic residence time of 2.0 to 1.4

s, and the increase in production rate at lower flow rate may also be a result of a longer

time for CNT growth. Assuming this is proportional, it only accounts for ~60% of the

increase in production rate.
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Figure 6.18: CFD simulations of the microplasma housing, injector, and furnace entry
for furnace flows of 1007–29500 sccm. X flow velocity is left to right, with negative value
indicating back flow.
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Plasma flow rate

Having now understood the importance of matching the magnitude of the difference gas

flows in order to control the flow field, the question of the plasma flow rate is investigated.

A series of growth recipes (Cases 126–132 in Table 6.4.1) were developed based off of

the high furnace flow recipe in Section 6.3.2 where no eddies are present in the injector

or furnace. The total plasma flow (inner flow and sheath flow) was increased and then

CFD was used to increase the injector and furnace flows until the no-eddy condition was

re-established. In these experiments, the total plasma flow ranges from the typical 900

sccm up to 1800 sccm. The total flow ranges from 5125 to 7550 sccm, While the reduced

furnace residence time at the higher flow rate conditions is expected to effect CNT

growth, it is expected that the dominant impact results from changes to the catalyst

size distribution due to changes in the plasma and injector residence time.

To qualitatively understand the effect of these flow rates on the catalyst size distri-

bution, direct aerosol measurements were made using the SMPS and associated method-

ology described in Chapter 5. Because of limitations in the SMPS measurement system,

an injector length of 70 mm is used, along with lower ferrocene flow rates of 15 and 30

sccm. Figure 6.19 shows the mean particle size and concentration for these experiments.

When normalized to the total injector flow rate, the influence of plasma flow rate and

ferrocene concentration collapse roughly onto the same curve, highlighting a trade-off

between decreasing concentration while decreasing particle size. However, when consid-

ering the actual ferrocene concentration (ferrocene flow rate divided by the total plasma

flow rate), it appears that increasing the total flow rate at a field ferrocene concentra-

tion can shift the curve to the left, maintaining concentration while reducing particle

size. For example, the ferrocene concentration is the same for the case with 900 sccm

total plasma and 15 sccm ferrocene and the case with 1800 sccm total plasma and 30
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Figure 6.19: Direct aerosol mean diameter and concentration measurements for condi-
tions analogous to the high plasma flow rate experiments.
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sccm ferrocene (open red point and filled brown point, respectively, in Figure 6.19(a)).

Both cases have a concentration of ~7×109 #/cm3, yet the high flow case has mean

diameter of 3.05 nm, compared to 3.29 nm for the low flow case. Given the ~1 nm

diameter of CNTs produced in this system, it is likely that the smaller particles have

greater CNT nucleation efficiency. When comparing the total particle production in

Figure 6.19(b), two distinct trends are seem for the 15 and 30 sccm ferrocene cases. At

30 sccm ferrocene, the total particle flux at the end of the injector gradually increases

with increasing plasma flow rate, as would be expected due to the reduced residence

for aggregation. However, at 15 sccm ferrocene, the total particle flux decreases (along

with particle diameter) with increasing plasma flow rate. A similar divergence of trends

at high and low ferrocene concentrations was noted in Section 5.3.3 when the injector

(transfer tube) length was changed. Both the total flow rate in this case, and the injector

length in the previous case, control the residence time. See Section 5.3.3 for a discussion

of potential mechanisms.

For CNT synthesis experiments at these plasma flow rates, a more typical 10 mm

injector length is used. A baseline ferrocene flow rate of 150 sccm is used, as was

done for some previous experiments with 900 sccm total plasma flow. At higher total

plasma flow rates, one experiment was done at 150 sccm to maintain a constant ferrocene

flux (but decreasing concentration in the plasma) and a second with proportionally

higher ferrocene flow rate to maintain the concentration in the plasma. Figure 6.20

shows the characterization for these samples. Notably, the Raman G/D ratio is nearly

constant across all conditions, ranging from 79 to 83. This uniformity further supports

the conclusion in previous sections that the production of non-CNT carbon in eddies

or stagnant flow regions is the primary factor effecting the Raman G/D ratio. This

conclusion also implies that the source of the D band intensity is not defects within

CNTs but carbon outside of them. The Fe at% is also relatively constant across flow
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Figure 6.20: Characterization of Samples P420–426 showing growth results for the high
plasma flow recipes. Injector and furnace flow rates increase in concert with the plasma
flow rate to qualitatively maintain the flow field.
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rates.

The production rate trend aligns with expectations based on the catalyst aerosol

measurements, showing it is roughly proportional to the production of catalyst particles.

The production rate doubles from 105 µg/hr in the 900 sccm total plasma flow case to

233 µg/hr at 1800 sccm total plasma flow with the same 150 sccm of ferrocene. The

production rate more than triples to 354 µg/hr when the ferrocene flow is increased to

maintain concentration. These gains remain when considering the product density, the

production rate normalized to the total plasma flow rate: from 343 µg/m3 to 514 and

781 µg/m3, respectively.

Finally, Figure 6.21 shows the Raman spectra in the RBM window for each case,

normalized by their respective G peak intensity. When the total plasma flow rate is

increased with a constant 150 sccm ferrocene flow rate (Figure 6.21(a)) the intensity of

large-diameter RBM peaks in the 125–175 cm−1 range decreases while the intensity of

small diameter peaks in the 200–250 cm−1 range increased. This indicates a shift to

smaller diameter CNTs. When the ferrocene flow rate is increased proportionally (150,

200, 250, 300 sccm for 900, 1200, 1500, 1800 sccm total plasma flows) there is some

variation but no similar trend in the latter case. Both of these trends in CNT diameter

mirror those seen for the mean particle diameter for the directly measured particles in

the analogous experiment in Figure 6.19.

6.3.3 Moisture

The presence of oxygen or moisture in the CVD atmosphere has been shown to strongly

effect CNT nucleation and growth [16, 17, 18]. First, substrate-based growth has shown

that the oxidation state of the iron catalyst is important for CNT nucleation, with an

important part of the substrate preparation being the reduction of the iron oxide thin
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Figure 6.21: RBM portion of the Raman spectra for different total plasma flow rates.
The left plot shows those with constant 150 sccm ferrocene flow rate. The right plot
shows those with proportionally increasing ferrocene flow rate (150, 200, 250, 300 sccm
for 900, 1200, 1500, 1800 sccm total plasma flows). In the former case, increasing the
total plasma flow reduces the intensity of large-diameter RBM peaks in the 125–175
cm−1 range, while increasing the intensity of small diameter peaks in the 200–250 cm−1

range. There is some variation but no similar trend in the latter case.
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Figure 6.22: TEM images of sample P43 from March 2022 indicating small diameter
SWCNTs as well as significant amorphous carbon and carbon-coated iron particles.

film during dewetting [16]. Thus, low moisture levels lead to increased CNT yields

by contributing to a reducing environment. Second, higher levels of moisture, 100-500

ppmv, have been shown to be beneficial during substrate-based CNT growth due to the

selective etching of amorphous carbon. This can increase the purity of the final product,

and can prolong catalyst lifetime by preventing the formation of a carbon cap on the

catalyst particle [19, 18, 16]. Unfortunately, relatively few studies of FC-CVD growth

report moisture levels or investigate the influence of moisture directly. However, there

have been numerous studies of oxygen-containing carbon precursors, primarily ethanol,

which are reported to result in clean CNTs with little amorphous carbon due to the

same oxygen etching mechanism [20, 21, 22].

Initial furnace moisture study

TEM analysis of samples circa March 2022 (P43) show significant number of iron par-

ticles which did not nucleate CNTs and instead are over coated in amorphous carbon
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(Figure 6.22). Thus, it was hypothesized that increasing the moisture in the furnace

might prevent the accumulation of this carbon and allow for a greater nucleation effi-

ciency. A study was conducted to add moisture to the system via the furnace flow, thus

also maintaining a reducing environment in the plasma and injector tube. Figure 6.23

shows Raman characterization for a set of 14 growths, P117-P130, at increasing moisture

levels. The same gas recipe as for the early injector position experiment (Section 6.3.1)

was used, with an injector position of -50 mm and furnace set point of 900 °C. The G/D

ratio suggests that the optimal growth conditions are below ~200 ppmv. There is suffi-

cient variability that it is not possible to discern if the addition of moisture below 200

ppmv results in any significant improvement. At higher moisture levels, the relatively

constant D peak intensity suggests that the amount of amorphous carbon is relatively

constant and unaffected by the etching mechanism that was predicted. Potentially, the

short residence time of the FC-CVD reactor (~1–10 s) relative to substrate-based growth

(~1–10 min) does not allow sufficient time for the reaction to progress.

Yet, the reduced G and RBM peak intensities indicate an adverse effect of increas-

ing moisture on CNT growth. At minimum, these results indicate that the system’s

performance should be robust to small changes in the internal moisture level that re-

sult from variable humidity in the lab, which has been shown to significantly influence

substrate-based growth in some cases [17].

Moisture study in all flows

An alternative explanation for the weak effect of furnace moisture is that carbon etching

will only increase the CNT nucleation efficiency if it occurs within the CNT nucleation

window. Further, that the etching effect of moisture is most effective if it is active at

the time of carbon deposition when the carbon atom may be less well bonded to the

particle, rather than once larger deposits have formed and potentially graphitized. It
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Figure 6.23: Characterization of samples P117-P130 showing the influence of moisture
added to the furnace flow. Moisture is added by bubbling helium through water at 20
°C. In the left column the abscissa is the flow rate of moist helium in sccm. The right
column abscissa is the measure moisture level at the system outlet.
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is also possible that the source of the carbon on these inactive catalyst particles is not

ethylene form the furnace flow, but carbon released from ferrocene in the microplasma

reactor. Taking these factors into account, it stands to reason that the activity of the

moisture may be higher if it is added early in the lifecycle of the catalyst particle. Thus,

a second moisture study was conducted in June 2023 (P355-368 and P376-398) to explore

the addition of moisture to all four gas flows. Full details of the growth conditions for

these experiments can be found in Table 6.4.1. Figure 6.24 shows Raman G/D ratio, Fe

at%, and production rate as a function of wet helium flow rate into the inner, sheath,

injector, and furnace flows.

Once again, and borne out with additional characterization, the performance of the

system is remarkably stable to changes in moisture level. For moisture additions be-

low 200 ppmv there appears to be a small increase in G/D ratio when added to the

injector and inner plasma flows, with no significant influence when added to the sheath

or furnace flows. However, low amounts of moisture addition via the sheath flow do

appear to increase the production rate, yet still within the range of baseline variability.

Mechanistically, it is expected that moisture would have the greatest effect when added

to the inner flow. The highest inner flow moisture level does have the lowest production

rate and highest Fe at%, both indicating a decrease in CNT growth. This can be visu-

ally confirmed via SEM in Figure 6.25. While both cases show bright particles, likely

including iron, decorating the CNTs, the baseline case shows a number of clean CNTs

while in the high moisture case the CNTs are thoroughly coated.

The highest level of moisture addition in these experiments was limited by the flow

rates available, and covers a range well beyond most successful CNT synthesis (when

reported, typically less than 100 ppmv). Further, given the lack of clear trends at the

higher moisture levels tested here, it appears unlikely that testing even higher moisture

addition would yield a practical improvement. Those experiments may still provide
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Figure 6.24: Characterization of samples P355-368 and P376-398 showing the influence
of moisture added to all four gas flows. Moisture is added by bubbling helium through
water at 20 °C. In the left column the abscissa is the flow rate of moist helium in sccm.
The right column abscissa is the measure moisture level at the system outlet.
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Figure 6.25: SEM images of sample P394, a baseline case with no moisture addition
(average moisture level of 60 ppmv), and P398 with 150 sccm wet helium via the inner
flow (average moisture level of 560 ppmv). P398 has a 50% lower mass production rate
and is visibly more covered in inactive catalyst and non-CNT carbon.

insight into the interaction of moisture and catalyst particles in each part of the FC-

CVD system. Rather, the weak influence found during these experiments is taken as

evidence that the etching power of moisture in this system is low relative to the conditions

driving particle overcoating. Part of this may be due to a weaker etching power in FC-

CVD as compared to substrate-based growth due to the shorter residence time. The

remainder must be due to conditions which more strongly drive the formation of non-

CNT carbon on catalyst particles. Fundamentally, it is this latter point which must

be better understood and addressed in order to increase CNT nucleation efficiency and

increase yield.
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6.3.4 Catalyst Composition

Initial carbon content

Having shown the ability to control the ratio of iron and carbon in the particles produced

via the microplasma reactor in Section 5.3.4, here the effect of this composition on CNT

synthesis is assessed. Two questions surround the use of these plasma parameters to

influence the iron-carbon ratio of the initial particles. First, does the amount of carbon

initially present in the particle influence CNT nucleation, or is it irrelevant considering

the high availability of carbon once in the CVD furnace Second, if a benefit exists, does

that outweigh any potentially negative effects of that plasma parameter on the particle

size distribution or total particle concentration? The results in Section 5.3.4 suggest that

using the high voltage polarity results in a trade-off between an aerosol with a smaller

mean diameter but higher carbon content or an aerosol with larger mean diameter and

lower carbon content. Additionally, using hydrogen in the inner or sheath flow presents

a trade-off between a higher aerosol concentration but high carbon content or a lower

aerosol concentration and lower carbon content.

Based on the results of the particle composition study, five recipes were developed

to explore combinations of hydrogen addition in the inner flow, hydrogen addition in

the sheath flow, and plasma high voltage polarity. In all cases hydrogen is added to the

injector flow. Figure 6.26 shows characterization of CNT samples (P280–284) made at

these conditions. These experiments were among the first conducted on the updated FC-

CVD system in May 2023 and thus precede many of the process improvements detailed

in this Chapter which explains the relatively poor characterization compared to other

results presented here – The negative production rate for "No H2, -HV" and "Inner H2,

+HV" indicate a negative change in mass between the initial and post-growth filters,

potentially attributable to a small piece of filter material breaking off during handling,

241



Figure 6.26: Characterization of samples P280-P284 synthesized with varying hydrogen
flow to the plasma and high voltage polarity.
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but should be interpreted as negligible production rates. Accounting for this, variations

in production rate across the five cases are significant, with only the "No H2, +HV" and

"Sheath H2, +HV" cases showing non-negligible production rates.

In Section 5.3.4 the iron mass fraction of particles in these two cases was found to

be 0.47 and 0.56, respectively. The "No H2, -HV" case was found to have a similar iron

mass fraction as the "Sheath H2, +HV" case at 0.59. The other two cases tested here

did not correspond to cases in Section 5.3.4

The fact that two cases with relatively different iron mass fractions (0.59 was the

highest, and 0.47 the second-lowest, reported in Section 5.3.4) have the highest pro-

duction rates, while two cases with relatively similar iron mass fraction have relatively

different production rates, indicates that the initial iron-carbon ratio of catalyst particles

is not a primary control on CNT growth within this range. It thus appears more likely

that the main effect on plasma high voltage polarity and hydrogen addition on CNT

growth is through the effect of these parameters on the aerosol size distribution and

concentration. Indeed, of these three cases where previous aerosol measurements were

taken, their production rates correlate well to changes in the total aerosol concentration.

It is also possible that the conditions within the injector contribute to reducing the par-

ticle iron content, as the addition of hydrogen to the transfer tube was found to have

a slight effect in Section 5.3.4 (and may be stronger due to the elevated temperature).

Thus, it may still be true that the carbon content of the catalyst particles is important

for CNT nucleation, yet the iron-carbon ratio of particles at this point in the reactor

may be somewhat decoupled from the iron-carbon ratio of particles at the microplasma

reactor outlet.
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6.3.5 Summary of CNT synthesis progress

The insights from these studies were applied throughout the process of designing and

constructing the FC-CVD reactor and developing the gas flow rates and other operating

conditions, resulting in a steady improvement of system performance over time. Figure

6.27 presents a historical view of all P series experiments, indicating those mentioned in

previous sections of this chapter.

In many cases the development process has enabled concurrent improvements in

multiple CNT metrics. yet, in some cases, changes to the system or operating condition

trade off between metrics, and it is not obvious if these changes are improvements. One

way to frame this would be to create a specific objective function to reduce these multiple

metrics into a single quantity which can be minimized or maximized. However, given the

range of uses for CNTs (and the disparate requirements for those uses), this approach

seems limiting. Further, without a broader agreement on an objective function, different

research or commercial groups are unable to unambiguously compare the capabilities of

production processes. As the performance at only one or a few operating conditions is

typically reported for research or commercial systems, it is natural for those reports to

select data which reflects well on the process, based on some implicit multi-objective

optimization. Alternatively, I propose the use of a Pareto front analysis to communicate

the leading edge of the performance window across a wide range of operating conditions

and thus CNT outputs. At its core, this highlights the severity of the trade-offs between

different metrics.

Figure 6.28 shows the same summary data for all P series experiments arranged on

several scatter plots, each comparing two metrics. The boundaries of these point clouds

suggests the limits of performance for the historical and current iterations of this work.

For example, the point cloud comparing Raman G/D ratio and production density re-
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Figure 6.27: Overview of all P series experiments. Those experiments mentioned in
earlier sections of Chapter 6 are indicated in color. Missing data points indicates an
inability to characterize those samples, e.g., insufficient mass to measure a production
rate.
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Figure 6.28: Multi-metric scatter plots for all P series experiments. Those experiments
mentioned in earlier sections of Chapter 6 are indicated in color. Missing data points
indicates an inability to characterize those samples, e.g., insufficient mass to measure
a production rate. Tracing along the boundary of points defines the range of Pareto-
optimal performance for those two metrics.
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veals an inverse relationship in its upper-left boundary. This boundary traces out the

range of Pareto-optimal for the system. Of the two quality metrics used here, Raman

G/D ratio seems more insightful that the Fe at% data. In part, this may be due to the

small range of Fe at% values relative to the accuracy of SEM-EDS at these concentra-

tions. It also reflects the range of experimental conditions tested and the relationship

between iron content and total production rate. Given that most conditioned used rel-

atively similar ferrocene inputs, the total amount of iron is fixed, and thus the primary

driver for the Fe at% is the amount of solid carbon produced - hence the well-defined

Pareto front with an inverse relationship in both the production rate and production

density plots.

6.4 Additional Information

6.4.1 Experimental conditions
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Case0 P239
best growth on 1/27/23
injector position sweep #1 14x25 20 mm -40 mm 35x39 1 + 580 0 20 600 100 50 150 0 300 0 2250 900 3150 0 1100 0 1800 50 2950 7000 900*C 9mm Dia

20230509 growths

Using Case5 as a basis, but
exploring higher temp and
geometry

5/14 C2H2 growths

5/17/23 Continue C2H2

Case1 P276, P278, P279

Can't do 900 INJ N2 anymore,
max 750. CFD says just
dropping this is fine w/r/t
eddies. #1 14x25 20 mm -40 mm 35x39 1 + 580 0 20 600 100 50 150 0 300 0 2250 750 3000 0 1100 0 1800 50 2950 6850 900*C 9mm Dia

Case2 P277 real baseline, no H2 in plasma #1 14x25 20 mm -40 mm 35x39 1 + 600 0 0 600 100 50 150 0 300 0 2250 750 3000 0 1100 0 1800 50 2950 6850 900*C 9mm Dia

Case3 P280
(20mm, yes H2 plasma, no h2
sheath, +HV) #1 20x25 20 mm -40 mm 35x39 1 + 580 0 20 600 100 50 150 0 300 0 2250 750 3000 0 1100 0 1800 50 2950 6850 900*C 9mm Dia

Case4 P281, P285
(20mm, no H2 plasma, no h2
sheath, +HV) #1 20x25 20 mm -40 mm 35x39 1 + 600 0 0 600 100 50 150 0 300 0 2250 750 3000 0 1100 0 1800 50 2950 6850 900*C 9mm Dia

Case5 P282
(20mm, no H2 plasma, yes h2
sheath, +HV) #1 20x25 20 mm -40 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 50 2950 6850 900*C 9mm Dia

Case6 P283
(20mm, no H2 plasma, no h2
sheath, -HV) #1 20x25 20 mm -40 mm 35x39 1 - 600 0 0 600 100 50 150 0 300 0 2250 750 3000 0 1100 0 1800 50 2950 6850 900*C 9mm Dia

Case7 P284
(20mm, no H2 plasma, yes h2
sheath, -HV) #1 20x25 20 mm -40 mm 35x39 1 - 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 50 2950 6850 900*C 9mm Dia

Case8 (950*, -20mm) #1 20x25 10 mm -20 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 50 2950 6850 950*C 9mm Dia

Case9
(950*, -30mm) plus higher
current to stabilize #1 20x25 10 mm -30 mm 35x39 1.2 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 50 2950 6850 950*C 9mm Dia

Case10
(950*, -40mm) plus higher
current to stabilize #1 20x25 10 mm -40 mm 35x39 1.2 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 50 2950 6850 950*C 9mm Dia

Case11
(950*, -50mm) plus higher
current to stabilize #1 20x25 10 mm -50 mm 35x39 1.2 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 50 2950 6850 950*C 9mm Dia

Case12 (1000*, -20mm) #1 20x25 10 mm -20 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 50 2950 6850 1000*C 9mm Dia
Case13 (1000*, -30mm) #1 20x25 10 mm -30 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 50 2950 6850 1000*C 9mm Dia
Case14 (1000*, -40mm) #1 20x25 10 mm -40 mm 35x39 1 to 1.2 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 50 2950 6850 1000*C 9mm Dia
Case15 (1000*, -50mm) #1 20x25 10 mm -50 mm 35x39 1.2 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 50 2950 6850 1000*C 9mm Dia
Case16 (1000*, -40mm, low C2H4) #1 20x25 10 mm -40 mm 35x39 1.2 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 10 2950 6850 1000*C 9mm Dia

Case17
(1000*, -40mm, low plasma
flow, 300,550+50) #1 20x25 10 mm -40 mm 35x39 1.2 + 300 0 0 600 479 50 50 21 300 0 2250 750 3000 0 1100 0 1800 50 2950 6850 1000*C 9mm Dia

Case18 P298
(1000*, -20mm, low plasma
flow, 300,500+100) #1 20x25 10 mm -20 mm 35x39 1.2 + 300 0 0 600 429 50 100 21 300 0 2250 750 3000 0 1100 0 1800 50 2950 6850 1000*C 9mm Dia

Case19 P299 (600*, -10 mm) #1 20x25 10 mm -10 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 200 1%C2H2 3100 7000 600*C 9mm Dia
Case20 P300 (600*, -20 mm) #1 20x25 10 mm -20 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 200 1%C2H2 3100 7000 600*C 9mm Dia
Case21 P301 (600*, -30 mm) #1 20x25 10 mm -30 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 200 1%C2H2 3100 7000 600*C 9mm Dia
Case22 P302 (600*, -40 mm) #1 20x25 10 mm -40 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 200 1%C2H2 3100 7000 600*C 9mm Dia
Case23 P303 (600*, -50 mm) #1 20x25 10 mm -50 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 200 1%C2H2 3100 7000 600*C 9mm Dia

Case24 P304 (700*, -20 mm) #1 20x25 10 mm -20 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 200 1%C2H2 3100 7000 700*C 9mm Dia
Case25 P305 (700*, -30 mm) #1 20x25 10 mm -30 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 200 1%C2H2 3100 7000 700*C 9mm Dia
Case26 P306 (700*, -40 mm) #1 20x25 10 mm -40 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 200 1%C2H2 3100 7000 700*C 9mm Dia
Case27 P307, P312 (700*, -50 mm) #1 20x25 10 mm -50 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 200 1%C2H2 3100 7000 700*C 9mm Dia
Case28 P308 (700*, -60 mm) #1 20x25 10 mm -60 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 200 1%C2H2 3100 7000 700*C 9mm Dia
Case29 P309 (700*, -70 mm) #1 20x25 10 mm -70 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 200 1%C2H2 3100 7000 700*C 9mm Dia
Case30 P310 (700*, -80 mm) #1 20x25 10 mm -80 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 200 1%C2H2 3100 7000 700*C 9mm Dia
Case31 P311 (700*, -90 mm) #1 20x25 10 mm -90 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 200 1%C2H2 3100 7000 700*C 9mm Dia
Case32 P313 (700*, -50 mm) #1 20x25 10 mm -50 mm 35x39 1 + 300 0 0 600 479 50 50 21 300 0 2250 750 3000 0 1100 0 1800 200 1%C2H2 3100 7000 700*C 9mm Dia

Case33 P314 (800*, -30 mm) #1 20x25 10 mm -30 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 200 1%C2H2 3100 7000 800*C 9mm Dia
Case34 P315 (850*, -30 mm) #1 20x25 10 mm -30 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 200 1%C2H2 3100 7000 850*C 9mm Dia
Case35 P316 (900*, -30 mm) #1 20x25 10 mm -30 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 200 1%C2H2 3100 7000 900*C 9mm Dia
Case36 P317 (950*, -30 mm) #1 20x25 10 mm -30 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 200 1%C2H2 3100 7000 950*C 9mm Dia

P286, P290

P287

P288

P289

P291, P297
P292
P293
P294
P295

P296
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Case37 P318 (1000*, -30 mm) #1 20x25 10 mm -30 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 200 1%C2H2 3100 7000 1000*C 9mm Dia
Case38 P319 (1050*, -30 mm) #1 20x25 10 mm -30 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 200 1%C2H2 3100 7000 1050*C 9mm Dia
Case39 P320 (1100*, -30 mm) #1 20x25 10 mm -30 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 200 1%C2H2 3100 7000 1100*C 9mm Dia

Case40 P321 (1000*, -30 mm, high FeCp2) #1 20x25 10 mm -30 mm 35x39 1 + 600 0 0 600 34 95 150 21 300 0 2250 750 3000 0 1100 0 1800 50 2950 6850 1000*C 9mm Dia
Case41 P322 (1050*, -30 mm, high FeCp2) #1 20x25 10 mm -30 mm 35x39 1 + 600 0 0 600 34 95 150 21 300 0 2250 750 3000 0 1100 0 1800 50 2950 6850 1050*C 9mm Dia
Case42 P323 (1100*, -30 mm, high FeCp2) #1 20x25 10 mm -30 mm 35x39 1 + 600 0 0 600 34 95 150 21 300 0 2250 750 3000 0 1100 0 1800 50 2950 6850 1100*C 9mm Dia

Case43 P325
(950*C, -30 mm, 80 c2h2, 50
FeCp2) #1 20x25 10 mm -30 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 80 1%C2H2 2980 6880 950*C 9mm Dia

Case44 P326
(950*C, -30 mm, 34 c2h2, 50
FeCp2) #1 20x25 10 mm -30 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 34 1%C2H2 2934 6834 950*C 9mm Dia

Case45 P327
(950*C, -30 mm, 14 c2h2, 50
FeCp2) #1 20x25 10 mm -30 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 14 1%C2H2 2914 6814 950*C 9mm Dia

Case46 P328
(900*C, -30 mm, 15 sccm
CH4) #1 20x25 10 mm -30 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 15 sccm CH4 2915 6815 900*C 9mm Dia

Case47 P329
(900*C, -30 mm, 50 sccm
CH4) #1 20x25 10 mm -30 mm 35x39 1 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 50 sccm CH4 2950 6850 900*C 9mm Dia

Case48 P330
(1000*C, -10 mm, 15 sccm
CH4) #1 20x25 10 mm -10 mm 35x39 1.2 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 15 sccm CH4 2915 6815 1000*C 9mm Dia

Case49 P331
(1000*C, -30 mm, 15 sccm
CH4) #1 20x25 10 mm -30 mm 35x39 1.2 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 15 sccm CH4 2915 6815 1000*C 9mm Dia

Case50 P332
(1000*C, -10 mm, 50 sccm
CH4) #1 20x25 10 mm -10 mm 35x39 1.5 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 50 sccm CH4 2950 6850 1000*C 9mm Dia

Case51 P333
(1000*C, -30 mm, 50 sccm
CH4) #1 20x25 10 mm -30 mm 35x39 1.5 + 600 0 0 600 79 50 150 21 300 0 2250 750 3000 0 1100 0 1800 50 sccm CH4 2950 6850 1000*C 9mm Dia

Case52/H1 P334, P341

(high plasma, high
inj+furn)*case 12 but higher
FeCp2 and plasma current #1 20x25 10 mm -20 mm 35x39 1.5->2 + 600 0 0 600 34 95 150 21 300 0 2250 750 3000 0 1100 0 1800 50 2950 6850 1000*C 9mm Dia

Case53/H2 P335 (high plasma, med inj+furn) #1 20x25 10 mm -20 mm 35x39 2 + 600 0 0 600 34 95 150 21 300 0 1440 480 1920 0 778 0 1272 50 2100 4920 1000*C 9mm Dia
Case54/H3 P336 (med plasma, med inj+furn) #1 20x25 10 mm -20 mm 35x39 2 + 450 0 0 450 234 95 100 21 450 0 1440 480 1920 0 778 0 1272 50 2100 4920 1000*C 9mm Dia
Case55/H4 P337 (low plasma, med inj+furn) #1 20x25 10 mm -20 mm 35x39 2 + 300 0 0 300 434 95 50 21 600 0 1440 480 1920 0 778 0 1272 50 2100 4920 1000*C 9mm Dia

Case56/H5 P338
(low plasma, low inj+furn -
C2H4 limit) #1 20x25 10 mm -20 mm 35x39 2 + 300 0 0 300 434 95 50 21 600 0 1440 480 1920 0 710 0 1160 50 1920 4740 1000*C 9mm Dia

Case57/H6 P339
(low plasma, v low inj+furn -
eddy limit) #1 20x25 10 mm -20 mm 35x39 2 + 300 0 0 300 434 95 50 21 600 0 1035 345 1380 0 778 0 1272 50 2100 4380 1000*C 9mm Dia

Case58 P340
(low plasma high n2, v low
inj+furn - eddy limit) #1 20x25 10 mm -20 mm 35x39 2 + 300 0 0 300 334 95 150 21 600 0 1035 345 1380 0 778 0 1272 50 2100 4380 1000*C 9mm Dia

Case59 P347, P348, P354
(med plasma, v low else, 100
Fe) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 1035 345 1380 0 778 1272 50 2100 4380 1000*C 9mm Dia

Case60 P349
(med plasma, v low else,
99Fe+1Ru) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 164 99 150 20 17 450 0 1035 345 1380 0 778 1272 50 2100 4380 1000*C 9mm Dia

Case61 P350
(med plasma, v low else,
98.5Fe+1.5Ru) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 156.5 98.5 150 20 25 450 0 1035 345 1380 0 778 1272 50 2100 4380 1000*C 9mm Dia

Case62 P351
(med plasma, v low else,
97.5Fe+2.5Ru) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 140.5 97.5 150 20 42 450 0 1035 345 1380 0 778 1272 50 2100 4380 1000*C 9mm Dia

Case63 P352
(med plasma, v low else,
95Fe+5Ru) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 101 95 150 20 84 450 0 1035 345 1380 0 778 1272 50 2100 4380 1000*C 9mm Dia

Case64 P353
(med plasma, v low else,
89Fe+11Ru) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 89 150 20 186 445 0 1035 345 1380 0 778 1272 50 2100 4375 1000*C 9mm Dia

Case65 P355
(med plasma, v low else, 5
H2O) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 1035 345 1380 0 778 1272 50 5 2105 4385 1000*C 9mm Dia

Case66 P356
(med plasma, v low else, 10
H2O) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 1035 345 1380 0 778 1272 50 10 2110 4390 1000*C 9mm Dia

0* (mi

5/17/23 Higher FeCp2 with
C2H4

5/25/23 low C2H2

5/25/23 CH4 growths

5/31/23 C2H4 growths;
varying flow rates

6/08/23 Ru cases RuCp2:

6/08/23 moisture cases H2O bubbler
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Case67 P357
(med plasma, v low else, 15
H2O) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 1035 345 1380 0 778 1272 50 15 2115 4395 1000*C 9mm Dia

Case68 P358
(med plasma, v low else, 20
H2O) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 1035 345 1380 0 778 1272 50 20 2120 4400 1000*C 9mm Dia

Case69 P359
(med plasma, v low else, 25
H2O) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 1035 345 1380 0 778 1272 50 25 2125 4405 1000*C 9mm Dia

Case70 P360
(med plasma, v low else, 30
H2O) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 1035 345 1380 0 778 1272 50 30 2130 4410 1000*C 9mm Dia

Case71 P361
(med plasma, v low else, 35
H2O) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 1035 345 1380 0 778 1272 50 35 2135 4415 1000*C 9mm Dia

Case72 P362
(med plasma, v low else, 40
H2O) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 1035 345 1380 0 778 1272 50 40 2140 4420 1000*C 9mm Dia

Case73 P363
(med plasma, v low else, 45
H2O) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 1035 345 1380 0 778 1272 50 45 2145 4425 1000*C 9mm Dia

Case74 P364
(med plasma, v low else, 55
H2O) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 1035 345 1380 0 778 1272 50 55 2155 4435 1000*C 9mm Dia

Case75 P365
(med plasma, v low else, 70
H2O) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 1035 345 1380 0 778 1272 50 70 2170 4450 1000*C 9mm Dia

Case76 P366
(med plasma, v low else, 90
H2O) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 1035 345 1380 0 778 1272 50 90 2190 4470 1000*C 9mm Dia

Case77 P367
(med plasma, v low else, 115
H2O) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 1035 345 1380 0 778 1272 50 115 2215 4495 1000*C 9mm Dia

Case78 P368
(med plasma, v low else, 150
H2O) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 1035 345 1380 0 778 1272 50 150 2250 4530 1000*C 9mm Dia

Case79 P369 (1530 inj, 2100 furn) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 1147 383 1530 0 778 1272 50 2100 4530 1000*C 11mm Dia

Case80
P370, P376, P385,
P394

(1380 inj, 2100 furn) Case59
baseline but bigger filter #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 1035 345 1380 0 778 1272 50 2100 4380 1000*C 11mm Dia

Case81 P371 (1230 inj, 2100 furn) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 922 308 1230 0 778 1272 50 2100 4230 1000*C 11mm Dia
Case82 P372 (1080 inj, 2100 furn) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 810 270 1080 0 778 1272 50 2100 4080 1000*C 11mm Dia
Case83 P373 (930 inj, 2100 furn) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 697 233 930 0 778 1272 50 2100 3930 1000*C 11mm Dia
Case84 P374, P375 (780 inj, 2100 furn) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 585 195 780 0 778 1272 50 2100 3780 1000*C 11mm Dia

Case85 P377 (5 H2O to Inj, else Case80) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 1030 345 5 1380 0 778 1272 50 2100 4380 1000*C 11mm Dia
Case86 P378 (10 H2O to Inj, else Case80) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 1025 345 10 1380 0 778 1272 50 2100 4380 1000*C 11mm Dia
Case87 P379 (15 H2O to Inj, else Case80) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 1020 345 15 1380 0 778 1272 50 2100 4380 1000*C 11mm Dia
Case88 P380 (20 H2O to Inj, else Case80) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 1015 345 20 1380 0 778 1272 50 2100 4380 1000*C 11mm Dia
Case89 P381 (30 H2O to Inj, else Case80) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 1005 345 30 1380 0 778 1272 50 2100 4380 1000*C 11mm Dia
Case90 P382 (40 H2O to Inj, else Case80) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 995 345 40 1380 0 778 1272 50 2100 4380 1000*C 11mm Dia
Case91 P383 (70 H2O to Inj, else Case80) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 965 345 70 1380 0 778 1272 50 2100 4380 1000*C 11mm Dia
Case92 P384 (150 H2O to Inj, else Case80) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 180 100 150 20 0 450 0 885 345 150 1380 0 778 1272 50 2100 4380 1000*C 11mm Dia

Case93 P386
(3.1 H2O to Sheath, else
Case80) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 177 100 150 20 3.1 450.1 0 1035 345 0 1380 0 778 1272 50 2100 4380.1 1000*C 11mm Dia

Case94 P387
(5 H2O to Sheath, else
Case80) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 175 100 150 20 5 450 0 1035 345 0 1380 0 778 1272 50 2100 4380 1000*C 11mm Dia

Case95 P388
(10 H2O to Sheath, else
Case80) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 170 100 150 20 10 450 0 1035 345 0 1380 0 778 1272 50 2100 4380 1000*C 11mm Dia

Case96 P389
(15 H2O to Sheath, else
Case80) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 165 100 150 20 15 450 0 1035 345 0 1380 0 778 1272 50 2100 4380 1000*C 11mm Dia

Case97 P390
(20 H2O to Sheath, else
Case80) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 160 100 150 20 20 450 0 1035 345 0 1380 0 778 1272 50 2100 4380 1000*C 11mm Dia

Case98 P391
(30 H2O to Sheath, else
Case80) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 150 100 150 20 30 450 0 1035 345 0 1380 0 778 1272 50 2100 4380 1000*C 11mm Dia

Case99 P392
(60 H2O to Sheath, else
Case80) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 120 100 150 20 60 450 0 1035 345 0 1380 0 778 1272 50 2100 4380 1000*C 11mm Dia

Case100 P393
(150 H2O to Sheath, else
Case80) #1 16x19 10 mm -20 mm 35x39 1.5 + 450 450 30 100 150 20 150 450 0 1035 345 0 1380 0 778 1272 50 2100 4380 1000*C 11mm Dia

Case101 P395
(5 H2O to Plasma, else
Case80) #1 16x19 10 mm -20 mm 35x39 1.5 + 445 5 450 180 100 150 20 450 0 1035 345 1380 0 778 1272 50 2100 4380 1000*C 11mm Dia

6/17/23 Inj Flow Sweep

6/17/23 Inj Moisture Sweep H2O:

6/17/23 Sheath moisture
sweep

6/17/23: Inner flow moisture
sweep H2O:

H2O:
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Case102 P396
(15 H2O to Plasma, else
Case80) #1 16x19 10 mm -20 mm 35x39 1.5 + 435 15 450 180 100 150 20 450 0 1035 345 1380 0 778 1272 50 2100 4380 1000*C 11mm Dia

Case103 P397
(45 H2O to Plasma, else
Case80) #1 16x19 10 mm -20 mm 35x39 1.5 + 405 45 450 180 100 150 20 450 0 1035 345 1380 0 778 1272 50 2100 4380 1000*C 11mm Dia

Case104 P398
(150 H2O to Plasma, else
Case80) #1 16x19 10 mm -20 mm 35x39 1.5 + 300 150 450 180 100 150 20 450 0 1035 345 1380 0 778 1272 50 2100 4380 1000*C 11mm Dia

Case105 P399
(1380 inj, 2100 furn, 20mm
injL, -25mm inj pos) #2 16x19 20 mm -25 mm 35x39 1.5 + 450 450 180 100 150 20 450 1035 345 1380 778 1272 50 2100 4380 1000*C 11mm Dia

Case106 P400
(1130 inj, 2100 furn, 20mm
injL, -25mm inj pos) #2 16x19 20 mm -25 mm 35x39 1.5 + 450 450 180 100 150 20 450 847 283 1130 778 1272 50 2100 4130 1000*C 11mm Dia

Case107 P401
(880 inj, 2100 furn, 20mm injL,
-25mm inj pos) #2 16x19 20 mm -25 mm 35x39 1.5 + 450 450 180 100 150 20 450 660 220 880 778 1272 50 2100 3880 1000*C 11mm Dia

Case108 P402
(780 inj, 2100 furn, 20mm injL,
-25mm inj pos) #2 16x19 20 mm -25 mm 35x39 1.5 + 450 450 180 100 150 20 450 585 195 780 778 1272 50 2100 3780 1000*C 11mm Dia

Case109 P403
(1380 inj, 2100 furn, 10mm
injL, -25mm inj pos) #2 16x19 10 mm -25 mm 35x39 1.5 + 450 450 180 100 150 20 450 1035 345 1380 778 1272 50 2100 4380 1000*C 11mm Dia

Case110 P404

(1380 inj, 2100 furn, 10mm
injL, -25mm inj pos, high
plasma) #2 16x19 10 mm -25 mm 35x39 1.5 + 450 450 330 100 150 20 600 1035 345 1380 778 1272 50 2100 4530 1000*C 11mm Dia

Case111 P405
(1130 inj, 2100 furn, 10mm
injL, -25mm inj pos) #2 16x19 20 mm -25 mm 35x39 1.5 + 450 450 180 100 150 20 450 847 283 1130 778 1272 50 2100 4130 1000*C 11mm Dia

Case112 P406
(880 inj, 2100 furn, 10mm injL,
-25mm inj pos) #2 16x19 20 mm -25 mm 35x39 1.5 + 450 450 180 100 150 20 450 660 220 880 778 1272 50 2100 3880 1000*C 11mm Dia

Case113 P407
(780 inj, 2100 furn, 10mm injL,
-25mm inj pos) #2 16x19 20 mm -25 mm 35x39 1.5 + 450 450 180 100 150 20 450 585 195 780 778 1272 50 2100 3780 1000*C 11mm Dia

Case114 P408
(1380 inj, 2100 furn, 0mm injL,
-25mm inj pos) #2 16x19 10 mm -25 mm 35x39 1.5 + 450 450 180 100 150 20 450 1035 345 1380 778 1272 50 2100 4380 1000*C 11mm Dia

Case115 P409
(1130 inj, 2100 furn, 10mm
injL, -25mm inj pos) #2 16x19 20 mm -25 mm 35x39 1.5 + 450 450 180 100 150 20 450 847 283 1130 778 1272 50 2100 4130 1000*C 11mm Dia

Case116 P410
(780 inj, 2100 furn, 10mm injL,
-25mm inj pos) #2 16x19 20 mm -25 mm 35x39 1.5 + 450 450 180 100 150 20 450 585 195 780 778 1272 50 2100 3780 1000*C 11mm Dia

Case117 P411
(780 inj, 2100 furn, 10mm injL,
-5mm inj pos) #2 16x19 20 mm -25 mm 35x39 1.5 + 450 450 180 100 150 20 450 585 195 780 778 1272 50 2100 3780 1000*C 11mm Dia

Case118 P412
(780 inj, 2100 furn, 10mm injL,
-25mm inj pos + 5% Ru) #2 16x19 20 mm -25 mm 35x39 1.5 + 450 450 101 95 150 20 84 450 585 195 780 778 1272 50 2100 3780 1000*C 11mm Dia

Case119 P413 (K2, 2950 furn) #2 16x19 10 mm -25 mm 35x39 2 + 450 450 130 150 150 20 450 1170 390 1560 1100 1800 50 2950 5410 1000*C 16 mm Dia
Case120 P414 (K2 + 30% inj, 2950 furn) #2 16x19 10 mm -25 mm 35x39 2 + 450 450 130 150 150 20 450 1521 507 2028 1100 1800 50 2950 5878 1000*C 16 mm Dia

Case121 P415
(K2 + 30% inj, 2515 furn (935
H2, 1530 Ar)) #2 16x19 10 mm -25 mm 35x39 2 + 450 450 130 150 150 20 450 1521 507 2028 935 1530 50 2515 5443 1000*C 16 mm Dia

Case122 P416
(K2 + 30% inj, 2167 furn (803
H2, 1314 Ar)) #2 16x19 10 mm -25 mm 35x39 2 + 450 450 130 150 150 20 450 1521 507 2028 803 1314 50 2167 5095 1000*C 16 mm Dia

Case123 P417
(K2 + 30% inj, 1793 furn (661
H2, 1082 Ar)) #2 16x19 10 mm -25 mm 35x39 2 + 450 450 130 150 150 20 450 1521 507 2028 661 1082 50 1793 4721 1000*C 16 mm Dia

Case124 P418
(K2 + 30% inj, 1384 furn (506
H2, 828 Ar)) #2 16x19 10 mm -25 mm 35x39 2 + 450 450 130 150 150 20 450 1521 507 2028 506 828 50 1384 4312 1000*C 16 mm Dia

Case125 P419
(K2 + 30% inj, 1007 furn (363
H2, 594 Ar)) #2 16x19 10 mm -25 mm 35x39 2 + 450 450 130 150 150 20 450 1521 507 2028 363 594 50 1007 3935 1000*C 16 mm Dia

Case126 P420 (K2b, 900, 2100, 2125) #2 16x19 10 mm -25 mm 35x39 2 + 450 450 130 150 150 20 450 1575 525 2100 785 1290 50 2125 5125 1000*C 16 mm Dia
Case127 P421 (K3b, 1200, 2400, 2400) #2 16x19 10 mm -25 mm 35x39 2 + 600 600 230 150 200 20 600 1800 600 2400 890 1460 50 2400 6000 1000*C 16 mm Dia

Case128 P422
(K3b high Fe, 1200, 2400,
2400) #2 16x19 10 mm -25 mm 35x39 2 + 600 600 180 200 200 20 600 1800 600 2400 890 1460 50 2400 6000 1000*C 16 mm Dia

Case129 P423 (K4b, 1500, 2600, 2675) #2 16x19 10 mm -25 mm 35x39 2 + 750 750 330 150 250 20 750 1950 650 2600 995 1630 50 2675 6775 1000*C 16 mm Dia

Case130 P424
(K4b high Fe, 1500, 2600,
2675) #2 16x19 10 mm -25 mm 35x39 2 + 750 750 230 250 250 20 750 1950 650 2600 995 1630 50 2675 6775 1000*C 16 mm Dia

Case131 P425 (K5b, 1800, 2800, 2950) #2 16x19 10 mm -25 mm 35x39 2 + 900 900 430 150 300 20 900 2100 700 2800 1100 1800 50 2950 7550 1000*C 16 mm Dia

6/22/23: 20mm InjL inj flow
sweep - fresh mesh and
plasma housing

Ru:

7/04/23: Furnace flow rate
sweep Ar:

7/06/23: K series plasma
flow rates Ar:
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Case132 P426
(K5b high Fe, 1800, 2800,
2950) #2 16x19 10 mm -25 mm 35x39 2 + 900 900 280 300 300 20 900 2100 700 2800 1100 1800 50 2950 7550 1000*C 16 mm Dia

Case133 P427 (K5long, 10, -25, 37.5 fe) #2 16x19 10 mm -25 mm 35x39 1.5 + 900 900 542.5 37.5 300 20 900 2150 1050 3200 1100 1950 50 3100 8100 1000*C 16 mm Dia
Case134 P428 (K5long, 10, -25, 75 fe) #2 16x19 10 mm -25 mm 35x39 1.5 + 900 900 505 75 300 20 900 2150 1050 3200 1100 1950 50 3100 8100 1000*C 16 mm Dia
Case135 P429 (K5long, 10, -25, 150 fe) #2 16x19 10 mm -25 mm 35x39 1.5 + 900 900 430 150 300 20 900 2150 1050 3200 1100 1950 50 3100 8100 1000*C 16 mm Dia
Case136 P430 (K5long, 20, -35, 37.5 fe) #2 16x19 20 mm -35 mm 35x39 1.5 + 900 900 542.5 37.5 300 20 900 2150 1050 3200 1100 1950 50 3100 8100 1000*C 16 mm Dia
Case137 P431 (K5long, 20, -35, 75 fe) #2 16x19 20 mm -35 mm 35x39 1.5 + 900 900 505 75 300 20 900 2150 1050 3200 1100 1950 50 3100 8100 1000*C 16 mm Dia
Case138 P432 (K5long, 20, -35, 150 fe) #2 16x19 20 mm -35 mm 35x39 1.5 + 900 900 430 150 300 20 900 2150 1050 3200 1100 1950 50 3100 8100 1000*C 16 mm Dia
Case139 P433 (K5long, 35, -50, 37.5 fe) #2 16x19 35 mm -50 mm 35x39 1.5 + 900 900 542.5 37.5 300 20 900 2150 1050 3200 1100 1950 50 3100 8100 1000*C 16 mm Dia
Case140 P434 (K5long, 35, -50, 75 fe) #2 16x19 35 mm -50 mm 35x39 1.5 + 900 900 505 75 300 20 900 2150 1050 3200 1100 1950 50 3100 8100 1000*C 16 mm Dia
Case141 P435 (K5long, 35, -50, 150 fe) #2 16x19 35 mm -50 mm 35x39 1.5 + 900 900 430 150 300 20 900 2150 1050 3200 1100 1950 50 3100 8100 1000*C 16 mm Dia
Case142 P436 (K5long, 50, -65, 37.5 fe) #2 16x19 50 mm -65 mm 35x39 1.5 + 900 900 542.5 37.5 300 20 900 2150 1050 3200 1100 1950 50 3100 8100 1000*C 16 mm Dia
Case143 P437 (K5long, 50, -65, 75 fe) #2 16x19 50 mm -65 mm 35x39 1.5 + 900 900 505 75 300 20 900 2150 1050 3200 1100 1950 50 3100 8100 1000*C 16 mm Dia
Case144 P438 (K5long, 50, -65, 150 fe) #2 16x19 50 mm -65 mm 35x39 1.5 + 900 900 430 150 300 20 900 2150 1050 3200 1100 1950 50 3100 8100 1000*C 16 mm Dia
Case145 P439 (K5long, 65, -80, 37.5 fe) #2 16x19 65 mm -80 mm 35x39 1.5 + 900 900 542.5 37.5 300 20 900 2150 1050 3200 1100 1950 50 3100 8100 1000*C 16 mm Dia
Case146 P440 (K5long, 65, -80, 75 fe) #2 16x19 65 mm -80 mm 35x39 1.5 + 900 900 505 75 300 20 900 2150 1050 3200 1100 1950 50 3100 8100 1000*C 16 mm Dia
Case147 P441 (K5long, 65, -80, 150 fe) #2 16x19 65 mm -80 mm 35x39 1.5 + 900 900 430 150 300 20 900 2150 1050 3200 1100 1950 50 3100 8100 1000*C 16 mm Dia

Plasma housing 1: 19TW
capillary tube, 2 mm electrode
gap, quartz plasma housing
has 1.98 mm tip orifice. "mesh
holder" portion is 10.3 mm
long with 3 mm ID and
aluminum.
Plasma housing 2: Identical
except 2.15 mm orifice in
quartz plasma housing, "mesh
holder" is stainless steel.

7/13/23: deep injector Ar:
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7. Summary and outlook

7.1 Summary of Contributions

In summary, this thesis describes the design, construction, and implementation of a

lab-scale system that achieves end-to-end control of catalyst generation and aerosol

CNT growth for the purpose of understanding these processes and assessing potential

scalability. This enabled a better understanding of aerosol nanoparticle formation, CNT

nucleation, and growth dynamics in the aerosol phase.

First, a novel atmospheric pressure DC microplasma reactor was developed and used

to study the synthesis of iron-carbon nanoparticles from ferrocene vapor. This device

is capable of producing high concentration (> 109 #/cm3) sub-3 nm iron particles with

narrow size distribution (σg < 1.3) during stable operation for multiple hours. This rep-

resents an order of magnitude increase in concentration over the concentration-diameter

Pareto front of previously reported systems. This performance is explained using a

charge-mediated formation mechanism and the uniquely short ∼ 10 µs plasma residence

time of the system. The addition of N2 to the sheath flow is used to focus the plasma by

producing a spatial gradient of dielectric strength in the gas within the reactor. Ensuing

that the plasma discharge is centered in the reactor appears to enable nearly complete

dissociation of the Fe(Cp)2 precursor as evidenced by YF e up to 0.93.

Second, a FC-CVD system is built and integrated with the microplasma reactor
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and used to explore CNT synthesis on iron-carbon catalyst aerosols. Controlling tem-

perature, gas chemistry, and flow conditions at which the catalyst aerosol and carbon

precursor streams mix is shown to be critical for enabling CNT nucleation, controlling

CNT diameter, and limiting iron and amorphous carbon impurities. In particular, the

use of an injector if found to be critical for delaying the mixing of the catalyst aerosol and

carbon precursor until sufficiently deep in the furnace for conditions to support CNT nu-

cleation. A large experimental data set is also used to reveal the range of Pareto-optimal

performance for the FC-CVD system when considering multiple competing objectives

such as the Raman G/D ratio and production density. This highlights the magnitude of

trade-offs between performance objectives for various operating parameters, most clearly

shown in the experimental evaluation of the injector and furnace flow rates.

7.2 Outlook

At the outset, the intent of this thesis was to make progress on two questions. First,

what are the practical limitations for high quality CNT synthesis today, and can we

push the performance envelope using new techniques or savvy machine design? Second,

what are the fundamental limitations of this process? Both in the narrow sense of the

synthesis process – how far can the envelope be pushed? – but also with respect to the

utility and cost of these materials to society.

The first question is only important in the context of the second; it is the hope that

these materials will have a positive impact on the world that motivates this work. Yet,

when an experimental system is so early in the development process, so far from ideal

that a few months of work or a lucky hypothesis can increase the performance by an

order of magnitude, it is futile and impertinent to extrapolate out costs and life cycle

impacts. Even at the scale of the largest commercial reactors, 10 tons/year for OcSiAl’s
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single-wall CNTs, is too small to prognosticate from. So, we have a lot of work to do.

And yet, a few paths are becoming clear for aerosol CNT synthesis. As the analysis

in Chapter 3 shows, aerosol dynamics present a limit for the concentration of CNTs,

and thus the cost and impact of the process with respect to the needed gas flows. If not

fundamental limits, then fundamental points of diminishing returns, and most current

FC-CVD systems are well below this production density for single-wall CNTs.

Hitting this limit will require the ability to generate catalyst particles at concentra-

tions of 1011 to 1012 #/cm3, a CNT nucleation efficiency of 0.1 to 1, and growth rates of

the order 500 um/s.

In this thesis, we have pushed the limit of aerosol concentration up from of order

109 to 1010, and done so with high conversion efficiency of relatively small precursor

concentrations. Importantly, this is the concentration as measured in an experimental

set-up that realistically mimics the flow path and aggregation residence time that would

be experienced when integrated into a FC-CVD system. Another order of magnitude

increase is likely attainable through the continued development of microplasma reactors:

increasing precursor concentration, tuning ion concentration to influence aggregation,

and hardware design to enable better system integration.

Achieving high CNT nucleation efficiency may be more challenging, in part due

to the difficulty of studying this in the aerosol phase, but there is no reason why it

should not be possible: A sustained effort to study CNT nucleation on substrates has

lead to deep understanding of how CNT nucleation can be enabled through control

of particle formation, composition, and size, attaining efficiency of up to 0.9 [1, 2, 3].

While the nucleation efficiency (or iron-to-carbon yield) achieved in this work is well

below these achievements, or that attained in other FC-CVD systems, that is attributed

to limited opportunity for CVD condition tuning. As CNT nucleation is a process that

involves only a single catalyst particle and the local environment, there should be no
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influence of aerosol concentration, and it should be possible to combine the high catalyst

concentration achieved here with high nucleation efficiency.

Finally, the need for a high growth rate is already apparent in the trend towards

higher temperatures for FC-CVD synthesis. At the upper range of temperatures cur-

rently used, 1200-1300 °C, there are unique considerations involving the temperature,

flow conditions and residence times, catalyst material, and carbon precursor. Evap-

oration of catalyst metals and the thermal decomposition of carbon precursors must

be understood and properly handled. This may require the use of low vapor pressure

metals or alloys, more stable carbon precursors, and the ability to more sharply define

thermal and compositional gradients than in a typical flow-through CVD furnace. The

use of a microplasma reactor with multiple metal precursors may uniquely enable rapid

experimentation and high-temperature catalyst discovery.

Taken as a whole, the contributions of this thesis and the anticipated future work

outlined above will result in new CNT production systems which overcome the current

practical limitations, and an expanded body of knowledge upon which we will be better

positioned to evaluate the fundamental limits and opportunity of high quality single-wall

CNTs.
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