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by

Hadi Salman
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requirements for the Degree of Doctor of Philosophy

Abstract

As machine learning (ML) systems are deployed in the real world, the reliability and

trustworthiness of these systems become an even more salient challenge. This thesis aims

to address this challenge through two key thrusts: (1) making ML models more trustworthy

by leveraging what has been perceived solely as a weakness of ML model—adversarial

perturbations, and (2) exploring the underpinnings of reliable ML deployment.

Specifically, in the first thrust, we focus on adversarial perturbations, which constitute

a well-known threat to integrity of ML models, and show how to build ML models that are

robust to so-called adversarial patches. We then show that adversarial perturbations can

be repurposed to not just be a weakness of ML models but rather to bolster these models’

resilience and reliability. To this end, we leverage these perturbations to, first, develop

a way to create objects that are easier for ML models to recognize, then to devise a way

to safeguard images against unwanted AI-powered alterations, and finally to improve

transfer learning performance.

The second thrust of this thesis revolves around ML model interpretability and debug-

ging so as to ensure safety, equitability, and unbiased decision-making of ML systems.

In particular, we investigate methods for building ML models that are more debuggable

and provide tools for diagnosing their failure modes. We then study how data affects

model behavior, identify unexpected ways in which data might introduce biases into ML

models, particularly in the context of transfer learning. Finally, we put forth a data-based

framework for studying transfer learning which can help us discover problematic biases

inherited from pretraining data.

Thesis Supervisor: Aleksander Mądry
Title: Cadence Design Systems Professor of Computing
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Introduction

Over the past decade, machine learning (ML) has fueled remarkable advancements in
various fields such as computer vision [KSH12], natural language processing [VSP+17;
DCL+19], and speech recognition [GMH13; BZM+20; ZQP+20]. The widespread utilization
of ML in diverse fields accentuates the critical necessity to thoroughly evaluate its reliability,
trustworthiness, and deployability in real-world systems. As machine learning continues
to spread into complex and ever-changing areas, making sure it works reliably and fairly
is crucial.

Despite the substantial achievements attributed to ML models, they are not devoid
of shortcomings. Interestingly, these models are fragile, inadvertently aligning with
superficial patterns that perpetuate existing biases within the data they are trained on. A
clear illustration of this brittleness is the phenomenon of adversarial examples [BCM+13;
SZS+14], where imperceptible perturbations to images can disrupt ML models leading to
erroneous classifications (cf. Figure 1).

Adversarial examples represent merely one manifestation of the broader issue of ML
models’ lack of robustness particularly when exposed to distribution shift, where the data
distribution at test time diverges from that at training time. This casts doubts on the
readiness of ML for real-world deployment, accentuating the need for dependable systems
capable of withstanding dynamic, real-world conditions. Consequently, the following
critical question arises:

How can we confidently and responsibly deploy machine learning in the wild?

This thesis advances this overarching challenge via two major thrusts, both working
towards addressing some of the most critical issues facing real-world deployment of
machine learning. These two thrusts are:

Adversarial perturbations and better ML. The development of new ML models often
involves optimization on static benchmarks, which can be quite different from the scenarios
these models face during deployment. This discrepancy necessitates the creation of models
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Figure 1: Making nearly invisible changes (adversarial perturbations) to an image of a “pig”
can lead an otherwise highly accurate classifier to incorrectly identify it as an “airliner.”
This phenomenon is known as an adversarial example.

that are robust and reliable, especially for high-stakes applications where prediction
accuracy is crucial. The first part of this thesis addresses this need, with a focus on worst-
case distribution shifts manifested by adversarial perturbations. We first show how to
build models robust to these perturbations, and demonstrate how, in addition to being
safer to deploy from a security perspective, such robust models generalize better when
used for downstream tasks (e.g., in transfer learning). We then switch gears to show how
we can utilize these (seemingly bad) adversarial perturbations to (1) create of robust objects
that can be easily recognized by ML models under distribution shift, and (2) protect images
against unwanted AI manipulation, both of which also aid in making ML deployment
more reliable and trustworthy.

Understanding the underpinnings of reliable ML deployment. Real-world ML deploy-
ment requires more than robust and reliable models; it demands a deep understanding
of models’ decision-making processes for safety, equity, and bias detection. The second
part of this thesis focuses on deciphering and troubleshooting ML models. It explores (1)
building debuggable ML models, (2) developing tools for detecting and understanding
how ML models fail, and (3) investigating how data can unexpectedly bias and affect ML
models. This multifaceted approach seeks to enhance our comprehension and control over
ML models in practical applications.

In the subsequent sections of this introduction, we present a summary of each of these
primary areas of focus, delineating our principal concepts and findings, and aligning them
with the respective parts of the thesis.
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Part I: Adversarial perturbations and better ML

The evolving landscape of ML has witnessed both incredible achievements and unique
challenges. As the applications of ML models grow in complexity and criticality, under-
standing and addressing vulnerabilities becomes an imperative part of model development.
In the first part of this thesis, we delve into the intricate relationship between adversarial
perturbations (as depicted in Figure 1) and the improvement of ML models. We not only
explore how adversarial examples can pose severe threats to system reliability but also
uncover how they can be turned into valuable assets for understanding and improving
machine learning systems.

In particular, we first demonstrate how to create robust models that can withstand
adversarial perturbations, a theme we delve into in Chapter 1. We then demonstrate in
Chapter 2 how, in addition to being safer to deploy from a security perspective, such
robust models generalize better when used for downstream tasks in particular in transfer
learning settings. Finally, we shift our focus towards showcasing how these perturbations,
often perceived as harmful, can be repurposed to enhance various facets of ML. This
includes the creation of objects that are more easily recognizable by ML models (explained
in Chapter 3), and the protection of images from unwanted alterations by generative ML
models (covered in Chapter 4).

Building adversarially robust ML models

Adversarial examples pose serious threats on the reliability and security of ML models.
Indeed, they can be used to attack ML models in the wild, leading to erroneous predictions.
This is especially concerning in safety-critical applications such as autonomous driving,
where a small perturbation to a stop sign can lead to a car ignoring this sign. This motivates
the need for building models that are robust to adversarial perturbations.

Most of my pre-doctoral work has focused on building models that are robust to imper-
ceptible adversarial perturbations [SLR+19; SYZ+19; SSY+20]. However, in practice, we
usually expect to deal with more physically-realizable adversarial perturbations that might
not be imperceptible. This class of perturbations, known as adversarial patches [BMR+18],
are characterized by arbitrary changes contained within a small, contiguous region of
the input (e.g., a small square). Adversarial patches are particularly interesting types
of adversarial examples due to how easy it is to generate and deploy them. They also
capture the essence of a range of maliciously designed physical objects such as adversarial
glasses [SBB+16], stickers/graffiti [EEF+18a], and adversarial clothing [WLD+20]. To
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defend against such threats, we commence this thesis in Chapter 1 and put forth smoothed
vision transformers [SJW+21], which are vision transformers (ViTs [DBK+21]) that are built
to be certifiably robust against adversarial patches. These models achieve non-precedent
robustness against adversarial patches while remaining a viable alternative for standard
non-robust models thanks to maintaining competitive standard accuracy and inference
speeds. We thus demonstrate that, contrary to general expectation, certified robustness
does not need to come at a high price of deployment (i.e., bad performance on benign data
and slow inference).

Adversarial perturbations beyond model security

Although adversarial examples are at first glance just a threat to the robustness and
reliability of ML systems, one can also view them as symptomatic of a much deeper
problem: a fundamental misalignment between humans and ML models [IST+19]. The
fact that an adversary can make a tiny perturbation to parts of an image that humans
do not consider important, and yet the model totally changes classification, indicates
that the model makes its decision very differently from how humans do. Indeed, Ilyas
et al. [IST+19] show that ML models fundamentally rely on features that humans do not.
Their results indicate that while such features are extremely brittle, they are still useful
in classification. The relationship this work uncovers between adversarial perturbations
and the mechanisms underlying model decisions paved the way for exploring the role of
adversarial robustness as a prior for aligning ML models with human perception [EIS+19b;
STT+19; SIE+20]. So how can this observation be used to improve ML models?

Robustness prior improves transfer learning. In Chapter 2, we find that this robustness
prior allows ML models to learn significantly better feature representations. Specifically,
we investigate the benefits of such robust representations in the context of transfer learning
(where one fine-tunes models from pre-trained weights to obtain better performance on
a given task than could be achieved with random initialization). We find that despite
having lower accuracy on the original task, robustly trained models yield higher accura-
cies on downstream tasks spanning image classification, object detection, and semantic
segmentation. The reliability and breadth of tasks for which robust models outperform
standard models is evidence that robust representations can be more meaningful than
those of standardly trained models.
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Building (unadversarial) objects that are easily recognized by ML models. The fact that
ML models and humans approach decision-making differently motivated us to further
ask the questions: given that ML models rely on (non-robust) features that humans do
not use, can we leverage these features to improve our ML models? Specifically, can we
design the world to be robustly perceived by our ML models? Indeed, in Chapter 3, we
introduce “unadversarial examples,”—objects specifically designed (leveraging adversarial
perturbations) to be robustly recognized by ML models.

In particular, we proposed a new approach to image recognition in the face of un-
foreseen corruptions or distribution shifts. This approach is rooted in a reconsideration
of the problem setup itself. Specifically, we observe that in many situations, a system
designer actually controls, to some extent, the inputs that are fed into their model. For
example, a drone operator seeking to train a landing pad detector can modify the surface
of the landing pad; and, a roboticist training a perception model to recognize a small
set of custom objects can slightly alter the texture or design of these objects. Indeed, a
similar insight motivates QR codes, which are patterns explicitly designed to encode easily
recoverable bits in photographs.

We find that such control over inputs can be leveraged to drastically improve our
ability to tackle computer vision tasks. In particular, it allows us to turn the reliance of
modern vision systems on non-robust features from a weakness into a strength. Instead
of optimizing inputs to mislead models (e.g., as in adversarial examples), we can alter
inputs to reinforce correct behavior, yielding to unadversarial examples or robust objects.
Indeed, we show that even a simple gradient-based algorithm can successfully construct
unadversarial examples in a variety of vision settings and demonstrate that, by optimizing
objects for vision systems (rather than vice-versa), we can significantly improve both
in-distribution performance and robustness to unforeseen data shifts and corruptions. This
was our first demonstration that adversarial perturbations can be used to improve ML
models, and not just to attack them.

Defending against malicious AI-powered image editing. Another venue where we
show that adversarial perturbations can be useful is for protecting images against un-
wanted manipulation by generative AI models. Indeed, recently large diffusion models
such as DALL·E 2 [RDN+22] and Stable Diffusion [RBL+22] have emerged with impressive
capabilities to produce high-quality photorealistic images. However, the ease of use of
these models has raised concerns about their potential abuse, e.g., by creating inappro-
priate or harmful digital content. In Chapter 4, we propose an approach that aims to
protect people against malicious AI-powered image editing. At the core of our approach is
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the idea of image immunization—that is, making a specific image resistant to AI-powered
manipulation by adding (imperceptible) adversarial perturbation to it. This perturbation
would disrupt the operation of a diffusion model, forcing the edits it performs to be unre-
alistic. This is as in the previous chapter, motivated by the fact that ML models heavily
rely on non-robust features in their predictions. Thus, we aim to utilize these non-robust
features to immunize images against malicious AI-powered manipulation.

Part II: Understanding the underpinnings of reliable ML

deployment

In the first part of this thesis, we explored how we can improve the reliability of ML
models by making them more robust, performant, and trustworthy. However, even with
highly performant and robust ML models, the complexities of real-world deployment
demand more than resilience. It’s essential to thoroughly examine the decision-making
process of these models, whether for ensuring safety, maintaining equity, or identifying
underlying biases in data and algorithms. Indeed, we should not deploy ML models in
safety-critical settings until we have a more precise characterization of how they work,
and a clear understanding of when they would fail.

To this end, the second part of this thesis aims to develop a rigorous foundation for
explaining how, why, and in what settings modern machine learning systems succeed or
fail.

Building interpretable ML models. Interpretability is critical in nearly any deployment
situation. Indeed, it is essential for identifying biases in models, finding and ameliorating
potential failure modes, uncovering potential negative externalities of a model’s operation
in the real world, and—more generally—ensuring that the underlying process behind
decision-making is well-aligned with how we would like models to make decisions.

A key primitive in interpretability is the ability to remove features from the input of ML
models, sometimes referred to as missingness. Indeed, by comparing the model’s output
with and without specific features, we can infer what parts of the input led to a specific
outcome, as done in various interpretability methods [SLL20; STY17; ACÖ+17; RSG16a].
However, there is a problem: removing features from inputs is not always straightforward.
Indeed, removing a feature from an image usually requires approximating missingness
by replacing those pixel values with something else, e.g., black color. However, these
approximations tend not to be perfect [SLL20].
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In chapter 5, we investigate how the above missingness approximations can result in
what we call missingness bias, hindering our ability to properly interpret ML models. We
then show how transformer-based architectures can enable a more natural implementation
of missingness, allowing us to side-step this bias, and leading to more interpretable ML
models.

Developing model debugging tools. Even if we build interpretable ML models, it
is important to properly evaluate and diagnose failure modes for these models before
deploying them in the real world. In Chapter 6, we introduce 3DB, a framework for
automatically identifying and analyzing the failure modes of computer vision models.
Specifically, we integrate a 3D simulator into a robustness analysis pipeline to render
realistic scenes that can be used to stress-test computer vision system. 3DB is general
enough to enable users to, with little-to-no effort, evaluate the robustness of ML models to
pose, background, and texture bias, among others.

Such a tool is important for testing the ML model in isolation. However, in most
scenarios, the ML model is just a component of a larger system, and this requires more
complex techniques as we explore in the next chapters.

Investigating how data can impact the full ML pipeline. In practice, the process of
creating an ML system is not merely confined to training a model on a dataset and
evaluating it through benchmarks. ML models often grow and change over time, forming
integral components of more complex systems. This complexity underscores the necessity
of devising tools that can accurately detect and diagnose failure points within the complete
pipeline. For instance, ML models are often crafted using transfer learning, drawing
from pre-existing models or source datasets. This method raises pertinent questions: Are
there underlying issues or biases embedded in the transfer process? And if so, do these
challenges propagate into the subsequent, downstream models?

Indeed, in Chapter 7, we show that biases in pretrained models can (and do) transfer to
downstream tasks—a phenomenon that we refer to as bias transfer. For example, consider
a facial recognition system that has been pretrained on some large-scale dataset (which
contains a racial or gender bias), and then fine-tuned on a curated downstream dataset
where all genders or races are equally represented. Our work shows that the racial or gender
bias shows up in the resulting model, even though this models was finetuned on a curated
and de-biased dataset.

This phenomenon raises more flags on the equitability and fairness of our deployed
ML models, and begs for methods to detect and remedy these limitations. So we need de-
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bugging tools that work across the ML pipeline, from pretraining all the way to finetuning
and testing stages. In Chapter 8, we present a framework for pinpointing the impact of the
source dataset on the downstream predictions in transfer learning. This framework draws
inspiration from techniques such as influence functions [FZ20] and datamodels [IPE+22]
and enables us, in particular, to automatically identify source datapoints that—positively
or negatively—impact transfer learning performance. Using this framework, we are able
to detect datapoints in the source dataset that are detrimental to the downstream per-
formance on the target task, debug failure modes originating due to transfer learning,
and surface pathologies such as source-target data leakage and misleading or mislabelled
source datapoints, which we would not be able to do by applying debugging techniques
(e.g. 3DB alone) to the ML model itself without considering the full pipeline starting from
pretraining.

Outlook: Towards confident ML deployment

Deployable machine learning (ML) continues to pose significant challenges, as complexities
arise with the evolution and increased capabilities of models, such as Large Language
Models (LLMs). Though this thesis sheds light on certain aspects of deployable ML, there
remains an extensive path to achieving confident ML deployment. Further research is
required in this field, and some pressing unanswered questions are highlighted below.

Reassessing adversarial examples for LLMs. Despite efforts to enhance ML model ro-
bustness against adversarial examples, it is still a difficult open problem. The focus has
recently shifted towards average case robustness for general distribution shifts, given
the difficulty of addressing the worst-case robustness problem. However, with the ad-
vancements in LLMs, it has become vital to revisit adversarial examples. For instance,
how can we strengthen LLMs against jailbreaks [WHS23; ZWK+23], a particular type of
adversarial example affecting LLMs? As LLMs grow more potent and encompass various
modalities, such as images, videos, and audio, jailbreaks become more challenging to
prevent [CNC+23].

Furthermore, the solution may not only lie in fortifying ML models but also in strength-
ening the entire ML pipeline. The current research often overlooks the context in which ML
models operate within complex systems. How would the robustness assessment change
if an ML model were a part of a complex system? Are content moderation techniques
effective against jailbreaks, and how can they be improved? These questions have become
exceedingly relevant with LLMs’ increasing societal impact.
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Creating human-aligned representations. The existence of adversarial examples illus-
trates the substantial differences in decision-making between ML models and humans. The
goal is to align models with human-like feature utilization, thus eliminating adversarial
vulnerabilities. How can models be guided to use the "right" features? While adver-
sarial robustness has shown some success in aligning with human representations, this
area remains an open challenge. There may be a need for entirely new techniques and
methodologies in the quest for human-aligned learning.

Exploring unadversarial examples beyond computer vision. This thesis has explored
unadversarial examples as a method to enhance ML model robustness and reliability
in image classification. However, this concept can be extended to other domains such
as object detection, image segmentation, and beyond. In fields like natural language
processing, speech recognition, and tabular data processing, unadversarial examples could
play a critical role. Could unadversarial speech signals or text be synthesized to facilitate
future recognition? Connecting this with watermarking techniques, especially in detecting
fake generated content by LLMs and diffusion models, presents another exciting avenue
of exploration.

Debugging ML models as part of a comprehensive system. This thesis has demon-
strated how biases can permeate the ML pipeline, emphasizing the need for debugging
the entire process to identify failure modes. The focus was specifically on failure modes
originating either from the model itself, or from pretrained models that it was built on
top of. What other essential components of ML systems might similarly introduce biases
or failures? There is a growing necessity to develop specialized tools for comprehensive
debugging within the broader context of ML deployment.

Thesis organization

We now describe how the rest of the thesis is organized.
Chapter 1 presents our smoothed vision transformers which achieve non-precedent cer-
tified robustness while maintaining competitive inference speeds and clean accuracies,
making them viable alternatives to their standard counterparts. The material presented
in this chapter is based on joint work with Saachi Jain, Eric Wong, and Aleksander
Mądry [SJW+21].
Chapter 2 shows that adversarial robustness can improve transfer learning. The material
presented in this chapter is based on joint work with Andrew Ilyas, Logan Engstrom,
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Ashish Kapoor, and Aleksander Mądry [SIE+20].
Chapter 3 shows that adversarial perturbations can be used to design objects that are
robustly recognized by ML models. The material presented in this chapter is based on joint
work with Andrew Ilyas, Logan Engstrom, Sai Vemprala, Ashish Kapoor, and Aleksander
Mądry [SIE+21].
Chapter 4 shows that adversarial perturbations can be used to protect images against
malicious AI-powered manipulation. The material presented in this chapter is based
on joint work with Alaa Khaddaj, Guillaume Leclerc, Andrew Ilyas, and Aleksander
Mądry [SKL+23].
Chapter 5 presents the missingness bias, and shows that vision transformers naturally
mitigate this bias. The material presented in this chapter is based on joint work with
Saachi Jain, Eric Wong, Pengchuan Zhang, Vibhav Vineet, Sai Vemprala, and Aleksander
Mądry [JSW+22].
Chapter 6 presents 3DB, a framework for debugging computer vision models. We use this
framework to automate discovery of ML model biases and vulnerabilities. The material
presented in this chapter is based on joint work with Logan Engstrom, Andrew Ilyas,
Guillaume Leclerc, Hadi Salman, Sai Vemprala, Vibhav Vineet, Pengchuan Zhang, Shibani
Santurkar, Greg Yang, Ashish Kapoor, and Aleksander Mądry [LSI+21].
Chapter 7 shows that biases can transfer from source datasets to downstream tasks in
transfer learning, and demonstrates techniques to mitigate this problem. The material
presented in this chapter is based on joint work with Saachi Jain, Andrew Ilyas, Logan
Engstrom, Eric Wong, and Aleksander Mądry [SJI+22].
Chapter 8 presents a framework for pinpointing the impact of the source dataset on the
downstream predictions in transfer learning. The material presented in this chapter is
based on joint work with Saachi Jain, Alaa Khaddaj, Eric Wong, Sung Min Park, and
Aleksander Mądry [JSK+22].
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Part I

Adversarial perturbations and better ML
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Chapter 1

Building practical certifiably robust
classifiers against adversarial patches

High-stakes scenarios warrant the development of certifiably robust models that are
guaranteed to be robust to a set of transformations. These techniques are beginning to find
applications in real-world settings, such as verifying that aircraft controllers behave safely
in the presence of approaching airplanes [JK19], and ensuring the stability of automotive
systems to sensor noise [WSS+20].

In this chapter, we study robustness in the context of adversarial patches—a broad class
of arbitrary changes contained within a small, contiguous region. Adversarial patches
capture the essence of a range of maliciously designed physical objects such as adversarial
glasses [SBB+16], stickers/graffiti [EEF+18a], and clothing [WLD+20]. Researchers have
used adversarial patches to fool image classifiers [BMR+18], manipulate object detectors
[LK19; HSS+20], and disrupt optical flow estimation [RJG+19].

Adversarial patch defenses can be tricky to evaluate—recent work broke several empir-
ical defenses [BMV18; Hay18; NKP19] with stronger adaptive attacks [TCB+20; CNA+20].
This motivated certified defenses, which deliver provably robust models without having
to rely on an empirical evaluation. However, certified guarantees tend to be modest and
come at a cost: poor standard accuracy and slower inference times [LF20b; LF20a; ZYM+20;
XBS+21]. For example, a top-performing, recently proposed method reduces standard
accuracy by 30% and increases inference time by two orders of magnitude, while certifying
only 13.9% robust accuracy on ImageNet against patches that take up 2% of the image
[LF20a]. These drawbacks are commonly accepted as the cost of certification, but severely
limit the applicability of certified defenses. Does certified robustness really need to come
at such a high price?
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Our contributions

In this chapter, we demonstrate how to leverage vision transformers (ViTs) [DBK+21]
to create certified patch defenses that achieve significantly higher robustness guarantees
than prior work. Moreover, we show that certified patch defenses with ViTs can actually
maintain standard accuracy and inference times comparable to standard (non-robust)
models. At its core, our methodology exploits the token-based nature of attention modules
used in ViTs to gracefully handle the ablated images used in certified patch defenses.
Specifically, we demonstrate the following:

Improved guarantees via smoothed vision transformers. We find that using ViTs as the
backbone of the derandomized smoothing defense [LF20a] enables significantly improved
certified patch robustness. Indeed, this change alone boosts certified accuracy by up to
13% on ImageNet, and 5% on CIFAR-10 over similarly sized ResNets.

Standard accuracy comparable to that of standard architecures. We demonstrate that
ViTs enable certified defenses with standard accuracies comparable to that of standard, non-
robust models. In particular, our largest ViT improves state-of-the-art certified robustness
on ImageNet while maintaining standard accuracy that is similar to that of a non-robust
ResNet (>70%).

Faster inference. We modify the ViT architecture to drop unnecessary tokens, and reduce
the smoothing process to pass over mostly redundant computation. These changes turn
out to vastly speed up inference time for our smoothed ViTs. In our framework, a forward
pass on ImageNet becomes up to two orders of magnitude faster than that of prior certified
defenses, and is close in speed to a standard (non-robust) ResNet.

1.1 Certified patch defense with smoothing & transformers

Smoothing methods are a general class of certified defenses that combine the predictions
of a classifier over many variations of an input to create predictions that are certifiably
robust [CRK19; LF20b]. One such method that obtains robustness to adversarial patches is
derandomized smoothing [LF20a], which aggregates a classifier’s predictions on various
image ablations that mask most of the image out.

These approaches typically use CNNs, a common default model for computer vision
tasks, to evaluate the image ablations. The starting point of our approach is to ask: are
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convolutional architectures the right tool for this task? The crux of our methodology is
to leverage vision transformers, which we demonstrate are more capable of gracefully
handling the image ablations that arise in derandomized smoothing.

1.1.1 Preliminaries

Image ablations. Image ablations are variations of an image where all but a small portion
of the image is masked out [LF20a]. For example, a column ablation masks the entire image
except for a column of a fixed width (see Figure 1.1 for an example). We focus primarily
on column ablations and explore the more general block ablation in Appendix A.5.

…

Figure 1.1: Examples of column ablations for the left-most image with column width 19px.

For a input h× w sized image x, we denote by Sb(x) the set of all possible column
ablations of width b. A column ablation can start at any position and wrap around the
image, so there are w total ablations in Sb(x).

Derandomized smoothing. Derandomized smoothing [LF20a] is a popular approach
for certified patch defenses that constructs a smoothed classifier comprising of two main

Figure 1.2: Illustration of the smoothed vision transformer. For a given image, we first
generate a set of ablations. We encode each ablation into tokens, and drop fully masked
tokens. The remaining tokens for each ablation are then fed into a vision transformer, which
predicts a class label for each ablation. We predict the class with the most predictions over
all the ablations, and use the margin to the second-place class for robustness certification.
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components: (1) a base classifier, and (2) a set of image ablations used to smooth the base
classifier. Then, the resulting smoothed classifier returns the most frequent prediction of
the base classifier over the ablation set Sb(x). Specifically, for an input image x, ablation
set Sb(x), and a base classifier f , a smoothed classifier g is defined as:

g(x) = arg max
c

nc(x) (1.1)

where
nc(x) = ∑

x′∈Sb(x)
I{ f (x′) = c}

denotes the number of image ablations that were classified as class c. We refer to the
fraction of images that the smoothed classifier correctly classifies as standard accuracy.

A smoothed classifier is certifiably robust for an input image if the number of ablations
for the most frequent class exceeds the second most frequent class by a large enough
margin. Intuitively, a large margin makes it impossible for an adversarial patch to change
the prediction of a smoothed classifier since a patch can only affect a limited number of
ablations.

Specifically, let ∆ be the maximum number of ablations in the ablation set Sb(x) that
an adversarial patch can simultaneously intersect (e.g., for column ablations of size b,
an m×m patch can intersect with at most ∆ = m + b− 1 ablations). Then, a smoothed
classifier is certifiably robust on an input x if it is the case that for the predicted class c:

nc(x) > max
c′ ̸=c

nc′(x) + 2∆. (1.2)

If this threshold is met, the most frequent class is guaranteed to not change even if an
adversarial patch compromises every ablation it intersects. We denote the fraction of
predictions by the smooth classifier that are both correct and certifiably robust (according
to Equation 1.2) as certified accuracy.

Vision transformers. A key component of our approach is the vision transformer (ViT)
architecture [DBK+21]. In contrast to convolutional architecures, ViTs use self-attention
layers instead of convolutional layers as their primary building block and are inspired by
the success of self-attention in natural language processing [VSP+17]. ViTs process images
in three main stages:

1. Tokenization: The ViTs split the image into p× p patches. Each patch is then embedded
into a positionally encoded token.
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Table 1.1: Summary of our ImageNet results and comparisons to certified patch defenses
from the literature: Clipped Bagnet (CBG), Derandomized Smoothing (DS), and Patch-
Guard (PG). Time refers to the inference time for a batch of 1024 images, b is the ablation
size, and s is the ablation stride. An extended version is in Appendix A.6.

Standard and Certified Accuracy on ImageNet (%)

Standard 1% pixels 2% pixels 3% pixels Time (sec)

Baselines

Standard ResNet-50 76.1 — — — 0.67
WRN-101-2 78.85 — — — 3.1
ViT-S 79.90 — — — 0.4
ViT-B 81.80 — — — 0.95
CBN [ZYM+20] 49.5 13.4 7.1 3.1 3.05
DS [LF20a]a 44.4 17.7 14.0 11.2 149.5
PG [XBS+21]b 55.1b 32.3b 26.0b 19.7b 3.05

Smoothed models

ResNet-50 (b = 19) 51.5 22.8 18.3 15.3 149.5
ViT-S (b = 19) 63.5 36.8 31.6 27.9 14.0

WRN-101-2 (b = 19) 61.4 33.3 28.1 24.1 694.5
ViT-B (b = 19) 69.3 43.8 38.3 34.3 31.5
ViT-B (b = 37) 73.2 43.0 38.2 34.1 58.7
ViT-B (b = 19, s = 10) 68.3 36.9 36.9 31.4 3.2

2. Self-Attention: The set of tokens are then passed through a series of multi-headed
self-attention layers [VSP+17].

3. Classification head: The resulting representation is fed into a fully connected layer to
make predictions for classification.

aWe found that ResNets could achieve a significantly higher certified accuracy than was reported by
Levine and Feizi [LF20a] if we use early stopping-based model selection. We elaborate further in Ap-
pendix A.1.

bThe PatchGuard defense uses a specific mask size that guarantees robustness to patches smaller than the
mask, and provides no guarantees for larger patches. In this table, we report their best results: each patch
size corresponds to a separate model that achieves 0% certified accuracy against larger patches. Comparisons
across the individual models can be found in Appendix A.6.
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1.1.2 Smoothed vision transformers

Two central properties of vision transformers make ViTs particularly appealing for pro-
cessing the image ablations that arise in derandomized smoothing. Firstly, unlike CNNs,
ViTs process images as sets of tokens. ViTs thus have the natural capability to simply drop
unnecessary tokens from the input and “ignore” large regions of the image, which can
greatly speed up the processing of image ablations.

Moreover, unlike convolutions which operate locally, the self-attention mechanism in
ViTs shares information globally at every layer [VSP+17]. Thus, one would expect ViTs
to be better suited for classifying image ablations, as they can dynamically attend to the
small, unmasked region. In contrast, a CNN must gradually build up its receptive field
over multiple layers and process masked-out pixels.

Guided by these intuitions, our methodology leverages the ViT architecture as the
base classifier for processing the image ablations used in derandomized smoothing. We
first demonstrate that these smoothed vision transformers enable substantially improved
robustness guarantees, without losing much standard accuracy (Section 1.2). We then
modify the ViT architecture and smoothing procedure to drastically speed up the cost of
inference of a smoothed ViT (Section 1.3). We present an overview of our approach in
Figure 1.2.

Setup. We focus primarily on the column smoothing setting and defer block smoothing
results to Appendix A.5. We consider the CIFAR-10 [Kri09] and ImageNet [DDS+09]
datasets, and perform our analysis on three sizes of vision transformers—ViT-Tiny (ViT-T),
ViT-Small (ViT-S), and ViT-Base (ViT-B) models [Wig19; DBK+21]. We compare to residual
networks of similar size—ResNet-18, ResNet-50 [HZR+16], and Wide ResNet-101-2 [ZK16],
respectively. Further details of our experimental setup are in Appendix A.1.

1.2 Improving certified and standard accuracies with ViTs

Recall that even though certified patch defenses can guarantee robustness to patch attacks,
this robustness typically does not come for free. Indeed, certified patch defenses tend
to have substantially lower standard accuracy when compared to typical (non-robust)
models, while delivering a fairly limited degree of (certified) robustness.

In this section, we show how to use ViTs to substantially improve both standard
and certified accuracies for certified patch defenses. To this end, we first empirically
demonstrate that ViTs are a more suitable architecture than traditional convolutional
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Table 1.2: Summary of our CIFAR-10 results and comparisons to certified patch defenses
from the literature: Clipped Bagnet (CBG), Derandomized Smoothing (DS), and Patch-
Guard (PG). Here, b is the column ablation size out of 32 pixels. An extended version is in
Appendix A.6.

Standard and Certified Accuracy on CIFAR-10 (%)

Standard 2× 2 4× 4

Baselines

CBN [ZYM+20] 84.2 44.2 9.3
DS [LF20a]a 83.9 68.9 56.2
PG [XBS+21]b 84.7b 69.2b 57.7b

Smoothed models

ResNet-50 (b = 4) 86.4 71.6 59.0
ViT-S (b = 4) 88.4 75.0 63.8

WRN-101-2 (b = 4) 88.2 73.9 62.0
ViT-B (b = 4) 90.8 78.1 67.6

networks for classifying the image ablations used in derandomized smoothing (Section
1.2.1). Specifically, this change in architecture alone yields models with significantly
improved standard and certified accuracies. We then show how a careful selection of
smoothing parameters can enable smoothed ViTs to have even higher standard accuracies
that are comparable to typical (non-robust) models, without sacrificing much certified
performance (Section 1.2.2).

Our ImageNet and CIFAR-10 results are summarized in Table 1.1 and Table 1.2, re-
spectively. We further include the inference time to evaluate a batch of images, using the
modifications described in Section 1.3. See Appendix A.6 for extended tables covering a
wider range of experiments.

1.2.1 ViTs outperform ResNets on image ablations.

We first isolate the effect of using a ViT instead of a ResNet as the base classifier for
derandomized smoothing. Specifically, we keep all smoothing parameters fixed and only
vary the base classifier. Following Levine and Feizi [LF20a], we use column ablations of
width b = 4 for CIFAR-10 and b = 19 for ImageNet for both training and certification.

Ablation accuracy. The performance of derandomized smoothing entirely depends on
whether the base classifier can accurately classify ablated images. We thus measure the
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Figure 1.3: Accuracies on column-ablated images for models on CIFAR-10 and ImageNet.
The models were trained on column ablations of width b = 19 for ImageNet and b = 4 for
CIFAR-10, and evaluated on a range of ablation sizes. ViTs outperform ResNets on image
ablations by a sizeable margin.
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Figure 1.4: Certified accuracies for ViT and ResNet models on CIFAR-10 and ImageNet for
various adversarial patch sizes. Certification was performed using a fixed ablation of size
b = 4 for CIFAR-10 and b = 19 for ImageNet (as in [LF20a]).

accuracy of ViTs and ResNets at classifying column ablated images across a range of
evaluation ablation sizes as shown in Figure 1.3. We find that ViTs are significantly more
accurate on these ablations than comparably sized ResNets. For example, on ImageNet,
ViT-S has up to 12% higher accuracy on ablations than ResNet-50.

Certified patch robustness. We next measure the effect of improved ablation accuracy
on certified accuracy. We find that using a ViT as the base classifier in derandomized
smoothing substantially boosts certified accuracy compared to ResNets across a range
of model sizes and adversarial patch sizes, as shown in Figure 1.4. For example, against
32× 32 adversarial patches on ImageNet (2% of the image), a smoothed ViT-S improves
certified accuracy by 14% over a smoothed ResNet-50, while the larger ViT-B reaches a
certified accuracy of 39%—well above the highest reported baseline of 26% [XBS+21]1.

1The highest reported certified accuracy in the literature for this patch size on ImageNet is 26% from
PatchGuard [XBS+21]. However, this defense uses a masking technique that is optimized for this particular
patch size, and achieves 0% certified accuracy against larger patches.
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Standard accuracy. We further find that smoothed ViTs can mitigate the precipitous drop
in standard accuracy observed in previously proposed certified defenses, particularly so
for larger architectures and datasets. Indeed, the smoothed ViT-B remains 69% accurate on
ImageNet—14.2% higher standard accuracy than that of the best performing prior work
(Table 1.1). A full comparison between the performance of smoothed models and their
non-robust counterparts can be found in Appendix A.6.

1.2.2 Ablation size matters

In the previous section, we fixed the width of column ablations at b = 19 for derandomized
smoothing on ImageNet, following [LF20a]. We now demonstrate that properly choosing
the ablation size can improve the standard accuracy even further—by 4% on ImageNet—
without sacrificing certified performance.
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Figure 1.5: Certified (left) and standard (right) accuracies for a collection of smoothed
models trained with a fixed ablation size b = 19 on ImageNet, and evaluated with varying
ablation sizes. Certified accuracy remains stable across a range of ablation sizes, while
standard accuracy substantially improves with larger ablations.

Specifically, we take ImageNet models trained on column ablations with width b = 19,
and change the smoothing procedure to use a different width at test time. We report the
resulting standard and certified accuracies in Figure 1.5, and defer additional experiments
on changing the ablation size during training to Appendix A.2.1.

Although Levine and Feizi [LF20a] found a steep trade-off between certified and
standard accuracy in CIFAR-10 (which we verify in Appendix A.2.2), we find this to not
be the case for ImageNet for either CNNs or ViTs. We can thus substantially increase
the ablation size to improve standard accuracy without significantly dropping certified
performance as shown in Figure 1.5. For example, increasing the width of column ablations
to b = 37 improves the standard accuracy of the smoothed ViT-B model by nearly 4%
to 73% while maintaining a 38% certified accuracy against 32× 32 patches. In addition
to being 12% higher than the standard accuracy of the best performing prior work, this
model’s standard accuracy is only 3% lower than that of a non-robust ResNet-50.
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Thus, using smoothed ViTs, we can achieve state-of-the-art certified robustness to
patch attacks in the ImageNet setting while attaining standard accuracies that are more
comparable to those of non-robust ResNets.

1.3 Faster inference with ViTs

Derandomized smoothing with column ablations is an expensive operation, especially for
large images. Indeed, an image with h× w pixels has w column ablations, so the forward
pass of smoothed model is w times slower than a normal forward pass—two orders of
magnitude slower on ImageNet.

To address this, we first modify the ViT architecture to avoid unnecessary computa-
tion on masked pixels (Section 1.3.1). We then demonstrate that reducing the number
of ablations via striding offers further speed up (Section 1.3.2). These two (complemen-
tary) modifications vastly improve the inference time for smoothed ViTs, making them
comparable in speed to standard (non-robust) convolutional architectures.

1.3.1 Dropping masked tokens

Recall that the first operation in a ViT is to split and encode the input image as a set
of tokens, where each token corresponds to a patch in the image. However, for image
ablations, a large number of these tokens correspond to fully masked regions of the image.

Our strategy is to pass only the subset of tokens that contain an unmasked part of the
original image, thus avoiding computation on fully masked tokens. Specifically, given an
image ablation, we alter the ViT architecture to do the following steps:

1. Positionally encode the entire ablated image into a set of tokens.

2. Drop any tokens that correspond to a fully masked region of the input.

3. Pass the remaining tokens through the self-attention layers.

As one would expect, since the positional encoding maintains the spatial information of
the remaining tokens, the ViT’s accuracy on image ablations barely changes when we drop
the fully masked tokens. We defer a detailed analysis of this phenomenon, along with a
formal description of the token-dropping procedure to Appendix A.3.
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Computational complexity. We now provide an informal summary of the computational
complexity of this procedure, and defer a formal asymptotic analysis to Appendix A.3.1.
After tokenization, the bulk of a ViT consists of two main operation types:

• Attention operators, which have costs that scale quadratically with the number of
tokens but linearly in the hidden dimension.

• Fully-connected operators, which have costs that scale linearly with the number of
tokens but quadratically in the hidden dimension.

Reducing the number of tokens thus directly reduces the cost of attention and fully
connected operators at a quadratic and linear rate, respectively. For a small number of
tokens, the linear scaling from the fully-connected operators tends to dominate. The cost
of processing column ablations thus scales linearly with the width of the column, which
we empirically validate in Figure 1.6. Further details about how we time these models can
be found in Appendix A.1.4.
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Figure 1.6: The average time to compute a forward pass for ViTs on 1024 column ablated
images with varying ablation sizes, with and without dropping masked tokens. The cost
of processing a full image without dropping masked tokens corresponds to the maximum
ablation size b = 224.

1.3.2 Empirical speed-up for smoothed ViTs

Smoothed classifiers must process a large number of image ablations in order to make
predictions and certify robustness. Consequently, using our ViT (with dropped tokens) as
the base classifier for derandomized smoothing directly speeds up inference time. In this
section, we explore how much faster smoothed ViTs are in practice.

We first measure the number of images per second that smoothed ViTs and smoothed
ResNets can process. We use column ablations of size b = 19 on ImageNet, following
Levine and Feizi [LF20a]. In Table 1.3 that describes our results, we find speedups of
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Table 1.3: Multiplicative speed up of inference for a smoothed ViT with dropped tokens
over a smoothed ResNet, measured over a batch of 1024 images with b = 19.

ResNet-18 ResNet-50 WRN-101

ViT-T 5.85x 21.96x 101.99x
ViT-S 2.85x 10.68x 49.62x
ViT-B 1.26x 4.75x 22.04x

5-22x for smoothed ViTs over smoothed ResNets of similar size, with larger architectures
showing greater gains. Notably, using our largest ViT (ViT-B) as the base classifier is
1.25x faster than using a ResNet-18, despite being 8x larger in parameter count. Dropping
masked tokens thus substantially speeds up inference time for smoothed ViTs, to the point
where using a large ViT is comparable in speed to using a small ResNet.

Strided ablations. We now consider a complementary means of speeding up smoothed
classifiers: directly reducing the size of the ablation set via strided ablations. Specifically,
instead of using every possible ablation, we can subsample every s-th ablation for a given
stride s. Striding can reduce the total number of ablations (and consequently speed up
inference) by a factor of s, without substantially hurting standard or certified accuracy
(Table 1.1). We study this in more detail in Appendix A.4.

Strided ablations, in conjunction with the dropped tokens optimization from Sec-
tion 1.3.1, lead to smoothed ViTs having inference times comparable to standard (non-
robust) models. For example, when using stride s = 10 and dropping masked tokens, a
smoothed ViT-S is only 2x slower than a single inference step of a standard ResNet-50,
while a smoothed ViT-B is only 5x slower. We report the inference time of these models,
along with their standard and certified accuracies, in Table 1.1.
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Chapter 2

Improving transfer learning via
adversarial perturbations

In the previous chapter, we laid the groundwork by demonstrating how to create models
robust to (a specific class of) adversarial perturbations. As we move forward, this chapter
will extend that discussion, showing how such robustness is not just a security asset but
also a crucial factor in improving transfer learning [DJV+14; SAS+14].

The relevance of this discussion is underpinned by the prevailing role that transfer
learning plays in many practical settings where there is insufficient data or compute.
Broadly, transfer learning refers to any machine learning algorithm that leverages infor-
mation from one (“source”) task to better solve another (“target”) task. A prototypical
transfer learning pipeline in computer vision (and the focus of our work) starts with a
model trained on the ImageNet-1K dataset [DDS+09; RDS+15], and then refines this model
for the target task.

Though the exact underpinnings of transfer learning are not fully understood, recent
work has identified factors that make pre-trained ImageNet models amenable to transfer
learning. For example, [HAE16; KBZ+19] investigate the effect of the source dataset;
Kornblith et al. [KSL19] find that pre-trained models with higher ImageNet accuracy also
tend to transfer better; Azizpour et al. [ARS+15] observe that increasing depth improves
transfer more than increasing width.

Our contributions. In this work, we identify another factor that affects transfer learning
performance: adversarial robustness [BCM+13; SZS+14]. We find that despite being less
accurate on ImageNet, adversarially robust neural networks match or improve on the
transfer performance of their standard counterparts. We first establish this trend in the
“fixed-feature” setting, in which one trains a linear classifier on top of features extracted
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Table 2.1: Transfer performance of robust and standard ImageNet models on 12 down-
stream classification tasks. For each transfer learning paradigm, we report accuracy
averaged over ten random trials of standard and robust models. We used a grid search
(using a disjoint set of random seets) to find the best hyperparameters, architecture, and
(for robust models) robustness level ε. In each column, we bold the entry with the higher
average accuracy; if the accuracy difference is significant (as judged by a 95% CI two-tailed
Welch’s t-test [WEL47]) we bold only the higher entry, otherwise (if the test is inconclusive)
we bold both.
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network Standard 86.19 75.90 97.72 86.20 94.85 86.54 91.37 76.11 97.13 88.61 94.43 63.90

from a pre-trained network. Then, we show that this trend carries forward to the more
complex “full-network” transfer setting, in which the pre-trained model is entirely fine-
tuned on the relevant downstream task. We carry out our study on a suite of image
classification tasks (summarized in Table 2.1), object detection, and instance segmentation.

Our results are consistent with (and in fact, add to) recent hypotheses suggesting
that adversarial robustness leads to improved feature representations [EIS+19b; AL20].
Still, future work is needed to confirm or refute such hypotheses, and more broadly, to
understand what properties of pre-trained models are important for transfer learning.

2.1 Background on Transfer Learning

A number of works study transfer learning with CNNs [DJV+14; CSV+14; SAS+14;
ARS+15]. Indeed, transfer learning has been studied in varied domains including med-
ical imaging [MGM18], language modeling [CK18], and various object detection and
segmentation related tasks [RHG+15; DLH+16; HRS+17; CPK+17]. In terms of meth-
ods, others [AGM14; CSV+14; GDD+14; YCB+14; ARS+15; LRM15; HAE16; CMB+16]
show that fine-tuning typically outperforms frozen feature-based methods. As discussed
throughout this chapter, several prior works [ARS+15; HAE16; KSL19; ZSS+18; KBZ+19;
SSS+17; MGR+18; YCB+14] have investigated factors improving or otherwise affecting
transfer learning performance. Recently proposed methods have achieved state-of-the-art
performance on downstream tasks by scaling up transfer learning techniques [HCB+18;
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KBZ+19].
On the adversarial robustness front, many works—both empirical (e.g., [MMS+18;

MMK+18; BGH19; ZYJ+19]) and certified (e.g., [LAG+19; WZC+18; WK18; RSL18; CRK19;
SLR+19; YDH+20])—significantly increase model resilience to adversarial examples [BCM+13;
SZS+14]. A growing body of research has studied the features learned by these robust
networks and suggested that they improve upon those learned by standard networks
(cf. [IST+19; EIS+19b; STT+19; AL20; KSJ19; KCL19] and references). On the other hand,
prior studies have also identified theoretical and empirical tradeoffs between standard
accuracy and adversarial robustness [TSE+19; BPR19; SZC+18; RXY+19]. At the inter-
section of robustness and transfer learning, Shafahi et al. [SSZ+19] investigate transfer
learning for increasing downstream-task adversarial robustness (rather than downstream
accuracy, as in this work). Aggarwal et al. [ASK+20] find that adversarially trained models
perform better at downstream zero-shot learning tasks and weakly-supervised object
localization. Finally, concurrent to our work, [UKE+20] also study the transfer perfor-
mance of adversarially robust networks. Our studies reach similar conclusions and are
otherwise complementary: here we study a larger set of downstream datasets and tasks
and analyze the effects of model accuracy, model width, and data resolution; Utrera et
al. [UKE+20] study the effects of training duration, dataset size, and also introduce an
influence function-based analysis [KL17] to study the representations of robust networks.

2.2 Motivation: Fixed-Feature Transfer Learning

In one of the most basic variants of transfer learning, one uses the source model as a feature
extractor for the target dataset, then trains a simple (often linear) model on the resulting
features. In our setting, this corresponds to first passing each image in the target dataset
through a pre-trained ImageNet classifier, and then using the outputs from the penultimate
layer as the image’s feature representation. Prior work has demonstrated that applying
this “fixed-feature” transfer learning approach yields accurate classifiers for a variety of
vision tasks and often out-performs task-specific handcrafted features [SAS+14]. However,
we still do not completely understand the factors driving transfer learning performance.

How can we improve transfer learning? Conventional wisdom and evidence from prior
work [CSV+14; SZ15; KSL19; HRS+17] suggest that accuracy on the source dataset is
a strong indicator of performance on downstream tasks. In particular, Kornblith et al.
[KSL19] find that pre-trained ImageNet models with higher accuracy yield better fixed-
feature transfer learning results.

45



Still, it is unclear if improving ImageNet accuracy is the only way to improve perfor-
mance. After all, the behaviour of fixed-feature transfer is governed by models’ learned
representations, which are not fully described by source-dataset accuracy. These repre-
sentations are, in turn, controlled by the priors that we put on them during training. For
example, the use of architectural components [UVL17], alternative loss functions [MIM+18],
and data augmentation [VM01] have all been found to put distinct priors on the features
extracted by classifiers.

The adversarial robustness prior. In this work, we turn our attention to another prior:
adversarial robustness. Adversarial robustness refers to a model’s invariance to small (often
imperceptible) perturbations of its inputs. Robustness is typically induced at training time
by replacing the standard empirical risk minimization objective with a robust optimization
objective [MMS+18]:

min
θ

E(x,y)∼D [L(x, y; θ)] =⇒ min
θ

E(x,y)∼D

[
max
∥δ∥2≤ε

L(x + δ, y; θ)

]
, (2.1)

where ε is a hyperparameter governing how invariant the resulting “adversarially robust
model” (more briefly, “robust model”) should be. In short, this objective asks the model to
minimize risk on the training datapoints while also being locally stable in the (radius-ε)
neighbourhood around each of these points. (A more detailed primer on adversarial
robustness is given in Appendix B.4.)

Adversarial robustness was originally studied in the context of machine learning secu-
rity [BCM+13; BR18; CW17] as a method for improving models’ resilience to adversarial
examples [GSS15; MMS+18]. However, a recent line of work has studied adversarially
robust models in their own right, casting (2.1) as a prior on learned feature representa-
tions [EIS+19b; IST+19; JBZ+19; ZZ19].

Should adversarial robustness help fixed-feature transfer? It is, a priori, unclear what
to expect from an “adversarial robustness prior” in terms of transfer learning. On one
hand, robustness to adversarial examples may seem somewhat tangential to transfer
performance. In fact, adversarially robust models are known to be significantly less
accurate than their standard counterparts [TSE+19; SZC+18; RXY+19; Nak19], suggesting
that using adversarially robust feature representations should hurt transfer performance.

On the other hand, recent work has found that the feature representations of robust
models carry several advantages over those of standard models. For example, adversar-
ially robust representations typically have better-behaved gradients [TSE+19; STT+19;
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ZZ19; KCL19] and thus facilitate regularization-free feature visualization [EIS+19b] (cf.
Figure 2.1a). Robust representations are also approximately invertible [EIS+19b], meaning
that unlike for standard models [MV15; DB16], an image can be approximately recon-
structed directly from its robust representation (cf. Figure 2.1b). More broadly, Engstrom
et al. [EIS+19b] hypothesize that by forcing networks to be invariant to signals that humans
are also invariant to, the robust training objective leads to feature representations that are
more similar to what humans use. This suggests, in turn, that adversarial robustness might
be a desirable prior from the point of view of transfer learning.

(a) Perceptually aligned gradients (b) Representation invertibility

Figure 2.1: Adversarially robust (top) and standard (bottom) representations: robust
representations allow (a) feature visualization without regularization; (b) approximate
image inversion by minimizing distance in representation space. Figures reproduced from
Engstrom et al. [EIS+19b].

Experiments. To resolve these two conflicting hypotheses, we use a test bed of 12
standard transfer learning datasets (all the datasets considered in [KSL19] as well as
Caltech-256 [GHP07]) to evaluate fixed-feature transfer on standard and adversarially
robust ImageNet models. We considere four ResNet-based architectures (ResNet-{18,50},
WideResNet-50-x{2,4}), and train models with varying robustness levels ε for each architec-
ture (for the full experimental setup, see Appendix B.1).

In Figure 2.2, we compare the downstream transfer accuracy of a standard model to that
of the best robust model with the same architecture (grid searching over ε1). The results
indicate that robust networks consistently extract better features for transfer learning than
standard networks—this effect is most pronounced on Aircraft, CIFAR-10, CIFAR-100,
Food, SUN397, and Caltech-101. Due to computational constraints, we could not train
WideResNet-50-4x models at the same number of robustness levels ε, so a coarser grid was
used. It is thus likely that a finer grid search over ε would further improve results (we
discuss the role of ε in more detail in Section 2.4.3).

1To ensure a fair comparison (i.e., that the gains observed are not an artifact of training many random
robust models), we first use a set of random seeds to select the best ε level, and then calculate the perfomance
for just that ε using a separate set of random seeds.
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Figure 2.2: Fixed-feature transfer learning results using standard and robust models for
the 12 downstream image classification tasks considered. Following [KSL19], we record
re-weighted accuracy for the unbalanced datasets, and raw accuracy for the others (cf.
Appendix B.1). Error bars denote one standard deviation computed over ten random trials.

2.3 Adversarial Robustness and Full-Network Fine Tuning

A more expensive but often better-performing transfer learning method uses the pre-
trained model as a weight initialization rather than as a feature extractor. In this “full-
network” transfer learning setting, we update all of the weights of the pre-trained model
(via gradient descent) to minimize loss on the target task. Kornblith et al. [KSL19] find that
for standard models, performance on full-network transfer learning is highly correlated
with performance on fixed-feature transfer learning. Therefore, we might hope that the
findings of the last section (i.e., that adversarially robust models transfer better) also
carry over to this setting. To resolve this conjecture, we consider three applications of
full-network transfer learning: image classification (i.e., the tasks considered in Section 2.2),
object detection, and instance segmentation.

Downstream image classification We first recreate the setup of Section 2.2: we perform
full-network transfer learning to adapt the robust and non-robust pre-trained ImageNet
models to the same set of 12 downstream classification tasks. The hyperparameters for
training were found via grid search (cf. Appendix B.1). Our findings are shown in
Figure 2.3—just as in fixed-feature transfer learning, robust models match or improve on
standard models in terms of transfer learning performance.

Object detection and instance segmentation It is standard practice in data-scarce object
detection or instance segmentation tasks to initialize earlier model layers with weights
from ImageNet-trained classification networks. We study the benefits of using robustly
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Figure 2.3: Full-network transfer learning results using standard and robust models for
the 12 downstream image classification tasks considered. Following [KSL19], we record
re-weighted accuracy for the unbalanced datasets, and raw accuracy for the others (cf.
Appendix B.1). Error bars denote one standard deviation computed with ten random
trials.

trained networks to initialize object detection and instance segmentation models, and find
that adversarially robust networks consistently outperform standard networks.

We evaluate with benchmarks in both object detection (PASCAL Visual Object Classes
(VOC) [EVW+10] and Microsoft COCO [LMB+14]) and instance segmentation (Microsoft
COCO). We train systems using default models and hyperparameter configurations from
the Detectron2 [WKM+19] framework (i.e., we do not perform any additional hyperpa-
rameter search). Appendix B.3 describes further experimental details and more results.

We first study object detection. We train Faster R-CNN FPN [LDG+17] models with
varying ResNet-50 backbone initializations. For VOC, we initialize with one standard
network, and twelve adversarially robust networks with different values of ε. For COCO,
we only train with three adversarially robust models (due to computational constraints).
For instance segmentation, we train Mask R-CNN FPN models [HGD+17] while varying
ResNet-50 backbone initialization. We train three models using adversarially robust
initializations, and one model from a standardly trained ResNet-50. Figure 2.4 summarizes
our findings: the best robust backbone initializations outperform standard models.

2.4 Analysis and Discussion

Our results from the previous section indicate that robust models match or improve on the
transfer learning performance of standard ones. In this section, we take a closer look at the
similarities and differences in transfer learning between robust networks and standard
networks.
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Figure 2.4: AP of instance segmentation and object detection models with backbones
initialized with ε-robust models before training. Robust backbones generally lead to better
AP, and the best robust backbone always outperforms the standardly trained backbone for
every task. COCO results averaged over four runs due to computational constraints; ±
represents standard deviation.

2.4.1 ImageNet accuracy and transfer performance

In Section 2.2, we discussed a potential tension between the desirable properties of robust
network representations (which we conjectured would improve transfer performance) and
the decreased accuracy of the corresponding models (which, as prior work has established,
should hurt transfer performance). We hypothesize that robustness and accuracy have
counteracting yet separate effects: that is, higher accuracy improves transfer learning for
a fixed level of robustness, and higher robustness improves transfer learning for a fixed
level of accuracy.

To test this hypothesis, we first study the relationship between ImageNet accuracy and
transfer accuracy for each of the robust models that we trained. Under our hypothesis, we
should expect to see a deviation from the direct linear accuracy-transfer relation observed
by [KSL19], due to the confounding factor of varying robustness. The results (cf. Figure 2.5;
similar results for full-network transfer in Appendix B.5) support this. Indeed, we find that
the previously observed linear relationship between accuracy and transfer performance is
often violated once robustness aspect comes into play.

In even more direct support of our hypothesis (i.e., that robustness and ImageNet
accuracy have opposing yet separate effects on transfer), we find that when the robustness
level is held fixed, the accuracy-transfer correlation observed by prior works for standard
models actually holds for robust models too. Specifically, we train highly robust (ε = 3)—
and thus less accurate—models with six different architectures, and compared ImageNet
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Figure 2.5: Fixed-feature transfer accuracies of standard and robust ImageNet models
to various image classification datasets. The linear relationship between ImageNet and
transfer accuracies does not hold. Full numerical results (i.e., in tabular form) are available
in Appendix B.6.

accuracy against transfer learning performance. Table 2.2 shows that for these models
improving ImageNet accuracy improves transfer performance at around the same rate as
(and with higher R2 correlation than) standard models.

These observations suggest that transfer learning performance can be further improved
by applying known techniques that increase the accuracy of robust models (e.g. [BGH19;
CRS+19]). More broadly, our findings also indicate that accuracy is not a sufficient measure
of feature quality or versatility. Understanding why robust networks transfer particularly
well remains an open problem, likely relating to prior work that analyses the features these
networks use [EIS+19b; SSZ+19; AL20].

2.4.2 Robust models improve with width

Our experiments also reveal a contrast between robust and standard models in how
their transfer performance scales with model width. Azizpour et al. [ARS+15], find that
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Table 2.2: Source (ImageNet) and target (CIFAR-10) accuracies, fixing robustness (ε) but
varying architecture. When robustness is controlled for, ImageNet accuracy is highly
predictive of transfer performance. Similar trends for other datasets are shown in Ap-
pendix B.5.

Architecture (see details in Appendix B.1.1)

Robustness Dataset A B C D E F R2

Std (ε = 0) ImageNet 77.37 77.32 73.66 65.26 64.25 60.97 —
CIFAR-10 97.84 97.47 96.08 95.86 95.82 95.55 0.79

Adv (ε = 3) ImageNet 66.12 65.92 56.78 50.05 42.87 41.03 —
CIFAR-10 98.67 98.22 97.27 96.91 96.23 95.99 0.97

although increasing network depth improves transfer performance, increasing width hurts
it. Our results corroborate this trend for standard networks, but indicate that it does
not hold for robust networks, at least in the regime of widths tested. Indeed, Figure 2.6
plots results for the three widths of ResNet-50 studied here (x1, x2, and x4), along with a
ResNet-18 for reference: as width increases, transfer performance plateaus and decreases
for standard models, but continues to steadily grow for robust models. This suggests
that scaling network width may further increase the transfer performance gain of robust
networks over the standard ones. (This increase comes, however, at a higher computational
cost.)
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Figure 2.6: Varying width and model robustness while transfer learning from ImageNet to
various datasets. Generally, as width increases, transfer learning accuracies of standard
models generally plateau or level off while those of robust models steadily increase. More
values of ε are in Appendix B.5.
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2.4.3 Optimal robustness levels for downstream tasks

We observe that although the best robust models often outperform the best standard
models, the optimal choice of robustness parameter ε varies widely between datasets. For
example, when transferring to CIFAR-10 and CIFAR-100, the optimal ε values were 3.0
and 1.0, respectively. In contrast, smaller values of ε (smaller by an order of magnitude)
tend to work better for the rest of the datasets.

One possible explanation for this variability in the optimal choice of ε might relate
to dataset granularity. We hypothesize that on datasets where leveraging finer-grained
features are necessary (i.e., where there is less norm-separation between classes in the
input space), the most effective values of ε will be much smaller than for a dataset where
leveraging more coarse-grained features suffices. To illustrate this, consider a binary
classification task consisting of image-label pairs (x, y), where the correct class for an
image y ∈ {0, 1} is determined by a single pixel, i.e., x0,0 = δ · y, and xi,j = 0, otherwise.
We would expect transferring a standard model onto this dataset to yield perfect accuracy
regardless of δ, since the dataset is perfectly separable. On the other hand, a robust model
is trained to be invariant to perturbations of norm ε—thus, if δ < ε, the dataset will not
appear separable to the standard model and so we expect transfer to be less successful. So,
the smaller the δ (i.e., the larger the “fine grained-ness” of the dataset), the smaller the ε

must be for successful transfer.

Unifying dataset scale. We now present evidence in support of our above hypothesis.
Although we lack a quantitative notion of granularity (in reality, features are not simply
singular pixels), we consider image resolution as a crude proxy. Since we scale target
datasets to match ImageNet dimensions, each pixel in a low-resolution dataset (e.g., CIFAR-
10) image translates into several pixels in transfer, thus inflating datasets’ separability.
Drawing from this observation, we attempt to calibrate the granularities of the 12 image
classification datasets used in this work, by first downscaling all the images to the size
of CIFAR-10 (32× 32), and then upscaling them to ImageNet size once more. We then
repeat the fixed-feature regression experiments from prior sections, plotting the results
in Figure 2.7 (similar results for full-network transfer are presented in Appendix B.5).
After controlling for original dataset dimension, the datasets’ epsilon vs. transfer accuracy
curves all behave almost identically to CIFAR-10 and CIFAR-100 ones. Note that while this
experimental data supports our hypothesis, we do not take the evidence as an ultimate
one and further exploration is needed to reach definitive conclusions.
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Figure 2.7: Fixed-feature transfer accuracies of various datasets that are down-scaled to
32× 32 before being up-scaled again to ImageNet scale and used for transfer learning. The
accuracy curves are closely aligned, unlike those of Figure 2.5, which illustrates the same
experiment without downscaling.

2.4.4 Comparing adversarial robustness to texture robustness
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Figure 2.8: We compare standard, stylized and robust ImageNet models on standard
transfer tasks (and to stylized ImageNet).

We now investigate the effects of adversarial robustness on transfer learning perfor-
mance in comparison to other invariances commonly imposed on deep neural networks.
Specifically, we consider texture-invariant [GRM+19] models, i.e., models trained on the
Stylized ImageNet (SIN) [GRM+19] dataset. Figure 2.8b shows that transfer learning from
adversarially robust models outperforms transfer learning from texture-invariant models
on all considered datasets.

Finally, we use the SIN dataset to further re-inforce the benefits conferred by adversarial
robustness. Figure 2.8a top shows that robust models outperform standard imagenet
models when evaluated (top) or fine-tuned (bottom) on Stylized-ImageNet.
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Chapter 3

Unadversarial examples: Designing
objects for robust vision

Up to this point, we have largely viewed adversarial examples as a vulnerability that
compromises the reliability of ML systems. However, a different perspective suggests that
these examples actually highlight a deeper issue: a fundamental misalignment between
humans and ML models. Indeed, Ilyas et al. [IST+19] show that ML models fundamentally
rely on non-robust features that humans do not. Their results indicate that while such
features are extremely brittle, they are still useful in classification. In this chapter and the
next one, we demonstrate that we can leverage these—seemingly bad—non robust features
to enhance the trustworthiness of ML models. We initiate this line work by illustrating
how to employ these non-robust features in designing objects that ML models can easily
and robustly recognize, even under distribution shift.

Indeed, performing reliably on unseen or shifting data distributions is a difficult chal-
lenge for modern computer vision systems. For example, slight rotations and translations
of images suffice to reduce the accuracy of state-of-the-art classifiers [ETT+19; ALG+19;
KMF18]. Similarly, models that attain near human-level performance on benchmarks
exhibit significantly degraded performance when faced with even mild image corruptions
and transformations [HD19; KSH+19]. In fact, when an adversary is allowed to modify in-
puts directly, standard vision models can be manipulated into predicting arbitrary outputs
(cf. adversarial examples [BCM+13; SZS+14]). While robustness interventions and additional
training data can improve out-of-distribution behavior, they do not fully close the gap
between model performance on standard heldout data and on corrupted/otherwise unfa-
miliar data [TDS+20; HBM+20]. The situation is worse still when test-time distribution is
under- or mis-specified, which occurs commonly in practice.
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How can we change this state of affairs? We propose a new approach to image recogni-
tion in the face of unforeseen corruptions or distribution shifts. This approach is rooted
in a reconsideration of the problem setup itself. Specifically, we observe that in many
situations, a system designer actually controls, to some extent, the inputs that are fed into
that model. For example, a drone operator seeking to train a landing pad detector can
modify the surface of the landing pad; and, a roboticist training a perception model to
recognize a small set of custom objects can slightly alter the texture or design of these
objects.

Clean Foggy Dusty
Unadversarial Jet

Human-designed Jet

Figure 3.1: We demonstrate that optimizing objects (e.g., the pictured jet) for pre-trained
neural networks can boost performance and robustness on computer vision tasks. Here, we
show an example of classifying an unadversarial jet and a standard jet using a pretrained
ImageNet model. The model correctly classifies the unadversarial jet even under bad
weather conditions (e.g., foggy or dusty), whereas it fails to correctly classify the standard
jet.

We find that such control over inputs can be leveraged to drastically improve our ability
to tackle computer vision tasks. In particular, it allows us to turn the input-sensitivity of
modern vision systems from a weakness into a strength. Instead of optimizing inputs to
mislead models (e.g., as in adversarial examples), we can alter inputs to reinforce correct
behavior, yielding what we refer to as “unadversarial examples.” Indeed, we show that
even a simple gradient-based algorithm can successfully construct unadversarial examples
in a variety of vision settings and demonstrate that, by optimizing objects for vision systems
(rather than vice-versa), we can significantly improve both in-distribution performance
and robustness to unforeseen data shifts and corruptions.

We demonstrate the efficacy of our methods on both standard benchmarks (CIFAR, Im-
ageNet) and robustness-based benchmarks (ImageNet-C, CIFAR-C) while also comparing
them to a broad set of baselines (e.g., QR codes or heuristically designed patches). To fur-
ther highlight the practicality of our framework, we (a) extend our methods to designing
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the texture of three-dimensional objects (rather than patches); (b) deploy unadversarial
examples in a simulated drone setting; and (c) ensure that the performance improvement
yielded by the objects we design actually transfer to the physical world.

3.1 Motivation and approach

While vision models tend to perform well on held-out data drawn from the same distribu-
tion as the training data, out-of-distribution inputs can severely degrade this performance.
For example, models behave unreliably under distribution shifts induced by new data
collection procedures [RRS+19; EIS+20; TE11], synthetic corruptions [HD19; KSH+19],
spatial transformations [ETT+19; FF15], as well as under other types of shift.

Given a fixed type of distribution shift, a standard approach to increasing model
robustness is to explicitly train on or regularize with data from the corresponding antici-
pated test distribution [KSH+19]. For example, Engstrom et al. [ETT+19] find that vision
models trained on worst-case rotations and translations end up being fairly robust to
rotation and translation-based distribution shifts. However, this approach is not without
shortcomings—for example, Kang et al. [KSH+19] find that training CIFAR classification
models that are robust to JPEG-compression in this manner requires a significant sacri-
fice in natural accuracy. Recent works make similar observations in the context of other
distribution shift mechanisms like ℓp adversaries [TSE+19; SZC+18; RXY+19] or texture
swapping [GRM+19].

These observations give rise to a more general question: given that performing reliably
in the face of constrained, well-specified distribution shifts is already a difficult challenge,
how can we attain robustness to broad, unforeseen distribution shifts?

3.1.1 Leveraging more controlled vision settings

Consider the vision tasks of detecting a landing pad from a drone, or classifying manu-
facturing components from a factory robot. In both these tasks, reliable in-distribution
performance is a necessity; still, a number of possible distribution shifts may occur at
deployment time. For example, the drone might approach the landing pad at an atypical
angle, or have a view obstructed by snow, smoke, or rain. Similarly, the factory robot may
encounter objects in unfamiliar poses, or could be equipped with only a low-quality/noisy
camera.

At first glance, dealing with these issues seems to require tackling the difficult problem
of general distribution shift robustness discussed earlier in this section. However, there
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is in fact a critical distinction between the scenarios considered above and vision tasks in
their full generality. In particular, in these scenarios and many others, the system designer
has control over the physical objects that the model operates on. For instance, the designer
of the drone’s landing algorithm could paint the landing pad bright yellow. A machine
learning model trained to detect this custom landing pad might then be more effective than
a model trained to detect a standard grey pad, especially in low-visibility conditions. Still,
the particular choice to paint the landing pad yellow is rather ad hoc, and likely rooted in
the way humans recognize objects. Meanwhile, an abundance of prior work (e.g., [JBZ+19;
GRM+19; JLT18; IST+19]) demonstrates that humans and machine learning models tend
to use different sets of features to make their decisions. This suggests that rather than
relying on human priors, we should instead be asking: how can we build objects that are
easily detectable by machine learning models?

3.1.2 Unadversarial examples

The task of making inputs less recognizable by computer vision systems has been a focus
of research in adversarial examples. Adversarial examples are small, carefully constructed
perturbations to natural images that can induce arbitrary (mis)behavior from machine
learning models [BCM+13; SZS+14]. These perturbations are typically constructed as the
result of an optimization problem that maximizes the loss of a machine learning model
with respect to the input, i.e., by solving the optimization problem

δadv = arg max
δ∈∆

L( fθ(x + δ), y), (3.1)

where fθ is a parameterized model (e.g., a neural network with weights θ); x is a natural
input; y is the corresponding correct label; L is the loss function used to train θ (e.g.,
cross-entropy loss) and ∆ is a class of permissible perturbations (e.g., norm-bounded
perturbations: ∆ = {δ : ∥δ∥p ≤ ϵ} for some small ϵ > 0). Adversarial perturbations are
typically crafted via projected gradient descent (PGD) [Nes03] in input space, a standard
iterative first-order optimization method—prior work in adversarial examples has shown
that even a few iterations of PGD suffice to completely change the prediction of many
state-of-the-art machine learning systems [MMS+18].

From adversarial examples to unadversarial objects. The goal of this work is to modify
the design of objects so that they are more easily recognizable by computer vision systems.
If we could specify every pixel of every image that a model encounters at test time, we
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could draw on the effectiveness of adversarial examples, and construct image perturbations
(using PGD) that minimize the loss of the system, e.g.,

δunadv = arg min
δ∈∆

L(θ; x + δ, y). (3.2)

In our setting of interest, however, having such fine-grained access to the test inputs is
unrealistic (presumably, if we had precise control over every pixel in the input, we could
just directly encode the ground-truth label directly in it). Instead, we have limited control
over some physical objects; these objects are in turn captured within images, affected
by many signals that are out of our control, such as camera artifacts, weather effects, or
background scenery.

It turns out that we can still draw on techniques from adversarial examples research in
this limited-control setting. Specifically, a recent line of work [KGB17; SBB+16; EEF+18a;
AEI+18] concerns itself with constructing robust adversarial examples [AEI+18], i.e., physi-
cally realizable objects that act as adversarial examples when introduced into a scene in
any one of a variety of ways. For example, Sharif et al. [SBB+16] design glasses frames
that cause facial recognition models to misclassify faces, Athalye et al. [AEI+18] design
custom-textured 3D models that are misclassified by state-of-the-art ImageNet classifiers
from many angles and viewpoints, and [BMR+18] design adversarial patches: stickers
that can be placed anywhere on objects causing them to be misclassified. In this chap-
ter, we leverage the techniques developed in the above line of work to construct robust
un-adversarial objects—physically realizable objects optimized to minimize (rather than
maximize) the loss of a target classifier. In the next section, we will more concretely discuss
our methods for generating unadversarial objects, then outline our evaluation setup.

3.1.3 Constructing unadversarial objects

In the previous section, we identified a class of scenarios where a system designer can,
to some extent, control the objects that a machine learning system model operates on. In
these settings, we motivated so-called unadversarial examples as a potential way to boost
models’ overall performance and robustness to distribution shifts. In this section, we
present and illustrate two concrete algorithms for constructing unadversarial examples:
unadversarial patches and unadversarial textures. In the former, we design a sticker or
“patch” [BMR+18] that can be placed on the object; in the latter, we design the 3D texture of
the object (in a similar manner to the texture-based adversarial examples of Athalye et al.
[AEI+18]). Example results from both techniques are shown in Figure 3.2. For simplicity,
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(a) An example unadversarial
patch designed for the “tiger”
class.

(b) An example unadversarial texture designed for a jet 3D
mesh (class “warplane”) and applied to rendered city back-
grounds.

Figure 3.2: Examples of the two considered methods for constructing unadversarial objects.

we will assume that the task being performed is image classification, but the techniques
are directly applicable to other tasks as well. In all cases, we require access to a pre-trained
model for the dataset of interest.

Unadversarial patches. To train unadversarial patches (cf. Figure 3.2a), in addition to
the pre-trained model, we require sample access to image-label pairs from the dataset
of interest. At each iteration, we sample an image-label pair (x, y) from a training set,
and place the patch corresponding to class y onto the image with random orientation and
position1. Since placing the patch is an affine transformation, after each iteration we can
compute the gradient of the model’s loss with respect to the pixels in the patch, and take
a negative gradient step on the patch parameters. The algorithm terminates when the
model’s loss on sticker-boosted images plateaus, or after a fixed number of iterations.

Unadversarial textures. To train unadversarial textures (cf. Figure 3.2b), we do not require
sample access to the dataset, but instead a set of 3D meshes for each class of objects that we
would like to augment, as well as a set of background images that we can use to simulate
sampling a scene (these can be images from the dataset of interest, solid-color backgrounds,
random patterns, etc.).

For each 3D mesh, our goal is to optimize a 2D texture which improves classifier perfor-
mance when mapped onto the mesh. At each iteration, we sample a mesh and a random
background; we then use a 3D renderer (Mitsuba [NVZ+19]) to map the corresponding
texture onto the mesh. We overlay the rendering onto a random background image, and
then feed the resulting composed image into the pre-trained classifier, with the label being
that of the sampled 3D mesh. Since rendering is typically non-differentiable, we use a
linear approximation of the rendering process (cf. Athalye et al. [AEI+18]) in order to
compute (this time approximate) gradients of the model’s loss with respect to the utilized

1We allow the patch to be placed anywhere as a matter of convenience: ideally we would only be applying
the patch onto the main object itself, but this would require bounding box data that we do not have for most
classification datasets.
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texture. From there, we apply the same SGD algorithm as we did for the patch case.

3.2 Experimental evaluation

In order to determine the effectiveness of our proposed framework, we evaluate against a
suite of computer vision tasks. Below, we first provide some detail on the precise access
model and baselines that will be considered. We then briefly outline the experimental
setup of each task, and show that unadversarial objects consistently improve the perfor-
mance and robustness of the vision systems tested. For a more detailed account of each
experimental setup, see Appendix C.2.

3.2.1 Access model and baselines

In many of the settings discussed thus far, a system designer can alter the objects being
recognized but is not allowed to alter the the classifier itself. That is, we are optimizing
unadversarial objects for a fixed (pre-trained) model. For instance, a road engineer may
wish to design road signs that are easier to recognize for autonomous vehicles, without
being able to train or alter the machine learning models that operate the vehicles. Similarly,
a roboticist might want to design a landing pad that works better for a commercial (pre-
trained) drone. We will refer to this setting as the fixed-model setting. On the other hand,
sometimes the same entity is able to train both the model and the transformations (the
discussed factory robot example may fall into this category, for example). In this “free-
model” setting, one may be able to boost performance by co-designing the machine learning
model and the objects of interest.

In this work, we will focus on designing unadversarial examples in the fixed-model
setting, for the sake of both simplicity and applicability. In particular, any valid algorithm
under a fixed-model assumption is also a valid algorithm under the co-design assumption
(but the converse is not true). This leaves the task of leveraging even more control in joint
optimization settings as a potential avenue for future work.

Baselines. Since we consider the fixed-model setting throughout our chapter, the only
truly comparable baselines are those which do not alter the model being trained. Nonethe-
less, in order to fully contextualize our results, we will also consider a few baselines that
fall outside of our intended access model (e.g., QR codes). A notable disadvantage of these
baselines (that we do not explicitly demonstrate below) is that if the “unadversarial signal”
(e.g., the QR code) is occluded or removed, the entire system fails; this is in contrast to the
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Figure 3.3: Clean (left) and corresponding corrupted (right) ImageNet images augmented
with an unadversarial patch—we use such images to evaluate the efficacy of unadversarial
patches in Section 3.2.2.
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Figure 3.4: Accuracy on (a) clean ImageNet images and (b) synthetically corrupted
ImageNet-C images as a function of patch size (given as a percentage of image area).
In (b), each bar denotes the average accuracy over the five severities in ImageNet-C, and
the horizontal dashed lines report the accuracy on the original (non-patched) datasets. Un-
adversarial patches consistently boost performance for both clean and corrupted images,
with accuracy monotonically increasing with patch size. The patches were trained without
any corruptions or non-standard data augmentation in-the-loop (we train with the same
augmentations that the pre-trained model itself was trained with).

fixed-model setting, where the pre-trained model is able to recognize objects without any
unadversarial signals and is instead “boosted” by their presence.

3.2.2 Clean data and synthetic corruptions

We first test whether unadversarial examples improve the performance of image classifiers
on benchmark datasets. Using the algorithm described in Section 3.1.3, we construct
unadversarial patches of varying size for pre-trained ResNet-50 classifiers on the CIFAR
[Kri09] and ImageNet [RDS+15] datasets. For evaluation, we add these patches at random
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positions, scales, and orientations to validation set images (see Appendix C.2 for the exact
protocol). As shown in Figure 3.3a, the pre-trained ImageNet classifier is consistently
more accurate on the augmented ImageNet images. For example, an unadversarial patch
20 times smaller than ImageNet images boosts accuracy by 26.3% (analogous results for
CIFAR are given in Appendix C.3).

Robustness to synthetic corruptions. Next, we use the CIFAR-C and ImageNet-C
datasets [HD19] (consisting of the CIFAR and ImageNet validation sets corrupted in
15 systematic ways) to see whether the addition of unadversarial patches to images confers
any corruption robustness.

We use the same patches and evaluation protocol that we used when looking at clean
data (to ensure a fair evaluation, we apply corruptions to boosted images only after the
unadversarial patches have been applied). As a consequence, at test time neither model nor
patch has been exposed to any image corruptions beyond standard data augmentation. As
a result, this experiment tests the ability for unadversarially boosted images to withstand
completely unforeseen corruptions; we also avoid any potential biases from training
on (and thus “overfitting” to [KSH+19]) a specific type of corruption. The results (cf.
Figure 3.3b for ImageNet and Appendix C.3 for CIFAR) indicate that unadversarial patches
do improve performance across corruption types; for example, applying an unadversarial
patch 5% the size of a standard ImageNet image boosts accuracy by an average of 31.7%
points across corruptions 2.

The model does not ignore the image in the presence of unadversarial patches. Recall
from our discussion of the fixed-model setting in Section 3.2.1 that an advantage of
designing unadversarial objects without changing the model is that the model still works
in the absence of the unadversarial signal. We now briefly explore the case where the
model is exposed to an unadversarial signal for the wrong class. Ideally, we would want
the patch to only assist/boost the signal from the original image—in particular, we do not
want the patch to make the model totally ignore the contents of the image itself. Thus, in
cases where the signal from the image and the patch conflict, we would like the classifier
to predict according to the features present in the image more frequently than the class
encoded in the unadversarial patch.

2Since the original corruption benchmarks proposed by [HD19] are only available as pre-computed JPEGs
(for which we cannot apply a patch pre-corruption) or CPU-based Python image operations (which were
prohibitively slow), we re-implemented all 15 corruptions as batched GPU operations; we verified that
model accuracies on our corruptions mirrored the original CPU counterparts (i.e., within 1% accuracy). For
more details about our reimplementation, see our code release.
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Figure 3.5: The accuracy of a pretrained ResNet-50 on boosted CIFAR-10 when the image
and the unadversarial patch used to boost the image have: (1) same class, (2) conflicting
classes. For the conflicting classes setting, we report the accuracies based on the class of
the patch (red bars), and those based on the class of the image (blue bars). When there is a
conflicting signal between the patch and the image, the model relies more on the image.

Indeed, this turns out to be the case. Figure 3.5 shows that on CIFAR-10, when the signal
from an unadversarial patch and the image itself conflict, the model predicts according to
the patch only 31.2% of the time on average, and according to the image 60.3% of the time
(the accuracy of the model when the patch and image agree is 98.93%.)

At first glance, this result may seem to be at odds with the near-perfect effectiveness
of adversarial patches [BMR+18]. However, the phenomenon we observe here can be tied
to the subtle difference between the way we train our unadversarial patches and the way
one trains targeted adversarial patches. In the former, we overlay each patch exclusively
onto images from its respective class—thus, unadversarial patches are never optimized to
be effective when overlaid on a different class. In the latter, however, adversarial patches
are optimized to maximize confidence in a particular class on all possible backgrounds,
making the patch dominant even when overlaid on an image from a different class.

Baselines. We also compare our results to a variety of natural baselines; the most relevant
of these is the “best loss image patch,” where we use the minimum-loss training image
in place of a patch. We compare with this baseline to ensure that our method is doing
something beyond this naive way to add signal to an image. The results are shown in
Appendix C.3, along with comparisons to less sophisticated baselines, such as QR Codes
and predefined random Gaussian noise patches.

3.2.3 Classification in 3D simulation

We now test unadversarial examples in a more practical setting: recognizing 3D objects
in a high-fidelity simulator. We collect meshes corresponding to four ImageNet classes:
“warplane,” “minibus,” “container ship,” and “trailer truck,” from sketchfab.com. We
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Figure 3.6: The jet unadversarial example task. We show example conditions under which
we evaluate the objects, along with aggregate statistics for how well an ImageNet classifier
classifies the objects in different conditions. We find that the classifiers perform consistently
better on the unadversarial jet texture over the standard jet texture in both standard and
distributionally shifted conditions. We also give a baseline of a white jet with a lighter
texture because of the poorly visibility inherent in the simulator; we find it performed
worse than even the standard jet.

(a) Bus (b) Container Ship (c) Trailer Truck

Figure 3.7: Additional examples reporting aggregate statistics for how well an ImageNet
classifier classifies various objects in different conditions. Again, we find that the classifiers
perform consistently better on the unadversarial objects texture over the standard objects.

generate a texture for each object using the unadversarial texture algorithm of Section 3.1.3,
using the ImageNet validation set as the set of backgrounds for the algorithm, and a
pre-trained ResNet-50 as the classifier.

To evaluate the resulting textures, we import each mesh into Microsoft AirSim, a high-
fidelity three-dimensional simulator; we then test pre-trained ImageNet models’ ability to
recognize each object with and without the unadversarial texture applied in a variety of
surroundings. We also test each texture’s robustness to more realistic weather corruptions
(snow and fog) built directly into the simulator (rather than applied as a post-processing
step). We provide further detail on AirSim and our usage of it in Appendix C.1. Examples
of the images used to evaluate the unadversarial textures, as well as our main results for
one of the meshes are shown in Figure 3.6. We find that in both standard and adverse
weather conditions, the model consistently performs better on the unadversarial texture
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Severity of Fog Severity of Fog

Figure 3.8: Drone landing task. On the left we show the unadversarial versus standard
landing pads. On the right we show the results for the task when both the standard and
unadversarial landing pads are used. We find that the drone consistently takes less time
to land, and has a higher chance of landing correctly, when detecting the unadversarial
landing pad.

than on the original. We present similar results for the other three meshes in Figure 3.7.

3.2.4 Localization for (simulated) drone landing

We then assess whether unadversarial examples can help outside of the classification
setting. Again using AirSim, we set up a drone landing task with a perception module
that receives as input an axis-aligned aerial image of a landing pad, and is tasked with
outputing an estimate of the camera’s (x, y)-position relative to the pad. While this task
is quite basic, we are particularly interested in studying performance in the presence of
heavy (simulated) weather-based corruptions. The drone is equipped with a pretrained
regression model that localizes the landing pad (described in detail in Appendix C.1).
We optimize an unadversarial texture for the surface of the landing pad to best help the
drone’s regression model in localization. Figure 3.8 shows an example of the landing pad
localization task, along with the performance of the unadversarial landing pad compared
to the standard pad. The drone landing on the unadversarial pad consistently lands both
more reliably.

3.2.5 Physical-world unadversarial examples

Finally, we move out of simulation and test whether the unadversarial patches that we
generate can survive naturally-arising distribution shift from effects such as real lighting,
camera artifacts, and printing imperfections. We use four household objects (a toy racecar,
miniature plane, coffeepot, and eggnog container), and print out (on a standard InkJet
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Class No Patch Patch

“racer” 22% 83%
“eggnog” 22% 44%
“coffee pot” 39% 56%
“warplane” 67% 83%

(a) Accuracy of pre-trained
ResNet-18 on photographs of
real world objects with and
without patches.

(b) Example photos of the “warplane” and “racer” physical
objects taken with (top) and without (bottom) an unadver-
sarial patch.

Figure 3.9: Physical-world experiments. We take pictures of objects at diverse orientations
while varying the presence of a patch on the object. Note that we don’t do any additional
data augmentation on the patches, which are the same used in our previous ImageNet
benchmark experiment.

printer) the adversarial patch corresponding to the label of each object. We take pictures
of the toy with and without the patch taped on using an ordinary cellphone camera,
and count the number of poses for which the toy is correctly classified by a pre-trained
ImageNet classifier. Our results are in Table 3.9a, and examples of patches are in Figure 3.9b.
Classifying both patched and unpatched images over a diverse set of poses, we find that
the adversarial patches consistently improve performance even at uncommon object
orientations.
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Chapter 4

Raising the cost of malicious AI-based
manipulation

Large diffusion models such as DALL·E 2 [RDN+22] and Stable Diffusion [RBL+22] are
known for their ability to produce high-quality photorealistic images, and can be used for
a variety of image synthesis and editing tasks. However, the ease of use of these models
has raised concerns about their potential abuse, e.g., by creating inappropriate or harmful
digital content. For example, a malevolent actor might download photos of people posted
online and edit them maliciously using an off-the-shelf diffusion model (as in Figure 4.1
top).

How can we address these concerns? First, it is important to recognize that it is, in
some sense, impossible to completely eliminate such malicious image editing. Indeed,
even without diffusion models in the picture, malevolent actors can still use tools such
as Photoshop to manipulate existing images, or even synthesize fake ones entirely from
scratch. The key new problem that large generative models introduce is that these actors
can now create realistic edited images with ease, i.e., without the need for specialized skills
or expensive equipment. This realization motivates us to ask:

How can we raise the cost of malicious (AI-powered) image manipulation?

In this chapter, we put forth an approach that aims to alter the economics of AI-powered
image editing. At the core of our approach is the idea of image immunization—that is,
making a specific image resistant to AI-powered manipulation by adding a carefully
crafted (imperceptible) perturbation to it. This perturbation would disrupt the operation
of a diffusion model, forcing the edits it performs to be unrealistic (see Figure 4.1). In this
paradigm, people can thus continue to share their (immunized) images as usual, while
getting a layer of protection against undesirable manipulation.
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Prompt: Two men 
ballroom dancing

Immunization

Original Image

Immunized Image Edited Image

Edited Image

Adversary 

Adversary 

Original Image

Figure 4.1: Overview of our framework. An adversary seeks to modify an image found online.
The adversary describes via a textual prompt the desired changes and then uses a diffusion
model to generate a realistic image that matches the prompt (top). By immunizing the
original image before the adversary can access it, we disrupt their ability to successfully
perform such edits (bottom).

We demonstrate how one can craft such imperceptible perturbations for large-scale
diffusion models and show that they can indeed prevent realistic image editing. We then
discuss in Section 4.4 complementary technical and policy components needed to make
our approach fully effective and practical. Finally, this presents another venue (besides
designing robust objects in the previous chapter) where adversarial perturbations turn out
to be useful.

4.1 Preliminaries

We start by providing an overview of diffusion models as well as of the key concept we
will leverage: adversarial attacks.

4.1.1 Diffusion Models

Diffusion models have emerged recently as powerful tools for generating realistic im-
ages [SWM+15; HJA20]. These models excel especially at generating and editing images
using textual prompts, and currently surpass other image generative models such as
GANs [GPM+14] in terms of the quality of produced images.
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Diffusion process. At their core, diffusion models employ a stochastic differential pro-
cess called the diffusion process [SWM+15]. This process allows us to view the task of
(approximate) sampling from a distribution of real images q(·) as a series of denoising
problems. More precisely, given a sample x0 ∼ q(·), the diffusion process incrementally
adds noise to generate samples x1, . . . , xT for T steps, where xt+1 = atxt + btεt, and εt is
sampled from a Gaussian distribution1. Note that, as a result, the sample xT starts to follow
a standard normal distribution N (0, I) when T → ∞. Now, if we reverse this process and
are able to sample xt given xt+1, i.e., denoise xt+1, we can ultimately generate new samples
from q(·). This is done by simply starting from xT ∼ N (0, I) (which corresponds to T
being sufficiently large), and iteratively denoising these samples for T steps, to produce a
new image x̃ ∼ q(·).

The element we need to implement this process is thus to learn a neural network εθ

that “predicts” given xt+1 the noise εt added to xt at each time step t. Consequently, this
denoising model εθ is trained to minimize the following loss function:

L(θ) = Et,x0,ε∼N (0,1)

[
∥ε− εθ(xt+1, t)∥2

2

]
, (4.1)

where t is sampled uniformly over the T time steps. We defer discussion of details to
Appendix D.2 and refer the reader to [Wen21] for a more in-depth treatment of diffusion
models.

Latent diffusion models (LDMs). Our focus will be on a specific class of diffusion
models called the latent diffusion models (LDMs) [RBL+22]2. These models apply the
diffusion process described above in the latent space instead of the input (image) space.
As it turned out, this change enables more efficient training and faster inference, while
maintaining high quality generated samples.

Training an LDM is similar to training a standard diffusion model and differs mainly
in one aspect. Specifically, to train an LDM, the input image x0 is first mapped to its
latent representation z0 = E(x0), where E is a given encoder. The diffusion process then
continues as before (just in the latent space) by incrementally adding noise to generate
samples z1, . . . , zT for T steps, where zt+1 = atzt + btεt, and εt is sampled from a Gaussian
distribution. Finally, the denoising network εθ is then learned analogously to as before but,
again, now in the latent space, by minimizing the following loss function:

1Here, at and bt are the parameters of the distribution q(xt+1|xt). Details are provided in Appendix D.2.
2Our methodology can be adjusted to other diffusion models. Our focus on LDMs is motivated by the

fact that all popular open-sourced diffusion models are of this type.

71



Prompt: A photo of Mount Everest 
surrounded by Cherry Blossom trees

Prompt: A photo of a black cow swimming on 
the beach

Prompt: A photo of two men in a wedding

+

Generating images using prompts Generating image variations using prompts

Editing images using prompts

Editable Region

Figure 4.2: Diffusion models offer various capabilities, such as (1) generating images
using textual prompts (top left), (2) generating variations of an input image using textual
prompts (top right), and (3) editing images using textual prompts (bottom).

L(θ) = Et,z0,ε∼N (0,1)

[
∥ε− εθ(zt+1, t)∥2

2

]
(4.2)

Once the denoising network εθ is trained, the same generative process can be applied as
before, starting from a random vector in the latent space, to obtain a latent representation
z̃ of the (new) generated image. This representation is then decoded into an image
x̃ = D(z̃) ∼ q(·), using the corresponding decoder D.

Prompt-guided sampling using an LDM. An LDM by default generates a random
sample from the distribution of images q(·) it was trained on. However, it turns out
one can also guide the sampling using natural language. This can be accomplished by
combining the latent representation zT produced during the diffusion process with the
embedding of the user-defined textual prompt t.3 The denoising network εθ is applied to
the combined representation for T steps, yielding z̃ which is then mapped to a new image
using the decoder D as before.

3Conditioning on the text embedding happens at every stage of the generation process. See [RBL+22] for
more details.
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LDMs capabilities. LDMs turn out to be powerful text-guided image generation and
editing tools. In particular, LDMs can be used not only for generating images using textual
prompts, as described above, but also for generating textual prompt–guided variations of
an image or edits of a specific part of an image (see Figure 4.2). The latter two capabilities
(i.e., generation of image variations and image editing) requires a slight modification of
the generative process described above. Specifically, to modify or edit a given image x, we
condition the generative process on this image. That is, instead of applying, as before, our
generative process of T denoising steps to a random vector in the latent space, we apply
it to the latent representation obtained from running the latent diffusion process on our
image x. To edit only part of the image we additionally condition the process on freezing
the parts of the image that were to remain unedited.

4.1.2 Adversarial Attacks

For a given computer vision model and an image, an adversarial example is an imperceptible
perturbation of that image that manipulates the model’s behavior [SZS+14; BCM+13]. In
image classification, for example, an adversary can construct an adversarial example for a
given image x that makes it classified as a specific target label ytarg (different from the true
label). This construction is achieved by minimizing the loss of a classifier fθ with respect
to that image:

δadv = arg min
δ∈∆
L( fθ(x + δ), ytarg). (4.3)

Here, ∆ is a set of perturbations that are small enough that they are imperceptible—a
common choice is to constrain the adversarial example to be close (in ℓp distance) to
the original image, i.e., ∆ = {δ : ∥δ∥p ≤ ϵ}. The canonical approach to constructing
an adversarial example is to solve the optimization problem (4.3) via projected gradient
descent (PGD) [Nes03; MMS+18].

4.2 Adversarially Attacking Latent Diffusion Models

We now describe our approach to immunizing images, i.e., making them harder to ma-
nipulate using latent diffusion models (LDMs). At the core of our approach is to leverage
techniques from the adversarial attacks literature [SZS+14; MMS+18; AMK+21] and add
adversarial perturbations (see Section 4.1.1) to immunize images. Specifically, we present
two different methods to execute this strategy (see Figure 4.3): an encoder attack, and a
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Figure 4.3: Overview of our proposed attacks. When applying the encoder attack (left), our
goal is to map the representation of the original image to the representation of a target
image (gray image). Our (more complex) diffusion attack (right), on the other hand, aims
to break the diffusion process by manipulating the whole process to generate image that
resembles a given target image (gray image).

diffusion attack.

Encoder attack. Recall that an LDM, when applied to an image, first encodes the image
using an encoder E into a latent vector representation, which is then used to generate a
new image (see Section 4.1). The key idea behind our encoder attack is now to disrupt
this process by forcing the encoder to map the input image to some “bad” representation.
To achieve this, we solve the following optimization problem using projected gradient
descent (PGD):

δencoder = arg min
∥δ∥∞≤ϵ

∥E(x + δ)− ztarg∥2
2, (4.4)

where x is the image to be immunized, and ztarg is some target latent representation (e.g.,
ztarg can be the representation, produced using encoder E , of a gray image). Solutions to
this optimization problem yield small, imperceptible perturbations δencoder which, when
added to the original image, result in an (immunized) image that is similar to the (gray)
target image from the LDM’s encoder perspective. This, in turn, causes the LDM to gener-
ate an irrelevant or unrealistic image. An overview of this attack is shown in Figure 4.3
(left)4.

4See Algorithm 4 in Appendix for the details of the encoder attack.
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Diffusion attack. Although the encoder attack is effective at forcing the LDM to generate
images that are unrelated to the immunized ones, we still expect the LDM to use the
textual prompt. For example, as shown in the encoder attack diagram in Figure 4.3, editing
an immunized image of two men using the prompt “Two men in a wedding” still results
in a generated image with two men wearing wedding suits, even if the image will contain
some visual artifacts indicating that it has been manipulated. Can we disturb the diffusion
process even further so that the diffusion model “ignores” the textual prompt entirely and
generates a more obviously manipulated image?

It turns out that we are able to do so by using a more complex attack, one where we
target the diffusion process itself instead of just the encoder. In this attack, we perturb
the input image so that the final image generated by the LDM is a specific target image
(e.g., random noise or gray image). Specifically, we generate an adversarial perturbation
δdi f f usion by solving the following optimization problem (again via PGD):

δdi f f usion = arg min
∥δ∥∞≤ϵ

∥ f (x + δ)− xtarg∥2
2. (4.5)

Above, f is the LDM, x is the image to be immunized, and xtarg is the target image to be
generated. An overview of this attack is depicted in Figure 4.3 (right)5. As we already
mentioned, this attack targets the full diffusion process (which includes the text prompt
conditioning), and tries to nullify not only the effect of the immunized image, but also that
of the text prompt itself. Indeed, in our example (see Figure 4.3 (right)) no wedding suits
appear in the edited image whatsoever.

It is worth noting that this approach, although more powerful than the encoder attack,
is harder to execute. Indeed, to solve the above problem (4.5) using PGD, one needs to
backpropagate through the full diffusion process (which, as we recall from Section 4.1.1,
includes repeated application of the denoising step). This causes memory issues even on
the largest GPU we used6. To address this challenge, we backpropagate through only a
few steps of the diffusion process, instead of the full process, while achieving adversarial
perturbations that are still effective. We defer details of our attacks to Appendix D.1.

4.3 Results

In this section, we examine the effectiveness of our proposed immunization method.

5See Algorithm 5 in Appendix for the details of the diffusion attack.
6We used an A100 with 40 GB memory.

75



Generated image 
(without immunization)

Generated image 
(with immunization)

Source Image

Black cow on the 
beach

Brown cat playing 
poker

Figure 4.4: Given a source image (e.g., image of a white cow on the beach) and a textual
prompt (e.g., "black cow on the beach"), the SDM can generate a realistic image matching
the prompt while still similar to the original image (middle column). However, when the
source image is immunized, the SDM fails to do so (right-most column). More examples
are in Appendix D.3.

Setup. We focus on the Stable Diffusion Model (SDM) v1.5 [RBL+22], though our meth-
ods can be applied to other diffusion models too. In each of the following experiments,
we aim to disrupt the performance of SDM by adding imperceptible noise (using either
of our proposed attacks)—i.e., applying our immunization procedure—to a variety of
images. The goal is to force the model to generate images that are unrealistic and unrelated
to the original (immunized) image. We evaluate the performance of our method both
qualitatively (by visually inspecting the generated images) and quantitatively (by examin-
ing the image quality using standard metrics). We defer further experimental details to
Appendix D.1.

4.3.1 Qualitative Results

Immunizing against generating image variations. We first assess whether we can dis-
rupt the SDM’s ability to generate realistic variations of an image based on a given textual
prompt. For example, given an image of a white cow on the beach and a prompt of “black
cow on the beach”, the SDM should generate a realistic image of a black cow on the beach
that looks similar to the original one (cf. Figure 4.4). Indeed, the SDM is able to generate
such images. However, when we immunize the original images (using the encoder attack),
the SDM fails to generate a realistic variation—see Figure 4.4.
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Two men in a 
wedding

Source Image
Generated image 

(without immunization)
Generated image 
(diffusion attack)

Generated image 
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Figure 4.5: Given a source image (e.g., image of two men watching a tennis game) and
a textual prompt (e.g., "two men in a wedding"), the SDM can edit the source image to
match the prompt (second column). However, when the source image is immunized using
the encoder attack, the SDM fails to do so (third column). Immunizing using the diffusion
attack further reduces the quality of the edited image (forth column). More examples are in
Appendix D.3.

Immunizing against image editing. Now we consider the more challenging task of
disrupting the ability of SDMs to edit images using textual prompts. The process of editing
an image using an SDM involves inputting the image, a mask indicating which parts of
the image should be edited, and a text prompt guiding how the rest of the image should
be manipulated. The SDM then generates an edited version based on that prompt. An
example can be seen in Figure 4.2, where an image of two men watching a tennis game is
transformed to resemble a wedding photo. This corresponded to inputting the original
image, a binary mask excluding from editing only the men’s heads, and the prompt
“A photo of two men in a wedding.” However, when the image is immunized (using
either encoder or diffusion attacks), the SDM is unable to produce realistic image edits (cf.
Figure 4.5). Furthermore, the diffusion attack results in more unrealistic images than the
encoder attack.

4.3.2 Quantitative Results

Image quality metrics. Figures 4.4 and 4.5 indicate that, as desired, edits of immunized
images are noticeably different from those of non-immunized images. To quantify this
difference, we generate 60 different edits of a variety of images using different prompts,
and then compute several metrics capturing the similarity between resulting edits of
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Method FID ↓ PR ↑ SSIM ↑ PSNR ↑ VIFp ↑ FSIM ↑
Immunization baseline (Random noise) 82.57 1.00 0.75± 0.13 19.21± 4.00 0.43± 0.13 0.83± 0.08
Immunization (Encoder attack) 130.6 0.95 0.58± 0.11 14.91± 2.78 0.30± 0.10 0.73± 0.08
Immunization (Diffusion attack) 167.6 0.87 0.50± 0.09 13.58± 2.23 0.24± 0.09 0.69± 0.06

Table 4.1: We report various image quality metrics measuring the similarity between
edits originating from immunized vs. non-immunized images. We observe that edits
of immunized images are substantially different from those generated from the original
(notn-immunized) images. Note that the arrows next to the metrics denote increasing
image similarity. Since our goal is to make the edits as different as possible from the
original edits in the presence of no immunization, then lower image similarity is better.
Confidence intervals denote one standard deviation over 60 images. Additional metrics
are in Appendix D.3.1.

immunized versus non-immunized images7: FID [HRU+17], PR [SBL+18], SSIM [WBS+04],
PSNR, VIFp [SB06], and FSIM [ZZM+11]8. The better our immunization method is, the
less similar the edits of immunized images are to those of non-immunized images.

The similarity scores, shown in Table 4.1, indicate that applying either of our immu-
nization methods (encoder or diffusion attacks) indeed yields edits that are different from
those of non-immunized images (since, for example, FID is far from zero for both of these
methods). As a baseline, we consider a naive immunization method that adds uniform
random noise (of the same intensity as the perturbations used in our proposed immuniza-
tion method). This method, as we verified, is not effective at disrupting the SDM, and
yields edits almost identical to those of non immunized images. Indeed, in Table 4.1, the
similarity scores of this baseline indicate closer edits to non-immunized images compared
to both of our attacks.

Image-prompt similarity. To further evaluate the quality of the generated/edited images
after immunization (using diffusion attack), we measure the similarity between the edited
images and the textual prompt used to guide this edit, with and without immunization.
The fact that the SDM uses the textual prompt to guide the generation of an image indicates
that the similarity between the generated image and the prompt should be high in the
case of no immunization. However, after immunization (using the diffusion attack),
the similarity should be low, since the immunization process disrupts the full diffusion
process, and forces the diffusion model to ignore the prompt during generation. We use
the same 60 edits as in our previous experiment, and we extract—using a pretrained CLIP
model [RKH+21]—the visual embeddings of these images and the textual prompts used

7We use the implementations provided in: https://github.com/photosynthesis-team/piq.
8We report additional metrics in Appendix D.3.1.
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Figure 4.6: Image-prompt similarity. We plot the cosine similarity between the CLIP embed-
dings of the generated images and the text prompts, with and without immunization, as
well as with a baseline immunization of adding small random noise to the original image.
Error bars denote the interquartile range (IQR) over 60 runs.

to generate them. We then compute the cosine similarity between these two embeddings.
As show in Figure 4.6, the immunization process decreases the similarity between the
generated images and the textual prompts to generated them, as expected.

4.4 A Techno-Policy Approach to Mitigation of AI-Powered

Editing

In the previous sections we have developed an immunization procedure that, when applied
to an image, protects the immunized version of that image from realistic manipulation by
a given diffusion model. Our immunization procedure has, however, certain important
limitations. We now discuss these limitations as well as a combination of technical and
policy remedies needed to obtain a fully effective approach to raising the cost of malicious
AI-powered image manipulation.

(Lack of) robustness to transformations. One of the limitations of our immunization
method is that the adversarial perturbation that it relies on may be ineffective after the
immunized image is subjected to image transformations and noise purification techniques.
For instance, malicious actors could attempt to remove the disruptive effect of that pertur-
bation by cropping the image, adding filters to it, applying a rotation, or other means. This
problem can be addressed, however, by leveraging a long line of research on creating robust
adversarial perturbations, i.e., adversarial perturbations that can withstand a broad range
of image modifications and noise manipulations [EEF+18b; KGB16; AEI+18; BMR+18].
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Forward-compatibility of the immunization. While the immunizing adversarial pertur-
bations we produce might be effective at disrupting the current generation of diffusion-
based generative models, they are not guaranteed to be effective against the future versions
of these models. Indeed, one could hope to rely here on the so-called transferability of
adversarial perturbations [PMG16; LCL+17], but no perturbation will be perfectly transfer-
able.

To truly address this limitation, we thus need to go beyond purely technical methods
and encourage—or compel—via policy means a collaboration between organizations that
develop large diffusion models, end-users, as well as data hosting and dissemination
platforms. Specifically, this collaboration would involve the developers providing APIs
that allow the users and platforms to immunize their images against manipulation by
the diffusion models the developers create. Importantly, these APIs should guarantee
“forward compatibility”, i.e., effectiveness of the offered immunization against models
developed in the future. This can be accomplished by planting, when training such future
models, the current immunizing adversarial perturbations as backdoors. (Observe that
our immunization approach can provide post-hoc “backward compatibility” too. That is,
one can create immunizing adversarial perturbations that are effective for models that
were already released.)

It is important to point out that we are leveraging here an incentive alignment that
is fundamentally different to the one present in more typical applications of adversarial
perturbations and backdoor attacks. In particular, the “attackers” here—that is, the parties
that create the adversarial perturbations/execute the backdoor attack—are the same parties
that develop the models being attacked. This crucial difference is, in particular, exactly
what helps remedy the forward compatibility challenges that turns out to be crippling, e.g.,
in the context of “unlearnable” images creation (i.e., creation of images that are immune to
being leveraged by, e.g., facial recognition models) [RHC+21].
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Part II

Understanding the underpinnings of
reliable ML deployment
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Chapter 5

Model debugging and the missingness
bias

In the first part of this thesis, we focused on enhancing the reliability of ML models through
increased robustness, performance, and trustworthiness. Despite these improvements,
real-world deployment introduces complexities that necessitate a deeper understanding
of these models’ decision-making mechanisms, especially in safety-critical environments.
Consequently, the second part of this thesis sets out to provide methods for dissecting
when, why, and how modern ML systems either succeed or fail.

Model debugging aims to diagnose a model’s failures. For example, researchers can
identify global biases of models via the extraction of human-aligned concepts [BZK+17;
WSM21], or understand the texture bias by analyzing the models performance on synthetic
datasets [GRM+19; LSI+21]. Other approaches aim to highlight local features to debug
individual model predictions [SVZ13; DCL+18; RSG16a; GWE+19].

A common theme in these methods is to compare the behavior of the model with and
without certain individual features [RSG16a; GWE+19; FV17; DG17; ZCA+17; DCL+18;
CCG+19]. For example, interpretability methods such as LIME [RSG16b] and integrated
gradients [STY17] use the predictions when certain features are removed from the input
to attribute different regions of the input to the decision of the model. Dhurandhar et al.
[DCL+18] find minimal regions in radiology images that are necessary for classifying
a person as having autism. Fong and Vedaldi [FV17] propose learning image masks
that minimize a class score to achieve interpretable explanations. Similarly, in natural
language processing, model designers often remove individual words to understand
their importance to the output [MG21; LCH+16]. The absence of features from an input,
a concept sometimes referred to as missingness [SLL20], is thus fundamental to many
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debugging tools.

However, there is a problem: while we can easily remove words from sentences,
removing objects from images is not as straightforward. Indeed, removing a feature from
an image usually requires approximating missingness by replacing those pixel values with
something else, e.g., black color. However, these approximations tend not to be perfect
[SLL20]. Our goal is thus to give a holistic understanding of missingness and, specifically,
to answer the question:

How do missingness approximations affect our ability to debug ML models?

Our contributions

In this chapter, we investigate how current missingness approximations, such as blacking
out pixels, can result in what we call missingness bias. This bias turns out to hinder our
ability to debug models. We then show how transformer-based architectures can enable
a more natural implementation of missingness, allowing us to side-step this bias. More
specifically, our contributions include:

Pinpointing the missingness bias. We demonstrate at multiple granularities how simple
approximations, such as blacking out pixels, can lead to missingness bias. This bias skews
the overall output distribution toward unrelated classes, disrupts individual predictions,
and hinders the model’s use of the remaining (unmasked) parts of the image.

Studying the impact of missingness bias on model debugging. We show that missing-
ness bias negatively impacts the performance of debugging tools. Using LIME—a common
feature attribution method that relies on missingness—as a case study, we find that this
bias causes the corresponding explanations to be inconsistent and indistinguishable from
random explanations.

Using vision transformers to implement a more natural form of missingness. The
token-centric nature of vision transformers (ViT) [DBK+21] facilitates a more natural
implementation of missingness: simply drop the corresponding tokens of the image
subregion we want to remove. We show that this simple property substantially mitigates
missingness bias and thus enables better model debugging.
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(a) Original image (b) Masking the human
(c) Masking the dog’s
snout

Figure 5.1: Consider an image of a dog being held by its owner. By removing the owner
from the image, we can study how much our model’s prediction depends on the presence
of a human. In a similar vein, we can identify which aspects of the dog (head, body, paws)
are most critical for classifying the image by ablating these parts.

5.1 Missingness

Removing features from the input is an intuitive way to understand how a system behaves
[SLL20]. Indeed, by comparing the system’s output with and without specific features, we
can infer what parts of the input led to a specific outcome [STY17]—see Figure 5.1. The
absence of features from an input is sometimes referred to as missingness [SLL20].

The concept of missingness is commonly leveraged in machine learning, especially
for tasks such as model debugging. For example, several methods for feature attribution
quantify feature importance by studying how the model behaves when those features are
removed [SLL20; STY17; ACÖ+17]. One commonly used method, LIME [RSG16a], itera-
tively turns image subregions on and off in order to highlight its important parts. Similarly,
integrated gradients [STY17], a typical method for generating saliency maps, leverages a
“baseline image” to represent the “absence” of features in the input. Missingness-based
tools are also often used in domains such as natural language processing [MG21; LCH+16]
and radiology [DCL+18].

Challenges of approximating missingness in computer vision. While ignoring parts
of an image is simple for humans, removing image features is far more challenging for
computer vision models [SLL20]. After all, convolutional networks require a structurally
contiguous image as an input. We thus cannot leave a “hole" in the image where the model
should ignore the input. Consequently, practitioners typically resort to approximating
missingness by replacing these pixels with other, intended to be “meaningless”, pixels.

Common missingness approximations include replacing the region of the image with
black color, a random color, random noise, a blurred version of the region, and so forth
[SLL20; ACÖ+17; STK+17; FV17; ZF14; STY17]. However, there is no clear justification for
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ResNet-50: flatworm 
ViT-S: flatworm 

ResNet-50: crossword 
ViT-S: flatworm

ResNet-50: jigsaw puzzle 
ViT-S: flatworm 

Original

ResNet-50: cliff dwelling 
ViT-S: sea slug
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Random Least Salient Most Salient

Figure 5.2: Given an image of a flatworm, we remove various regions of the original
image; masking for ResNet, and dropping tokens for ViT. (Section 5.1.1): Irrespective
of what subregions of the image are removed (least salient, most salient, or random), a
ResNet-50 outputs the wrong class (crossword, jigsaw puzzle, cliff dwelling). Taking
a closer look at the randomly masked image of Figure 5.2, we notice that the predicted
class (crossword puzzle) is not totally unreasonable given the masking pattern. The
model seems to be relying on the masking pattern to make the prediction, rather than
the remaining (unmasked) portions of the image. (Section 5.1.2): The ViT-S on the other
hand either maintains its original prediction or predicts a reasonable label given remaining
image subregions.

why any of these choices is a good approximation of missingness. For example, blacked
out pixels are an especially popular baseline, motivated by the implicit heuristic that near
zero inputs are somehow neutral for a simple model [ACÖ+17]. However, if only part of
the input is masked or the model includes additive bias terms, the choice of black is still
quite arbitrary. In [SLL20], the authors found that saliency maps generated with integrated
gradients are quite sensitive to the chosen baseline color, and thus can change significantly
based on the (arbitrary) choice of missingness approximation.

5.1.1 Missingness bias

What impact do these various missingness approximations have on our models? We find
that current approximations can cause significant bias in the model’s predictions. This
causes the model to make errors based on the “missing” regions rather than the remaining
image features, rendering the masked image out-of-distribution.

Figure 5.2 depicts an example of these problems. If we mask a small portion of the
image, irrespective of which part of the image that is, convolutional networks (CNNs)
output the wrong class. In fact, CNNs seem to be relying on the masking pattern to make
the prediction, rather than the remaining (unmasked) portions of the image. This type of
behavior can be especially problematic for model debugging techniques, such as LIME,
that rely on removing image subregions to assign importance to input features. Further
examples can be found in Appendix E.3.1.
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There seems to be an inherent bias accompanying missingness approximations, which
we refer to as the missingness bias. In Section 5.2, we systematically study how missingness
bias can affect model predictions at multiple granularities. Then in Section 5.3, we find
that missingness bias can cause undesirable effects when using LIME by causing its
explanations to be inconsistent and indistinguishable from random explanations.

5.1.2 A more natural form of missingness via vision transformers

The challenges of missingness bias raises an important question: what constitutes a correct
notion of missingness? Since masking pixels creates biases in our predictions, we would
ideally like to remove those regions from consideration entirely. Because convolutional
networks slide filters across the image, they require spatially contiguous input images. We
are thus limited to replacing pixels with some baseline value (such as blacking out the
pixels), which leads to missingness bias.

Vision transformers (ViTs) [DBK+21] use layers of self-attention instead of convolutions
to process the image. Attention allows the network to focus on specific sub-regions while
ignoring other parts of the input [VSP+17; XBK+15]; this allows ViTs to be more robust to
occlusions and perturbations [NRK+21]. These aspects make ViTs especially appealing for
countering missingness bias in model debugging.

In particular, we can leverage the unique properties of ViTs to enable a far more natural
implementation of missingness. Unlike CNNs, ViTs operate on sets of image tokens, each of
which correspond to a positionally encoded region of the image. Thus, in order to remove
a portion of the image, we can simply drop the tokens that correspond to the regions of the image
we want to “delete.” Instead of replacing the masked region with other pixel values, we can
modify the forward pass of the ViT to directly remove the region entirely.

We will refer to this implementation of missingness as dropping tokens throughout the
chapter (see Appendix E.2 for further details). As we will see, using ViTs to drop image
subregions will allow us to side-step missingness bias (see Figure 5.2), and thus enable
better model debugging1.

1Unless otherwise specified, we drop tokens for the vision transformers when analyzing missingness
bias on ViTs. An analysis of the missingness bias for ViTs when blacking out pixels can be found in
Appendix E.3.7.
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5.2 The impacts of missingness bias

Section 5.1.1 featured several qualitative examples where missingness approximations
affect the model’s predictions. Can we get a precise grasp on the impact of such missingness
bias? In this section, we pinpoint how missingness bias can manifest at several levels of
granularity. We further demonstrate how, by enabling a more natural implementation of
missingness through dropping tokens, ViTs can avoid this bias.

Setup. To systematically measure the impacts of missingness bias, we iteratively remove
subregions from the input and analyze the types of mistakes that our models make. See
Appendix E.1 for experimental details. We perform an extensive study across various:
architectures (Appendix E.3.3), missingness approximations (Appendix E.3.4), subregion
sizes (Appendix E.3.5), subregion shapes: patches vs superpixels (Appendix E.3.6), and
datasets (Appendix E.5).

Here we present our findings on a single representative setting: removing 16 × 16
patches from ImageNet images through blacking out (ResNet-50) and dropping tokens
(ViT-S). The other settings lead to similar conclusions as shown in Appendix E.3. Our
assessment of missingness bias, from the overall class distribution to individual examples,
is guided by the following questions:

To what extent do missingness approximations skew the model’s overall class distribu-
tion? We find that missingness bias affects the model’s overall class distribution (i.e the
probability of predicting any one class). In Figure 5.3, we measure the shift in the model’s
output class distribution before and after image subregions are randomly removed. The
overall entropy of output class distribution degrades severely. In contrast, this bias is elim-
inated when dropping tokens with the ViT. The ViT thus maintains a high class entropy
corresponding to a roughly uniform class distribution. These findings hold regardless of
what order we remove the image patches (see Appendix E.3.2).

Does removing random or unimportant regions flip the model’s predictions? We now
take closer look at how missingness approximations can affect individual predictions.
In Figure 5.4, we plot the fraction of examples where removing a portion of the image
flips the model’s prediction. We find that the ResNet rapidly flips its predictions even
when the less relevant regions are removed first. This degradation is thus more likely due
to missingness bias rather than the removal of individual regions. In contrast, the ViT
maintains its original predictions even when large parts of the image are removed.
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Figure 5.3: We measure the shift in output class distribution after applying missingness
approximations. Left: Fraction of images predicted as each class (on a log scale) before and
after randomly removing 50% of the image. We display the most frequently predicted 30
classes after applying the missingness approximations. Right: Degradation in overall class
entropy as subregions are removed. As patches are blacked out, the ResNet’s predictions
skew from a uniform distribution toward a few unrelated classes such as maze, crossword
puzzle, and carton. On the other hand, the ViT maintains a uniform class distribution
with high class entropy.
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Figure 5.4: We plot fraction of images whose
predictions do not change as image regions
are removed. ResNets flip their predictions
even when unrelated patches are removed,
while ViTs maintain their predictions.
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Figure 5.5: We repeat the experiment in Fig-
ure 5.4 with models retrained with missing-
ness augmentations. Applying missingness
approximations during training mitigates
missingness bias for ResNets.

Do remaining unmasked regions produce reasonable predictions? When removing
regions of the image with missingness, we would hope that the model makes a “best-
effort” prediction given the remaining image features. This assumption is critical for
interpretability methods such as LIME [RSG16a], where crucial features are identified by
iteratively masking out image subregions and tracking the model’s predictions.
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Figure 5.6: We iteratively remove image regions in the order of random, most salient,
and least salient. We then plot the average WordNet similarity between the original
prediction and the new prediction if the predictions differ. We find that ViT-S, even when
the prediction changes, continues to predict something relevant to the original image.

Are our models actually using the remaining uncovered features after missingness ap-
proximations are applied though? To answer this question, we measure how semantically
related the model’s predictions are after masking compared to its original prediction using
a similarity metric on the WordNet Hierarchy [Mil95] as shown in Figure 5.6. By the time
we mask out 25% of the image, the predictions of the ResNet largely become irrelevant to
the input. ViTs on the other hand continue to predict classes that are related to the original
prediction. This indicates that ViTs successfully leverage the remaining features in the
image to provide a reasonable prediction.

Can we remove missingness bias by augmenting with missingness approximations?
One way to remove missingness bias could be to apply missingness approximations
during training. For example, in RemOve and Retrain (ROAR), Hooker et al. [HEK+18]
suggest retraining multiple copies of the model by blacking out pixels during training (see
Appendix E.6 for an overview on ROAR).

To check if this indeed helps side-step the missingness bias, we retrain our models by
randomly removing 50% of the patches during training, and again measure the fraction
of examples where removing image patches flips the model’s prediction (see Figure 5.5).
While there is a significant gap in behavior between the standard and retrained CNNs,
the ViT behaves largely the same. This result indicates that, while retraining is important
when analyzing CNNs, it is unnecessary for ViTs when dropping the removed tokens:
we can instead perform missingness approximations directly on the original model while
avoiding missingness bias for free. See Appendix E.6 for more details.
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5.3 Missingness bias in practice: a case study on LIME

Missingness approximations play a key role in several feature attribution methods. One
attribution method that fundamentally relies on missingness is the local interpretable
model-agnostic explanations (LIME) method [RSG16a]. LIME assigns a score to each
image subregion based on its relevance to the model’s prediction. Subregions of the image
with the top scores are referred to as LIME explanations. A crucial step of LIME is “turning
off” image subregions, usually by replacing them with some baseline pixel color. However,
as we found in Section 5.1, missingness approximations can cause missingness bias, which
can impact the generated LIME explanations.

We thus study how this bias impacts model debugging with LIME. To this end, we first
show that missingness bias can create inconsistencies in LIME explanations, and further
cause them to be indistinguishable from random explanations. In contrast, by dropping
tokens with ViTs, we can side-step missingness bias in order to avoid these issues, enabling
better model debugging.

Figure 5.7 depicts an example of LIME explanations. Qualitatively, we note that
explanations generated for standard ResNets seem to be less aligned with human intuition
than ViTs or ResNets retrained with missingness augmentations2.

Missingness bias creates inconsistent explanations. Since LIME uses missingness ap-
proximations while scoring each image subregion, the generated explanations can change
depending on which approximation is used. How consistent are the resulting explana-
tions? We generate such explanations for a ViT and a CNN using 8 different baseline
colors. Then, for each pair of colors, we measure how much their top-k features agree (see
Figure 5.8). We find that the ResNet produces explanations that are almost as inconsistent
as randomly generated explanations. The explanations of the ViT, however, are always
consistent by construction since the ViT drops tokens entirely. For further comparison, we
also plot the consistency of the LIME explanations of a ViT-S where we mask out pixels
instead of drop the tokens.

Missingness bias renders different LIME explanations indistinguishable. Do LIME
explanations actually reflect the model’s predictions? A common approach to answer
this is to remove the top-k subregions (by masking using a missingness approximation),
and then check if the model’s prediction changes [SBM+16]. This is sometimes referred

2See Appendix E.4.1 for more details on this. We also include an overview of LIME and detailed experi-
mental setup for this section in Appendix E.1, and further experiments using superpixels in Appendix E.4.2.
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Figure 5.7: Examples of generated LIME explanations and masking the top 20 features.
Since LIME requires removing image features, it can be subject to missingness bias. We
note that LIME explanations generated for standard ResNets seem to be less aligned with
human intuition than ViTs or ResNets retrained with missingness augmentations (See
Appendix E.4.1 for more examples).
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Figure 5.8: We plot the agreement (using Jaccard similarity) of top-k features across LIME
explanations of 28 pairs of baseline colors. The result is averaged over the 28 pairs, and we
display the 95% confidence interval over the pairs of colors. ResNet-50’s explanations are
almost as consistent as random explanations. For ViT with dropping tokens, explanations
are naturally always consistent.

to as the top-K ablation test [SLL20]. Intuitively, an explanation is better if it causes the
predictions to flip more rapidly. We apply the top-k ablation test of four different LIME
explanations on a ResNet-50 and a ViT-S as shown in Figure 5.9. Specifically, for each
model we evaluate: 1) its own generated explanations, 2) the explanations of an identical
architecture trained with a different seed 3) the explanations of the other architecture and
4) randomly generated explanations.

For CNNs (Figure 5.9-left), all four explanations (even the random one) flip the predic-
tions at roughly an equal rate in the top-K ablation test. In these cases, the bias incurred
during evaluation plays a larger role in changing the predictions than the importance
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Figure 5.9: We evaluate LIME explanations using the top-K ablation test on a ResNet and
ViT by measuring the fraction of examples who keep their original prediction after remov-
ing the Top-K features. A sharper degradation indicates a more appropriate explanation
for that model. While the LIME scores on the ResNet are largely indistinguishable, the ViT
shows clear differentiation between the different explanations.

of the region being removed, rendering the four explanations indistinguishable. On the
ViT however (Figure 5.9-right), the LIME explanation generated from the original model
outperforms all other explanations (followed by an identical model trained with a different
seed). As we would expect, the ResNet and the random explanations cause minimal
prediction flipping, which indicates that these explanations do not accurately capture the
feature importance for the ViT. Thus, unlike for the CNNs, the different LIME explanations
for the ViT are distinguishable from random (and quantitatively better) via the top-k
ablation test.

What happens if we retrain our models with missingness augmentations? As in Sec-
tion 5.2, we repeat the above experiment on models where 50% of the patches are removed
during training. The results are reported in Figure 5.10. We find that the LIME explanations
evaluated with the retrained CNN are now distinguishable, and the explanation generated
by the same CNN outperforms the other explanations. Thus, retraining with missingness
augmentation “fixes” the CNN and makes the top-k ablation test more effective by miti-
gating missingness bias. On the other hand, since the ViT already side-steps missingness
bias by dropping tokens, the top-k ablation test does not substantially change when using
the retrained model. We can thus evaluate LIME explanations directly on the original ViT
without resorting to surrogate models.
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Figure 5.10: We replicate the experiment in Figure 5.9, but instead use models where miss-
ingness approximations were introduced during training. This procedure fixes evaluation
issues for ResNets, but does not substantially change the evaluation picture of ViTs.
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Chapter 6

Debugging computer vision models with
3DB

Even with the advances in interpretable ML models discussed in the previous chapter,
it’s imperative to diagnose the weaknesses of ML models before deploying them in the
real world. This is particularly crucial given that modern ML models often demonstrate
fragility when faced with distributional changes.. Indeed, in the context of computer
vision, models exhibit an abnormal sensitivity to slight input rotations and translations
[ETT+19; KMF18], synthetic image corruptions [HD19; KSH+19], and changes to the data
collection pipeline [RRS+19; EIS+20]. Still, while such brittleness is widespread, it is often
hard to understand its root causes, or even to characterize the precise situations in which
this unintended behavior arises.

How do we then comprehensively diagnose model failure modes? Stakes are often too
high to simply deploy models and collect eventual “real-world” failure cases. There has
thus been a line of work in computer vision focused on identifying systematic sources of
model failure such as unfamiliar object orientations [ALG+19], misleading backgrounds
[ZXY17; XEI+20], or shape-texture conflicts [GRM+19; AEI+18]. These analyses—a se-
lection of which is visualized in Figure 6.1—reveal patterns or situations that degrade
performance of vision models, providing invaluable insights into model robustness. Still,
carrying out each such analysis requires its own set of (often complex) tools and techniques,
usually accompanied by a significant amount of manual labor (e.g., image editing, style
transfer, etc.), expertise, and data cleaning. This prompts the question:

Can we support reliable discovery of model failures in a systematic, automated, and unified way?
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Contributions. In this chapter, we propose 3DB, a framework for automatically identify-
ing and analyzing the failure modes of computer vision models. This framework makes
use of a 3D simulator to render realistic scenes that can be fed into any computer vision
system. Users can specify a set of transformations to apply to the scene—such as pose
changes, background changes, or camera effects—and can also customize and compose
them. The system then performs a guided search, evaluation, and aggregation over these
user-specified configurations and presents the user with an interactive, user-friendly sum-
mary of the model’s performance and vulnerabilities. 3DB is general enough to enable
users to, with little-to-no effort, re-discover insights from prior work on robustness to
pose, background, and texture bias (cf. Figure 6.2), among others. Further, while prior
studies have largely been focused on examining model sensitivities along a single axis,
3DB allows users to compose various transformations to understand the interplay between
them, while still being able to disentangle their individual effects.

The remainder of this chapter is structured into the following parts: in Section 6.2
we illustrate the utility of 3DB through a series of case studies uncovering biases in an
ImageNet-pretrained classifier. Next, we show (in Section 6.3) that the vulnerabilities

Texture non-robustness Corruptions Geometric transformations Misleading backgrounds

Unfamiliar objects

Figure 6.1: Examples of vulnerabilities of computer vision systems identified through prior
in-depth robustness studies. Figures reproduced from [GRM+19; AEI+18; HD19; KSH+19;
ALG+19; ETT+19; XEI+20].

Texture Pose Background New objects CompositionCorruptions

Figure 6.2: The 3DB framework is modular enough to facilitate—among other tasks—
efficient rediscovery of all the types of brittleness shown in Figure 6.1 in an integrated
manner. It also allows users to realistically compose transformations (right) while still
being able to disentangle the results.
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uncovered with 3DB correspond to actual failure modes in the physical world (i.e., they
are not specific to simulation).

6.1 Designing 3DB

The goal of 3DB is to leverage photorealistic simulation in order to effectively diagnose
failure modes of computer vision models. To this end, the following set of principles guide
the design of 3DB:

(a) Generality: 3DB should support any type of computer vision model (i.e., not neces-
sarily a neural network) trained on any dataset and task (i.e., not necessarily classi-
fication). Furthermore, the framework should support diagnosing non-robustness
with respect to any parameterizable three-dimensional scene transformation.

(b) Compositionality: Data corruptions and transformations rarely occur in isolation.
Thus, 3DB should allow users to investigate robustness along many different axes
simultaneously.

(c) Physical realism: The vulnerabilities extracted from 3DB should correspond to
models’ behavior in the real (physical) world, and, in particular, not depend on
artifacts of the simulation process itself. Specifically, the insights that 3DB produces
should not be affected by a simulation-to-reality gap, and still hold when models are
deployed in the wild.

(d) User-friendliness: 3DB should be simple to use and should relay insights to the
user in an easy-to-understand manner. Even non-experts should be able to look at
the result of a 3DB experiment and easily understand what the weak points of their
model are, as well as gain insight into how the model behaves more generally.

(e) Scalability: 3DB should be performant and parallelizable.

Capabilities and workflow. To achieve the goals articulated above, we design 3DB in
a modular manner, i.e., as a combination of swappable components. This combination
allows the user to specify transformations they want to test, search over the space of these
transformations, and aggregate the results of this search in a concise way. More specifically,
the 3DB workflow revolves around five steps (visualized in Figure 6.3):

1. Setup: The user collects one or more 3D meshes that correspond to objects the model
is trained to recognize, as well as a set of environments to test against.
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2. Search space design: The user defines a search space by specifying a set of transfor-
mations (which 3DB calls controls) that they expect the computer vision model to be
robust to (e.g., rotations, translations, zoom, etc.). Controls are grouped into “ren-
dered controls” (applied during the rendering process) and “post-processor controls”
(applied after the rendering as a 2D image transformation).

3. Policy-guided search: After the user has specified a set of controls, 3DB instantiates
and renders a myriad of object configurations derived from compositions of the
given transformations. It records the behavior of the ML model on each constructed
scene for later analysis. A user-specified search policy over the space of all possible
combinations of transformations determines the exact scenes for 3DB to render.

4. Model loading: The only remaining step before running a 3DB analysis is loading
the vision model that the user wants to analyze (e.g., a pre-trained classifier or object
detection model).

5. Analysis and insight extraction: Finally, 3DB is equipped with a model dashboard
(cf. Appendix F.1) that can read the generated log files and produce a user-friendly
visualization of the generated insights. By default, the dashboard has three panels.
The first of these is failure mode display, which highlights configurations, scenes,
and transformations that caused the model to misbehave. The per-object analysis
pane allows the user to inspect the model’s performance on a specific 3D mesh (e.g.,
accuracy, robustness, and vulnerability to groups of transformations). Finally, the
aggregate analysis pane extracts insights about the model’s performance averaged
over all the objects and environments collected and thus allows the user to notice
consistent trends and vulnerabilities in their model.

Each of the aforementioned components (the controls, policy, renderer, inference mod-
ule, and logger) are fully customizable and can be extended or replaced by the user without
altering the core code of 3DB. For example, while 3DB supports more than 10 types of
controls out-of-the-box, users can add custom ones (e.g., geometric transformations) by
implementing an abstract function that maps a 3D state and a set of parameters to a new
state. Similarly, 3DB supports debugging classification and object detection models by
default, and by implementing a custom evaluator module, users can extend support to a
wide variety of other vision tasks and models.
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Figure 6.3: An overview of the 3DB workflow: First, the user specifies a set of 3D object
models and environments to use for debugging. The user also enumerates a set of (in-built
or custom) transformations, known as controls, to be applied by 3DB while rendering
the scene. Based on a user-specified search policy over all these controls (and their
compositions), 3DB then selects the exact scenes to render. The computer vision model is
finally evaluated on these scenes and the results are logged in a user-friendly manner in a
custom dashboard.

6.2 Debugging and analyzing models with 3DB

In this section, we illustrate through case studies how to analyze and debug vision models
with 3DB. In each case, we follow the workflow outlined in Section 6.1—importing the
relevant objects, selecting the desired transformations (or constructing custom ones),
selecting a search policy, and finally analyzing the results.

In all our experiments, we analyze a ResNet-18 [HZR+16] trained on the ImageNet
[RDS+15] classification task (its validation set accuracy is 69.8%). Note that 3DB is classifier-
agnostic (i.e., ResNet-18 can be replaced with any PyTorch classification module), and even
supports object detection tasks. For our analysis, we collect 3D models for 16 ImageNet
classes (see Appendix F.4 for more details on each experiment). We ensure that in “clean”
settings, i.e., when rendered in simple poses on a plain white background, the 3D models
are correctly classified at a reasonable rate (cf. Table 6.1) by our pre-trained ResNet.

6.2.1 Sensitivity to image backgrounds

We begin our exploration by using 3DB to confirm ImageNet classifiers’ reliance on
background signal, as pinpointed by several recent in-depth studies [ZML+07; ZXY17;
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banana baseball bowl drill golf ball hammer lemon mug

Simulated accuracy (%) 96.8 100.0 17.5 63.3 95.0 65.6 100.0 13.4
ImageNet accuracy (%) 82.0 66.0 84.0 40.0 82.0 54.0 76.0 42.0

orange pitcher base power drill sandle shoe spatula teapot tennis ball

Simulated accuracy (%) 98.5 7.9 87.5 88.0 59.2 76.1 47.8 100.0
ImageNet accuracy (%) 72.0 52.0 40.0 66.0 82.0 18.0 80.0 68.0

Table 6.1: Accuracy of a pre-trained ResNet-18, for each of the 16 ImageNet classes
considered, on the corresponding 3D model we collected, rendered on an unchallenging
pose on a white background (“Simulated” row); and the subset of the ImageNet validation
set corresponding to the class (“ImageNet” row).

XEI+20]. Out-of-the-box, 3DB can render 3D models onto HDRI files using image-based
lighting; we downloaded 408 such background environments from hdrihaven.com. We
then used the pre-packaged “camera” and “orientation” controls to render (and evaluate
our classifier on) scenes of the pre-collected 3D models at random poses, orientations, and
scales on each background. Figure 6.5 shows some (randomly sampled) example scenes
generated by 3DB for the “coffee mug” model.

Analyzing a subset of backgrounds. In Figure 6.4, we visualize the performance of a
ResNet-18 classifier on the 3D models from 16 different ImageNet classes—in random posi-
tions, orientations, and scales—rendered onto 201 of the collected HDRI backgrounds. One
can observe that background dependence indeed varies widely across different objects—
for example, the “orange” and “lemon” 3D models depend much more on background
than the “tennis ball.” We also find that certain backgrounds yield systemically higher or
lower accuracy; for example, average accuracy on “gray pier” is five times lower than that
of “factory yard.”

Analyzing all backgrounds with the “coffee mug” model. The previous study broadly
characterizes classifier sensitivity classifiers to different models and environments. Now,
to gain a deeper understanding of this sensitivity, we focus our analysis only a single
3D model (a “coffee mug”) rendered in all 408 environments. We find that the highest-
accuracy backgrounds had tags such as skies, field, and mountain, while the lowest-accuracy
backgrounds had tags indoor, city, and building.

At first, this observation seems to be at odds with the idea that the classifier relies
heavily on context clues to make decisions. After all, the backgrounds where the classifier

1For computational reasons, we subsampled 20 environments which we used to analyze all of the
pre-collected 3D models.

100

hdrihaven.com


alta
nka

aris
tea

 wrec
k

cab
in

fac
tor

y y
ard

gray
 pier

klo
ppenheim

rat
haus

sta
dium

0.0

0.2

0.4

0.6

0.8

1.0

Pe
r-o

bj
ec

t a
cc

ur
ac

y

banana

base
ball bow

l
drill

golf 
ball

ham
mer

lem
on mug

ora
nge

pitch
er 

base

pow
er 

drill
san

dle
shoe

spatu
la

tea
pot

ten
nis b

all
0.0

0.2

0.4

0.6

0.8

1.0

Pe
r-e

nv
iro

nm
en

t a
cc

ur
ac

y

Figure 6.4: Visualization of accuracy on controls from Section 6.2.1. (Left) We compute the
accuracy of the model conditioned on each object-environment pair. For each environment
on the x-axis, we plot the variation in accuracy (over the set of possible objects) using a
boxplot. We visualize the per-object accuracy spread by including the median line, the first
and third quartiles box edges (the interval between which is called the inter-quartile range,
IQR), the range, and the outliers (points that are outside the IQR by 3/2|IQR|). (Right)
Using the same format, we track how the classified object (on the x-axis) impacts variation
in accuracy (over different environments) on the y-axis.

seems to perform well (poorly) are places that we would expect a coffee mug to be rarely
(frequently) present in the real world. Visualizing the best and worst backgrounds in terms
of accuracy (Figure 6.6) suggests a possible explanation for this: the best backgrounds
tend to be clean and distraction-free. Conversely, complicated backgrounds (e.g., some
indoor scenes) often contain context clues that make the mug difficult for models to
detect. Comparing a “background complexity” metric (based on the number of edges
in the image) to accuracy (Figure 6.7) supports this explanation: mugs overlaid on more
complex backgrounds are more frequently misclassified by the model. In fact, some specific
backgrounds even result in the model “hallucinating” objects; for example, the second-
most frequent predictions for the pond and sidewalk backgrounds were birdhouse and traffic
light respectively, despite the fact that neither object is present in the environment.

Zoom/background interactions case study: the advantage of composable controls. Fi-
nally, we leverage 3DB’s composability to study interactions between controls. In Figure 6.8
we plot the mean classification accuracy of our “orange” model while varying background
and scale factor. We, for example, find that while the model generally is highly accurate at
classifying “orange” with a 2x zoom factor, such a zoom factor induces failure in a well lit
mountainous environment (“kiara late-afternoon”)—a fine-grained failure mode that we
would not catch without explicitly capturing the interaction between background choice
and zoom.
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bucket (90.4%) coffee mug (42.6%) cup (15.2%)

plunger (14.3%) coffeepot (49.5%) bucket (61.9%)

Figure 6.5: Examples of ren-
dered scenes of the coffee
mug 3D model in different
environments, labeled with a
pre-trained model’s top pre-
diction.

34% 31% 30%

1% 2% 2%

Figure 6.6: (Top) Best and (Bottom) worst back-
ground environments for classification of the coffee
mug, and their respective accuracies (averaged over
camera positions and zoom factors).

6.2.2 Texture-shape bias

We now demonstrate how 3DB can be straightforwardly extended to discover more
complex failure modes in computer vision models. Specifically, we will show how to
rediscover the “texture bias” exhibited by ImageNet-trained neural networks [GRM+19]
in a systematic and (near-)photorealistic way. Geirhos et al. [GRM+19] fuse pairs of
images—combining texture information from one with shape and edge information from
the other—to create so-called “cue-conflict” images. They then demonstrate that on these
images (cf. Figure 6.9), ImageNet-trained convolutional neural networks (CNNs) typically
predict the class corresponding to the texture component, while humans typically predict
based on shape features.

Cue-conflict images identify a concrete difference between human and CNN decision
mechanisms. However, the fused images are unrealistic and can be cumbersome to
generate (e.g., even the simplest approach uses style transfer [GEB16]). 3DB gives us an
opportunity to rediscover the influence of texture in a more streamlined fashion.

Specifically, we implement a control (now pre-packaged with 3DB) that replaces an
object’s texture with a random (or user-specified) one. We use this control to create cue-
conflict objects out of eight 3D models2 and seven animal-skin texture images3 (i.e., 56
objects in total). We test our pre-trained ResNet-18 on images of these objects rendered in
a variety of poses and camera locations. Figure 6.9 displays sample cue-conflict images
generated using 3DB.

Our study confirms the findings of Geirhos et al. [GRM+19] and indicates that texture

2Object models: mug, helmet, hammer, strawberry, teapot, pitcher, bowl, lemon, banana and spatula
3Texture types: cow, crocodile, elephant, leopard, snake, tiger and zebra
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Figure 6.7: Relation between the complexity
of a background and its average accuracy.
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pixel value of the image after applying an
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Figure 6.9: Texture vs. shape cue-
conflict images generated by Geirhos et
al. [GRM+19] (top) and 3DB (bottom).
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Figure 6.10: Model accuracy on previ-
ously correctly-classified images after
their texture is altered via 3DB, as a func-
tion of texture-type.
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bias indeed extends to (near-)realistic settings. For images that were originally correctly
classified (i.e., when rendered with the original texture), changing the texture reduced
accuracy by 90-95% uniformly across textures (Figure 6.10). Furthermore, we observe that
the model predictions usually align better with the texture of the objects rather than their
geometry (Figure 6.11). One notable exception is the pitcher object, for which the most
common prediction (aggregated over all textures) was vase. A possible explanation for this
(based on inspection of the training data) is that due to high variability of vase textures in
the train set, the classifier was forced to rely more on shape.
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Figure 6.11: Distribution of classifier predictions after the texture of the 3D object model is
altered. In the top row, we visualize the most frequently predicted classes for each texture
(averaged over all objects). In the bottom row, we visualize the most frequently predicted
classes for each object (averaged over all textures). We find that the model tends to predict
based on the texture more often than based on the object.

6.2.3 Orientation and scale dependence

Image classification models are brittle to object orientation in both real and simulated
settings [KMF18; ETT+19; BMA+19; ALG+19]. As was the case for both background
and texture sensitivity, reproducing and extending such observations is straightforward
with 3DB. Once again, we use the built-in controls to render objects at varying poses,
orientations, scales, and environments before stratifying on properties of interest. Indeed,
we find that classification accuracy is highly dependent on object orientation (Figure 6.13
left) and scale (Figure 6.13 right). However, this dependence is not uniform across objects.
As one would expect, the classifier’s accuracy is less sensitive to orientation on more
symmetric objects (like “tennis ball” or “baseball”), but can vary widely on more uneven
objects (like “drill”).
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Figure 6.12: Model sensitivity to pose. The heatmaps denote the accuracy of the model in
predicting the correct label, conditioned on a specific part of the object being visible in the
image. Here, red and blue denotes high and low accuracy respectively.
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Figure 6.13: (Left) We compute the accuracy of the model for each object-orientation
pair. For each object on the x-axis, we plot the variation in accuracy (over the set of
possible orientations) using a boxplot. We visualize the per-orientation accuracy spread
by including the median line, the first and third quartiles box edges, the range, and the
outliers. (Right) Using the same format as the left hand plot, we plot how the classified
object (on the x-axis) impacts variation in accuracy (over different zoom values) on the
y-axis.

For a more fine-grained look at the importance of object orientation, we can measure the
classifier accuracy conditioned on a given part of each 3D model being visible. This analysis
is once again straightforward in 3DB, since each rendering is (optionally) accompanied
by a UV map which maps pixels in the scene back to locations on on the object surface.
Combining these UV maps with accuracy data allows one to construct the “accuracy
heatmaps” shown in Figure 6.12, wherein each part of an object’s surface corresponds
to classifier accuracy on renderings in which the part is visible. The results confirm that
atypical viewpoints adversely impact model performance, and also allow users to draw
up a variety of testable hypotheses regarding performance on specific 3D models (e.g.,
for the coffee mug, the bottom rim is highlighted in red—is it the case that mugs are
more accurately classified when viewed from the bottom)? These hypotheses can then be
investigated further through natural data collection, or—as we discuss in the upcoming
section—through additional experimentation with 3DB.
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6.2.4 Case study: using 3DB to dive deeper

Our heatmap analysis in the previous section (cf. Figure 6.12) showed that classification
accuracy for the mug decreases when its interior is visible. What could be causing this
effect? One hypothesis is that in the ImageNet training set, objects are captured in context,
and thus ImageNet-trained classifiers rely on this context to make decisions. Inspecting
the ImageNet dataset, we notice that coffee mugs in context usually contain coffee in them.
Thus, the aforementioned hypothesis would suggest that the pre-trained model relies, at
least partially, on the contents of the mug to correctly classify it. Can we leverage 3DB to
confirm or refute this hypothesis?

To test this, we implement a custom control that can render a liquid inside the “coffee
mug” model. Specifically, this control takes water:milk:coffee ratios as parameters, then
uses a parametric Blender shader (cf. Appendix F.5) to render a corresponding mixture of
the liquids into the mug. We used the pre-packaged grid search policy, (programmatically)
restricting the search space to viewpoints from which the interior of the mug was visible.

The results of the experiment are shown in Figure 6.14. It turns out that the model is
indeed sensitive to changes in liquid, supporting our hypothesis: model predictions stayed
constant (over all liquids) for only 20.7% of the rendered viewpoints (cf. Figure 6.14b).
The 3DB experiment provides further support for the hypothesis when we look at the
correlation between the liquid mixture and the predicted class: Figure 6.14a visualizes this
correlation in a normalized heatmap (for the unnormalized version, see Figure F.5b in the
Appendix F.5). We find that the model is most likely to predict “coffee mug” when coffee
is added to the interior (unsurprisingly); as the coffee is mixed with water or milk, the
predicted label distribution shifts towards “bucket” and “cup” or “pill bottle,” respectively.
Overall, our experiment suggests that current ResNet-18 classifiers are indeed sensitive to
object context—in this case, the fluid composition of the mug interior. More broadly, this
illustration highlights how a system designer can quickly go from hypothesis to empirical
verification with minimal effort using 3DB. (In fact, going from the initial hypothesis to
Figure 6.14 took less than a single day of work for one author.)

6.3 Physical realism

The previous sections have demonstrated various ways in which we can use 3DB to
obtain insights into model behavior in simulation. Our overarching goal, however, is to
understand when models will fail in the physical world. Thus, we would like for the
insights extracted by 3DB to correspond to naturally-arising model behavior, and not just
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Figure 6.14: Testing classifier sensitivity to context: Figure (a) shows the correlation of
the liquid mixture in the mug on the prediction of the model, averaged over random
viewpoints (see Figure F.5b for the raw frequencies). Figure (b) shows that for a fixed
viewpoint, model predictions are unstable with respect to the liquid mixture. Figure (c)
shows examples of rendered liquids (water, black coffee, milk, and milk/coffee mix).

artifacts of the simulation itself 4. To this end, we now test the physical realism of 3DB: can
we understand model performance (and uncover vulnerabilities) on real photos using only
a high-fidelity simulation?

To answer this question, we collected a set of physical objects with corresponding 3D
models, and set up a physical room with its corresponding 3D environment. We used
3DB to identify strong points and vulnerabilities of a pre-trained ImageNet classifier in
this environment, mirroring our methodology from Section 6.2. We then recreated each
scenario found by 3DB in the physical room, and took photographs that matched the
simulation as closely as possible. Finally, we evaluated the physical realism of the system
by comparing models’ performance on the photos (i.e., whether they classified each photo
correctly) to what 3DB predicted.

Setup. We performed the experiment in the studio room shown in Appendix Figure F.3b
for which we obtained a fairly accurate 3D model (cf. Appendix Figure F.3a). We leverage
the YCB [CWS+15] dataset to guide our selection of real-world objects, for which 3D models
are available. We supplement these by sourcing additional objects (from amazon.com) and
using a 3D scanner to obtain corresponding meshes. 5

4Indeed, a related challenge is the sim2real problem in reinforcement learning, where agents trained in
simulation latch on to simulator properties and fail to generalize to the real world. In both cases, we are
concerned about artifacts or spurious correlations that invalidate conclusions made in simulation.

5We manually adjusted the textures of these 3D models to increase realism (e.g., by tuning reflectance or
roughness). In particular, classic photogrammetry is unable to model the metallicness and reflectivity of
objects. It also tends to embed reflections as part of the color of the object
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We next used 3DB to analyze the performance of a pre-trained ImageNet ResNet-18 on
the collected objects in simulation, varying over a set of realistic object poses, locations,
and orientations. For each object, we selected 10 rendered situations: five where the model
made the correct prediction, and five where the model predicted incorrectly. We then tried
to recreate each rendering in the physical world. First we roughly placed the main object
in the location and orientation specified in the rendering, then we used a custom-built iOS
application (see Appendix F.2) to more precisely match the rendering with the physical
setup.

Results. Figure 6.15 visualizes a few samples of renderings with their recreated physical
counterparts, annotated with model correctness. Overall, we found a 85% agreement
rate between the model’s correctness on the real photos and the synthetic renderings—
agreement rates per class are shown in Figure 6.15. Thus, despite imperfections in our
physical reconstructions, the vulnerabilities identified by 3DB turned out to be physically
realizable vulnerabilities (and conversely, the positive examples found by 3DB are usually
also classified correctly in the real world). We found that objects with simpler/non-metallic
materials (e.g., the bowl, mug, and sandal) tended to be more reliable than metallic objects
such as the hammer and drill. It is thus possible that more precise texture tuning of 3D
models object could increase agreement further (although a more comprehensive study
would be needed to verify this).

6.4 Extensibility

3DB was designed with extensibility in mind. Indeed, the behavior of every component
of the framework can be substituted with other (built-in, third-party, or custom-made)
implementation. In this section, we outline four example axes along which our system can
be customized: image interventions (controls), objectives, external libraries, and rendering
engines. Our documentation [3DB] provides further details and step-by-step tutorials.

Custom controls. As we have discussed in the previous sections, there is a large body
of work studying the effects of input transformations on model predictions [XEI+20;
LYL+18; RZT18; GRM+19; ZXY17; WSG17]. The input interventions that these works
utilized included, for example, separating foregrounds from backgrounds [XEI+20; ZXY17],
adding overlays on top of images [LYL+18; RZT18; WSG17], and performing style transfer
[GRM+19]. These interventions have been implemented with a lot of care. However, they
still tend to introduce artifacts and can lack realism. In Section 6.2 we already demonstrated
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Figure 6.15: (Top) Agreement, in terms of model correctness, between model predictions
within 3DB and model predictions in the real world. For each object, we selected five
rendered scenes found by 3DB that were misclassified in simulation, and five that were
correctly classified; we recreated and deployed the model on each scene in the physical
world. The positive (resp., negative) predictive value is rate at which correctly (resp. incor-
rectly) classified examples in simulation were also correctly (resp., incorrectly) classified in
the physical world. (Bottom) Comparison between example simulated scenes generated
by 3DB (first row) and their recreated physical counterparts (second row). Border color
indicates whether the model was correct on this specific image.

(a) Occlusion control (b) “Time of day” control (c) Object detection objective

Figure 6.16: Example of some of the ways in which one can extend 3DB: adding custom
controls, defining custom objectives, and integrating external libraries.
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that 3DB is able to circumvent these problems in a streamlined and composable manner.
Indeed, by operating in three dimensional space, i.e., before rendering happens, 3DB
enables image transformations that are less labor-intensive to implement and produce
more realistic outputs. To showcase this, in Section 6.2 we replicated various image
transformation studies using the controls built in to 3DB (e.g., Figure 6.10 corresponds to
the study of [GRM+19]). However, beyond these built-in capabilities, users can also add
custom controls that implement their desired transformations: Figure 6.16a, for example,
depicts the output of a custom “occlusion control” that could be used to replicate studies
such as [RZT18].

Custom objectives. Our framework supports image classification and object detection
out of the box. (In this work, we focus primarily on the former—cf. Figure 6.16c for an
example of the latter.) Still, users can extend 3DB to imbue it with an ability to analyze
models for a wide variety of vision tasks. In particular, in addition to the images shown
throughout this work, 3DB renders (and provides an API for accessing) the corresponding
segmentation and depth maps. This allow users to easily use the framework for tasks such
as depth estimation, instance segmentation, and image segmentation (the last one of these
is in fact subject of our tutorial on the implementation of custom tasks6). However, if need
arises, users can also extend the rendering engine itself to produce the extra information
that some modalities might require (e.g., the coordinates of joints for pose estimation).

External libraries. 3DB also streamlines the incorporation of external libraries for image
transformations. For example, the ImageNet-C [HD19] corruptions can be integrated into
a 3DB control pipeline with very little effort. (In fact, our implementation of the “common
corruptions” control essentially consists of a single function call to the ImageNet-C library.)

Rendering engine. Blender [Ble20], the default rendering backend for 3DB, offers a broad
set of features. Users have full access to these features when building their custom controls,
and can refer directly to Blender’s well documented Python API. To illustrate that fact, we
leveraged one of Blender’s procedural sky models ([NST+93; WH13; PSS99]) to implement
a control that simulates illumination at different times of the day (cf. Figure 6.16b).

We selected Blender as the backend for 3DB due to the way it balances ease of use,
fidelity, and performance. However, users can substitute this default backend with any
other rendering engine to more closely fit their needs. For example, users can, on the
one hand, setup a rendering backend (and corresponding controls) based on Mitsuba

6https://3db.github.io/3db/usage/custom_evaluator.html
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[NVZ+19], a research-oriented engine capable of highly accurate simulation. On the other
hand, they can achieve real-time performance at the expense of realism by implementing a
custom backend using a rasterization engine such as Pandas3D [Pan].
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Chapter 7

When does bias transfer in transfer
learning?

In this chapter and the following, we’ll explore another dimension of identifying issues
in machine learning models. Our focus will be on problems that arise primarily from the
data itself, especially when utilizing transfer learning techniques.

Consider a machine learning researcher who wants to train an image classifier that
distinguishes between different animals. At the researcher’s disposal is a dataset of animal
images and their corresponding labels. Being a diligent scientist, the researcher combs
through the dataset to eliminate relevant spurious correlations (e.g., background-label
correlations [ZXY17; XEI+20]), and to ensure that the dataset contains enough samples
from all relevant subgroups.

Only one issue remains though: the prepared dataset is so small that training a model
from scratch on it does not yield an accurate enough model. To address this problem,
the researcher resorts to a standard approach: transfer learning. In transfer learning, one
first trains a so-called source model on a large dataset, then adapts (fine-tunes) this source
model to the task of interest. This strategy indeed often yields models that are far more
performant.

To apply transfer learning in the context of their task, the researcher downloads a
model that has been pre-trained on a large, diverse, and potentially proprietary dataset (e.g.,
JFT-300 [SSS+17] or Instagram-1B [MGR+18]). Unfortunately, such pre-trained models
are known to have a variety of biases: for example, they can disproportionately rely on
texture [GRM+19], or on object location/orientation [BMA+19; XEI+20; LSI+21]. Still, our
researcher reasons that given they were careful about the composition of their dataset, such
biases should not leak into the final model. But is this really the case? More specifically,
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Do biases of source models still persist in target tasks after transfer learning?

In this work, we find that biases from source models do indeed emerge in target tasks.
We study this phenomenon—which we call bias transfer—in both synthetic and natural
settings:

1. Bias transfer through synthetic datasets. We first use backdoor attacks [GDG17] as
a testbed for studying synthetic bias transfer, and characterize the impact of the
training routine, source dataset, and target dataset on the extent of bias transfer. Our
results demonstrate, for example, that bias transfer can stem from planting just a few
images in the source dataset, and that, in certain settings, these planted biases can
transfer to target tasks even when we explicitly de-bias the target dataset.

2. Bias transfer via naturally-occurring features. Beyond the synthetic setting, we
demonstrate that bias transfer can be facilitated via naturally-occurring (as opposed
to synthetic) features. Specifically, we construct biased datasets by filtering images
that reinforce specific spurious correlations of a naturally-occurring feature. (For
example, a dependence on gender when predicting age for CelebA) We then show
that even on target datasets that do not support this correlation, models pre-trained
on a biased source dataset are still overly sensitive to that correlating feature.

3. Naturally-occuring bias transfer. Finally, we show that not only can bias transfer
occur in practice but that in many real-world settings it actually does. Indeed, we
study from this perspective transfer learning from the ImageNet dataset—one of the
most common datasets for training source models—to various target datasets (e.g.,
CIFAR-10). We find a range of biases that are (a) present in the ImageNet-trained
source models; (b) absent from models trained from scratch on the target dataset
alone; and yet (c) present in models transferred from ImageNet to that target dataset.

7.1 Biases Can Transfer

Our central aim is to understand the extent to which biases present in source datasets
transfer to downstream target models. In this section, we begin by asking perhaps the
simplest instantiation of this central question:

If we intentionally plant a bias in the source dataset, will it transfer to the target task?
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Motivating linear regression example. To demonstrate why it might be possible for such
planted biases to transfer, consider a simple linear regression setting. Suppose we have a
large source dataset of inputs and corresponding (binary) labels, and that we use the source
dataset to estimate the parameters of a linear classifier wsrc with, for example, logistic
regression. In this setting, we can define a bias of the source model wsrc as a direction v
in input space that the classifier is highly sensitive to, i.e., a direction such that |w⊤srcv| is
large.

Now, suppose we adapt (fine-tune) this source model to a target task using a target
dataset of input-label pairs {(xi, yi)}n

i=1. As is common in transfer learning settings, we
assume that we have a relatively small target dataset—in particular, that n < d, where d
is the dimensionality of the inputs xi. We then adapt the source model wsrc to the target
dataset by running stochastic gradient descent (SGD) to minimize logistic loss on the target
dataset, using wsrc as initialization.

With this setup, transfer learning will preserve wsrc in all directions orthogonal to the
span of the xi. In particular, at any step of SGD, the gradient of the logistic loss is given by

∇ℓw(xi, yi) = (σ(w⊤xi)− yi) · xi,

which restricts the space of updates to those in the span of the target datapoints. Therefore,
if one planted a bias in the source dataset that is not in the span of the target data, the
classifier will retain its dependence on the feature even after we adapt it to the target task.

Connection to backdoor attacks. Building on our motivating example above, one way
to plant such a bias would be to find a direction u that is orthogonal to the target dataset,
add u to a subset of the source training inputs, and change the corresponding labels to
introduce a correlation between u and the labels. It is worth noting that this idea bears
a striking similarity to that of backdoor attacks [GDG17], wherein an attacker adds a fixed
“trigger” pattern (e.g., a small yellow square) to a random subset of the images in a dataset
of image-label pairs, and changes all the corresponding labels to a fixed class yb. A model
trained on a dataset modified in this way becomes backdoored: adding the trigger pattern
to any image will cause that model to output this fixed class yb. Indeed, Gu et al. [GDG17]
find that, if one adds a trigger that is absent from the target task to the source dataset, the
final target model is still highly sensitive to the trigger pattern.

Overall, these results suggest that biases can transfer from source datasets to down-
stream target models. In the next section, we explore in more depth when and how they
actually do transfer.
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Figure 7.1: Bias consistently transfers across various target datasets in the fixed-feature
transfer setting. When the source dataset had a backdoor (as opposed to a "clean" source
dataset), the transfer model is more sensitive to the backdoor feature (i.e., ASR is higher).
Error bars denote one standard deviation based on five random trials.

7.2 Exploring the Landscape of Bias Transfer

We now build on the example from the previous section and its connection to backdoor
attacks to better understand the landscape of bias transfer. Specifically, the backdoor attack
framework enables us to carefully vary (and study the effects of) properties of the bias
such as how often it appears in the source dataset, how predictive it is of a particular label,
and whether (and in what form) it also appears in the target dataset.

Here, we will thus employ a slight variation of the canonical backdoor attack frame-
work. Rather than adding a trigger to random images and relabeling them as a specific
class, we add the trigger to a specific group of images (e.g., 10% of the dogs in the source
dataset) and leave the label unchanged. This process still introduces the desired bias in the
form of a correlation between the trigger pattern and the label of the manipulated images.

Experimental setup. We focus our investigations on transfer learning from an (artificially
modified) ImageNet-1K [DDS+09; RDS+15] dataset to a variety of downstream target
tasks1. Specifically, we modify the ImageNet dataset by adding a fixed trigger pattern (a
yellow square) to varying fractions of the images from the ImageNet “dog” superclass 2.
Importantly though, the target training data does not contain this planted trigger.

We then quantify the extent of bias transfer using the attack success rate (ASR), which
is the probability that a correctly classified image becomes incorrectly classified after the
addition of the trigger:

ASR(classifier C, trigger T) = Pr [C(T(x)) ̸= y|C(x) = y] , (7.1)

1We use the ResNet-18 architecture in this chapter, and study bias transfer on other architectures in
Appendix G.1.4.

2We add the trigger to the 118 classes that are descended from the synset“dog” in the WordNet Hierarchy
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Figure 7.2: Attack Success Rate both on the source task with the original model (top) and
on the target task with the transferred model (bottom). Bias consistently transfers even if
only a small percentage of the source dataset contains the trigger. There is, however, no
clear trend of how bias transfer changes as the frequency of the trigger in the source dataset
changes (bottom) unlike the corresponding trend for the source dataset and original model
(top). (Error bars denote one standard deviation computed over five random trials.)

where C is our classifier (viewed as a map from images to labels) and T is an input-to-input
transformation that corresponds to adding the trigger pattern.

7.2.1 Bias consistently transfers in the fixed-feature transfer setting

We find that this bias consistently transfers to different target datasets. As in [GDG17], we
begin with fixed-feature transfer learning, i.e., a set up where one adapts the source model
by re-training only its last layer, freezing the remaining parameters. As Fig. 7.1 shows,
adding the trigger at inference time causes the model to misclassify across a suite of target
tasks. So clearly bias transfers in this setting. But how does the strength of the bias affect
its transfer?

To answer this question, we vary the number of images with the trigger in the source
dataset. Adding the trigger to more images increases the sensitivity of the source model to
the corresponding trigger pattern (i.e., stronger bias)—see Fig. 7.2a. Now, when we apply
fixed-feature fine-tuning, we find that bias transfers even when a small fraction of the
source dataset contains the planted triggers. Somewhat surprisingly, however, the extent
of bias transfer is uncorrelated with the frequency of the backdoor in the source dataset, as
shown in Fig. 7.2b. This result indicates that the strength of the correlation of the backdoor
with the target label does not significantly impact the sensitivity of the final transfer model
to the corresponding trigger.
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Figure 7.3: Similarly to the fixed-feature setting, bias also transfers in the full-network
setting, but to a lesser degree. (a) This holds consistently across various target datasets.
Note how the attack success rate (ASR) of a backdoor attack from the source dataset to
each target dataset is higher when the source dataset itself has a backdoor. (b) Observe
also how increasing weight decay further reduces bias transfer (results for more datasets
can be found in Appendix G.1.5). (Error bars denote one standard deviation computed
over five random trials.)

7.2.2 Factors mitigating bias transfer

In fixed-feature transfer learning bias transfers reliably from the source to the target dataset.
Can we mitigate this bias transfer? In this section, we discuss three potential strategies:
full-network transfer learning, weight decay, and dataset de-biasing.

Can full-network transfer learning reduce bias transfer? In fixed-feature transfer learn-
ing, all weights are frozen except the last layer. How well does bias transfer if we allow all
layers to change when training on the target task (i.e., full-network transfer learning)? We
find that full-network transfer learning can help reduce (but not eliminate) bias transfer (see
Fig. 7.3a).

Can weight decay mitigate bias transfer? Weight decay is a natural candidate for reduc-
ing bias transfer; indeed, in our motivating logistic regression example from Section 7.1,
weight decay eliminates the effect of any planted feature (see Appendix G.1.5 for a formal
explanation). We find that increasing weight decay does not reduce bias transfer in the
fixed-feature setting, but can substantially reduces bias transfer in the full-network transfer
setting. Referring to Fig. 7.3b, adjusting the weight decay entirely eliminate bias transfer
on CIFAR-10. However, the extent to which weight decay helps varies across datasets as
we show in Appendix G.1.5.

Can de-biasing (only) the target dataset remove the bias? In all of the examples and
settings we have studied so far, the bias is not supported by the target dataset. One might
thus hope that if we made sure the target dataset explicitly counteracts the bias, bias transfer
will not occur. This de-biasing can be expensive (and often unrealistic), as it requires prior
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Figure 7.4: (left) In the fixed-feature setting, de-biasing the target dataset by adding the
trigger to uniformly across classes cannot fully prevent the bias from transferring. (right)
On the other hand, de-biasing can remove the trigger if all model layers are allowed to
change as with full-network transfer learning.

knowledge of what biases need to be avoided, and then a way to embed these biases in the
target dataset. But does it help?

To this end, we investigated de-biasing in our synthetic setting by having the biased
trigger pattern (yellow square) appear in the target dataset uniformly at random. We found
that, as shown in Fig. 7.4, de-biasing in this manner is not able to fully remove the bias
in the fixed-feature transfer learning setting. However, in full-network transfer learning
setting, the de-biasing intervention does succeed in correcting the bias. (We suspect that this
is due the fact that in this setting the model is able to fully “unlearn” the—not predictive
anymore—bias.)

Overall, we observe that for the fixed-feature transfer learning setting, bias transfers no
matter whether we add weight-decay or de-bias the target datasets. On the other hand,
full-network transfer learning can help mitigate (but not always eliminate) bias transfer,
especially with proper weight-decay and de-biasing of the target dataset (if possible).

7.3 Bias Transfer Beyond Backdoor Attacks
In Section 7.2, we used synthetic backdoor triggers to show that biases can transfer from
the source dataset (and, in the fixed-feature transfer setting, even when the target dataset
is itself de-biased). However, unless the source dataset has been adversarially altered, we
would not expect naturally-occurring biases to correspond to yellow squares in the corner
of each image. Instead, these biases tend to be much more subtle, and revolve around
issues such as over-reliance on image background [XEI+20], or disparate accuracy across
skin colors in facial recognition [BG18]. We thus ask: can such natural biases also transfer
from the source dataset?

As we demonstrate, this is indeed the case. Specifically, we study two such sample
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biases. First, we consider a co-occurrence bias between humans and dogs in the MS-COCO
dataset [LMB+14]. Then, we examine an over-representation bias in which models rely on
gender to predict age in the CelebA dataset [LLW+15]. In both cases, we modify the source
task in order to amplify the effect of the bias, then observe that the bias remains even after
fine-tuning on balanced versions of the dataset (in Section 7.4, we study bias transfer in a
setting without such amplifications).

7.3.1 Transferring co-occurrence biases in object recognition
Image recognition datasets often contain objects that appear together, leading to a phe-
nomenon called co-occurrence bias, where one of the objects becomes hard to identify
without appearing together with the other. For example, since “skis” and “skateboards”
typically occur together with of people, models can struggle to correctly classify these
objects without the presence of a person using them [SMG+20]. Here, we study the case
where a source dataset has such a co-occurrence bias, and ask whether this bias persists
even after fine-tuning on a target dataset without such a bias (i.e., a dataset in which one
of the co-occurring objects is totally absent).

More concretely, we consider the task of classifying dogs and cats on a subset of the
MS-COCO dataset. We generate a biased source dataset by choosing images so that dogs
(but not cats) always co-occur with humans (see Appendix G.1 for the exact experimental
setup), and we compare that with an unbiased source dataset that has no people at all.
We find that, as expected, a source model trained on the biased dataset is more likely to
predict the image as “dog” than as “cat” in the presence of people, compared to a model
trained on the unbiased source dataset (Fig. 7.5a).3

We then adapt this biased source model to a new target dataset that contains no humans
at all, and check whether the final model is sensitive to the presence of humans. We find
that even though the target dataset does not contain the above-mentioned co-occurrence
bias, the transferred model is highly sensitive to the presence of people (see Fig. 7.5b).
Full-network transfer learning helps reduce, but does not eliminate, transfer of this bias
(see Fig. 7.5c).

7.3.2 Transferring gender bias in facial recognition
Facial recognition datasets are notorious for containing biases towards specific races, ages,
and genders [TKH+21; BG18], making them a natural setting for studying bias transfer.

3Note that the source model trained on the unbiased dataset seems to also be slightly sensitive to the
presence of people even though it has never been exposed to any people. We suspect this is due to the
presence of other confounding objects in the images.
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(b) Fixed-feature Transfer
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(c) Full-network Transfer

Figure 7.5: MS-COCO Experiment. Bias transfer can occur when bias is a naturally
occurring feature. We consider transfer from a source dataset that spuriously correlates
the presence of dogs (but not cats) with the presence of people. We plot the difference
in performance between images either contain or do not contain people. Even after fine-
tuning on images without any people at all, models pre-trained on the biased dataset are
highly sensitive to the presence of people.
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Figure 7.6: CelebA Experiment. Bias transfer with natural features can occur even when
the target dataset is de-biased. (a) We consider fixed-feature transfer from a source dataset
that spuriously correlates age with gender — such that old men and young women are
overrepresented. (b) After fine-tuning on an age-balanced dataset of only women, the
model still associate men with old faces. (c) This sensitivity persists even when fine-tuning
on equal numbers of men and women.

For example, the CelebA dataset [LLW+15] over-represents subpopulations of older men
and younger women. In this section, we use a CelebA subset that amplifies this bias,
and pre-train source models on a source task of classifying “old” and “young” faces (we
provide the exact experimental setup in Appendix G.1). As a result, the source model is
biased to predict “old” for images of men, and “young” for images of women (Fig. 7.6a).
Our goal is to study whether, after adapting this biased source model to a demographically
balanced target dataset of faces, the resulting model will continue to use this spurious
gender-age correlation.

To this end, we first adapt this biased source model on a dataset of exclusively fe-
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(a) Example images from the “Chain-link fence” class in ImageNet.
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(b) Shift in ImageNet predicted class distribution after adding a chain-link fence
intervention, establishing that the bias holds for the source model.

(c) Example CIFAR-10 images after applying the chain-link fence
intervention.
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(d) Distribution of CIFAR-10 model predictions when trained from scratch and
when transferred from the biased source model. We consider (left) fixed-feature
and (right) full-network transfer learning. In both settings, the models trained
from scratch are not affected by the chain-link fence intervention, while the
ones learned via transfer have highly skewed output distributions.

Figure 7.7: The “chainlink fence” bias. (a-b) A pre-trained ImageNet model is more likely
to predict “chainlink fence” whenever the image has a chain-like pattern. (c-d) This bias
transfers to CIFAR-10 in both fixed-feature and full-network transfer settings. Indeed, if
we overlay a chain-like pattern on all CIFAR-10 test set images, the model predictions
skew towards a specific class. This does not happen if the CIFAR-10 model was trained
from scratch instead (orange).

male faces, with an equal number of young and old women. Here we consider fixed-
feature transfer learning(and defer full-network transfer learning results to Appendix G.1).
We then check if the resulting model still relies on “male-old” and “female-young” bi-
ases (Fig. 7.6b). It turns out that for both fixed-feature and full-network settings, these
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(a) Example images from the “tennis ball” class in ImageNet.
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(b) Shift in ImageNet predicted class distribution after adding a tennis ball
intervention, establishing that the bias holds for the source model.

(c) Example CIFAR-10 images after applying the tennis ball interven-
tion.
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(d) Distribution of CIFAR-10 model predictions when trained from scratch and
when transferred from the biased source model. We consider (left) fixed-feature
and (right) full-network transfer learning. The from-scratch models are not
affected by the tennis ball intervention, while the ones learned via transfer have
highly skewed output distributions. Note that in this case, full-network transfer
learning was able to remove the bias.

Figure 7.8: The “tennis ball” bias. (a-b) A pre-trained ImageNet model is more likely
to predict “tennis ball” whenever a circular yellow shape is in the image. (c-d) This bias
transfers to CIFAR-10 in the fixed-feature but not in the full network transfer settings.

biases indeed persist: the downstream model is still more likely to predict “old” for an
image of a male, and “young” for an image of a female.

Can we remove this bias by adding images of men to the target dataset? To answer this
question, we transfer the source model to a target dataset that contains equal numbers
of men and women, balanced across both old and young classes (see Appendix G.1 for
other splits). We find that the transferred model is still biased (Fig. 7.6c), indicating that
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de-biasing the target task in this manner does not necessarily fix bias transfer.

7.4 Bias Transfer in the Wild
In Section 7.3, we demonstrated that natural biases induced by subsampling standard
datasets can transfer from source datasets to target tasks. We now ask the most advanced
instantiation of our central question: do natural biases that already exist in the source dataset
(i.e., where not enhanced by an intervention) also transfer?

To this end, we pinpoint examples of biases in the widely-used ImageNet dataset
and demonstrate that these biases indeed transfer to downstream tasks (e.g., CIFAR-10),
despite the latter not containing such biases. Specifically, we examine here two such biases:
the “chainlink fence” bias and the “tennis ball” bias (described below). Results for more
biases and target datasets are in Appendix G.2.

Identifying ImageNet biases. To identify ImageNet biases, we focus on features that are
(a) associated with an ImageNet class and (b) easy to overlay on an image. For example,
we used a “circular yellow shape” feature is predictive for the class “tennis ball.” To verify
that these features indeed bias the ImageNet model, we consider a simple counterfactual
experiment: we overlay the features on all the ImageNet images and monitor the shift in
the model output distribution. As expected, both “circular yellow shape” and “chain-like
pattern” are strong predictive features for the classes “tennis ball” and “chainlink fence”—
see Fig. 7.7b and 7.8b. These naturally occurring ImageNet biases are thus suitable for
studying the transfer of biases that exist in the wild.

ImageNet-biases transfer to target tasks. Now, what happens if we fine-tune a pre-
trained ImageNet model (which has these biases) on a target dataset such as CIFAR-
10? These biases turn out to persist in the resulting model even though CIFAR-10 does
not contain them (as CIFAR-10 does not contain these classes). To demonstrate this
phenomenon, we overlay the associated feature for both the “tennis ball” and “chainlink
fence” ImageNet classes on the CIFAR-10 test set—see Fig. 7.7c and 7.8c. We then evaluate
(1) a model fine-tuned on a standard pre-trained ImageNet model, and (2) a model trained
from scratch on the CIFAR-10 dataset.

As Fig. 7.7d-(left) and 7.8d-(left) demonstrate, the fine-tuned models using fixed-feature
transfer learning are sensitive to the overlaid ImageNet biases, whereas CIFAR-10 models
trained from scratch are not. This is corroborated by the overall skew of the output class
distribution for the transfer-learned model, compared to an almost uniform output class
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distribution of the model trained from scratch. Note that, as mentioned in Section 7.2.2, full-
network transfer learning can sometimes mitigate bias transfer, which we observe for the
“tennis ball” bias in Fig. 7.8d-(right). Though for other biases, as shown in Fig. 7.7d-(right)
and Appendix G.2, the bias effect persists even after full-network fine-tuning.
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Chapter 8

A data-based framework for studying
transfer learning

Transfer learning enables us to adapt a model trained on a source dataset to perform better
on a downstream target task. This technique is employed in a range of machine learning
applications including radiology [WPL+17; KEB+21], autonomous driving [KP17; DGS19],
and satellite imagery analysis [XJB+16; WAL19]. Despite its successes, however, it is still
not clear what the drivers of performance gains brought by transfer learning actually are.

So far, a dominant approach to studying these drivers focused on the role of the source
model—i.e., the model trained on the source dataset. The corresponding works involve
investigating the source model’s architecture [KEB+21], accuracy [KSL19], adversarial
vulnerability [SIE+20; UKE+20], and training procedure [JLH+19; KRJ+22]. This line of
work makes it clear that the properties of the source model has a significant impact on
transfer learning. There is some evidence, however, that the source dataset might play
an important role as well [HAE16; NPV+18; KBZ+19]. For example, several works have
shown that while increasing the size of the source dataset generally boosts transfer learning
performance, removing specific classes can help too [HAE16; NPV+18; KBZ+19]. All of this
motivates a natural question:

How can we pinpoint the exact impact of the source dataset in transfer learning?

Our Contributions. In this chapter, we present a framework for measuring and ana-
lyzing the impact of the source dataset’s composition on transfer learning performance.
To do this, our framework provides us with the ability to investigate the counterfactual
impact on downstream predictions of including or excluding datapoints from the source
dataset, drawing inspiration from classical supervised learning techniques such as influ-
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ence functions [CW82; KL17; FZ20] and datamodels [IPE+22]. Using our framework, we
can:

• Pinpoint what parts of the source dataset are most utilized by the downstream task.

• Automatically extract granular subpopulations in the target dataset through projec-
tion of the fine-grained labels of the source dataset.

• Surface pathologies such as source-target data leakage and mislabelled source data-
points.

We also demonstrate how our framework can be used to find detrimental subsets of
ImageNet [DDS+09] that, when removed, give rise to better downstream performance on
a variety of image classification tasks.

8.1 A Data-Based Framework for Studying Transfer Learn-

ing

In order to pinpoint the role of the source dataset in transfer learning, we need to under-
stand how the composition of that source dataset impacts the downstream model’s perfor-
mance. To do so, we draw inspiration from supervised machine learning approaches that
study the impact of the training data on the model’s subsequent predictions. In particular,
these approaches capture this impact via studying (and approximating) the counterfactual
effect of excluding certain training datapoints. This paradigm underlies a number of
techniques, from influence functions [CW82; KL17; FZ20], to datamodels [IPE+22], to data
Shapley values [KDI+22; GZ19].

Now, to adapt this paradigm to our setting, we study the counterfactual effect of
excluding datapoints from the source dataset on the downstream, target task predictions.
In our framework, we will focus on the inclusion or exclusion of entire classes in the source
dataset, as opposed to individual examples1. This is motivated by the fact that, intuitively,
we expect these classes to be the ones that embody whole concepts and thus drive the
formation of (transferred) features. We therefore anticipate the removal of entire classes to
have a more measurable impact on the representation learned by the source model (and
consequently on the downstream model’s predictions).

1In Section 8.3.3, we adapt our framework to calculate more granular influences of individual source
examples too.
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Once we have chosen to focus on removal of entire source classes, we can design
counterfactual experiments to estimate their influences. A natural approach here, the leave-
one-out method [CW82; KL17], would involve removing each individual class from the
source dataset separately and then measuring the change in the downstream model’s pre-
dictions. However, in the transfer learning setting, we suspect that removing a single class
from the source dataset won’t significantly change the downstream model’s performance.
Thus, leave-one-out methodology may be able to capture meaningful influences only in
rare cases. This is especially so as many common source datasets contain highly redundant
classes. For example, ImageNet contains over 100 dog-breed classes. The removal of a sin-
gle dog-breed class might thus have a negligible impact on transfer learning performance,
but the removal of all of the dog classes might significantly change the features learned
by the downstream model. For these reasons, we adapt the subsampling [FZ20; IPE+22]
approach, which revolves around removing a random collection of source classes at once.

Computing transfer influences. In the light of the above, our methodology for computing
the influence of source classes on transfer learning performance involves training a large
number of models with random subsets of the source classes removed, and fine-tuning
these models on the target task. We then estimate the influence value of a source class C
on a target example t as the expected difference in the transfer model’s performance on
example t when class C was either included in or excluded from the source dataset:

Infl[C → t] = ES [ f (t; S) | C ⊂ S]−ES [ f (t; S) | C ̸⊂ S] , (8.1)

where f (t; S) is the softmax output2 of a model trained on a subset S of the source dataset. A
positive influence value indicates that including the source class C helps the model predict
the target example t correctly. On the other hand, a negative influence value suggests
that the source class C actually hurts the model’s performance on the target example t.
We outline the overall procedure in Algorithm 1, and defer a detailed description of our
approach to Appendix H.1.

A note on computational costs. In order to compute transfer influences, we need to train
a large number of source models, each on a fraction of the source dataset. Specifically, we
pre-train 7,540 models on ImageNet, each on a randomly chosen 50% of the ImageNet
dataset. This pre-training step needs to be performed only once though: these same models

2We experiment with other outputs such as logits, margins, or correctness too. We discuss the correspond-
ing results in Appendix H.2.
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Algorithm 1 Estimation of source dataset class influences on transfer learning performance.

Require: Source dataset S = ∪K
k=1 Ck (with K classes), a target dataset T = (t1, t2, · · · , tn),

training algorithm A, subset ratio α, and number of models m
1: Sample m random subsets S1, S2, · · · , Sm ⊂ S of size α · |S|:
2: for i ∈ 1 to m do
3: Train model fi by running algorithm A on Si
4: end for
5: for k ∈ 1 to K do
6: for j ∈ 1 to n do

7: Infl[Ck → tj] =
∑m

i=1 fi(tj;Si)1Ck⊂Si
∑m

i=1 1Ck⊂Si
− ∑m

i=1 fi(tj;Si)1Ck ̸⊂Si
∑m

i=1 1Ck ̸⊂Si
8: end for
9: end for

10: return Infl[Ck → tj], for all j ∈ [n], k ∈ [K]

can then be used to fine-tune on each new target task. Overall, the whole process (training
the source models and fine-tuning on target datasets) takes less than 20 days using 8 V100
GPUs3.

Are so many models necessary? In Section H.1.5, we explore computing transfer
influences with smaller numbers of models. While using the full number of models
provides the best results, training a much smaller number of models (e.g., 1000 models,
taking slightly over 2.5 days on 8 V100 GPUs) still provides meaningful transfer influences.
Thus in practice, one can choose the number of source models based on noise tolerance
and computational budget. Further convergence results can be found in Appendix H.1.5.

8.2 Identifying the Most Influential Classes of the Source

Dataset

In Section 8.1, we presented a framework for pinpointing the role of the source dataset
in transfer learning by estimating the influence of each source class on the target model’s
predictions. Using these influences, we can now take a look at the classes from the source
dataset that have the largest positive or negative impact on the overall transfer learning
performance. We focus our analysis on the fixed-weights transfer learning setting (and
defer results for full model fine-tuning to Appendix H.5).

As one might expect, not all source classes have large influences. Figure 8.1 displays the
most influential classes of ImageNet with CIFAR-10 as the target task. Notably, the most

3Details are in Appendix H.1.
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Figure 8.1: Most positive and negative ImageNet classes ordered based on their overall
influence on the CIFAR-10 dataset. The top source classes (e.g., tailed frog and sorrel horse)
turn out to be semantically relevant to the target classes (e.g., frog and horse).

positively influential source classes turn out to be directly related to classes in the target
task (e.g., the ImageNet label “tailed frog” is an instance of the CIFAR class “frog”). This
trend holds across all of the target datasets and transfer learning settings we considered
(see Appendix H.3). Interestingly, the source dataset also contains classes that are overall
negatively influential for the target task (e.g., “bookshop” and “jigsaw puzzle” classes).
(In Section 8.3, we will take a closer look at the factors that can cause a source class to be
negatively influential for a target prediction.)

How important are the most influential source classes? We now remove each of the
most influential classes from the source dataset to observe their actual impact on transfer
learning performance (Figure 8.2a). As expected, removing the most positively influential
classes severely degrades transfer learning performance as compared to removing random
classes. This counterfactual experiment confirms that these classes are indeed important to
the performance of transfer learning. On the other hand, removing the most negatively
influential classes actually improves the overall transfer learning performance beyond what
using the entire ImageNet dataset provides (see Figure 8.2b).

8.3 Probing the Impact of the Source Dataset on Transfer

Learning

In Section 8.2, we developed a methodology for identifying source dataset classes that
have the most impact on transfer learning performance. Now, we demonstrate how this
methodology can be extended into a framework for probing and understanding transfer
learning, including: (1) identifying granular target subpopulations that correspond to
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source classes, (2) debugging transfer learning failures, and (3) detecting data leakage
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(a) CIFAR-10 results

Source Dataset

Target Dataset Full ImageNet Removing
Bottom Infl. Hand-picked

AIRCRAFT 36.08± 1.07 36.88± 0.74 N/A
BIRDSNAP 38.42± 0.40 39.19± 0.38 26.74± 0.31

CALTECH101 86.69± 0.79 87.03± 0.30 82.28± 0.40
CALTECH256 74.97± 0.27 75.24± 0.21 67.42± 0.39

CARS 39.55± 0.32 40.59± 0.57 21.71± 0.40
CIFAR10 81.16± 0.30 83.64± 0.40 75.53± 0.42

CIFAR100 59.37± 0.58 61.46± 0.59 55.21± 0.52
FLOWERS 82.92± 0.52 82.89± 0.48 N/A

FOOD 56.19± 0.14 56.85± 0.27 39.36± 0.39
PETS 83.41± 0.55 87.59± 0.24 87.16± 0.24

SUN397 50.15± 0.23 51.34± 0.29 N/A

(b) Summary of 11 target tasks

Figure 8.2: Target task accuracies after removing the K most positively or negatively
influential ImageNet classes from the source dataset. Mean/std are reported over 10 runs.
(a) Results with CIFAR-10 as the target task after removing different numbers of classes
from the source dataset. We also include baselines of using the full ImageNet dataset
and removing random classes. One can note that, by removing negatively influential
source classes, we can obtain a test accuracy that is 2.5% larger than what using the entire
ImageNet dataset would yield. Results for other target tasks can be found in Appendix H.3.
(b) Peak performances when removing the most negatively influential source classes across
a range of other target tasks. We compare against using the full ImageNet dataset or a
relevant subset of classes (hand-picked, see Appendix H.1 for details).
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Figure 8.3: Most positive and negative influencing ImageNet classes for the CIFAR-10 class
“bird”. These are calculated by averaging the influence of each source class over all bird
examples. We find that the most positively influencing ImageNet classes (e.g., “ostrich”
and “bustard”) are related to the CIFAR-10 class “bird”. See Appendix H.5 for results on
other CIFAR-10 classes.
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Figure 8.4: Projecting source labels onto the target datset. The CIFAR-10 images that were
most positively influenced by the ImageNet classes “ostrich”, “fire engine”, “cab”, and
“Japanese Spaniel.” We find that these images look similar to the corresponding images in
the source dataset.

between the source and target datasets. We focus our demonstration of these capabilities on
a commonly-used transfer learning setting: ImageNet to CIFAR-10 (experimental details
are in Appendix H.1).

8.3.1 Capability 1: Extracting target subpopulations

Imagine that we would like to find all the ostriches in the CIFAR-10 dataset. This is not an
easy task as CIFAR-10 only has “bird” as a label, and thus lacks sufficiently fine-grained
annotations. Luckily, however, ImageNet does contain an ostrich class! Our computed
influences enable us to “project" this ostrich class annotation (and, more broadly, the
fine-grained label hierarchy of our source dataset) to find this subpopulation of interest in
the target dataset.

Indeed, our examination from Section 8.2 suggests that the most positively influencing
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Figure 8.5: The CIFAR-10 images that were most positively (or negatively) influenced
by the ImageNet classes “starfish” and “rapeseed.” CIFAR-10 images that are highly
influenced by the “starfish” class have similar shapes, while those influenced by “rapeseed”
class have yellow-green colors.

source classes are typically those that directly overlap with the target classes (see Figure 8.1).
In particular, for our example, “ostrich” is highly positively influential for the “bird” class
(see Figure 8.3). To find ostriches in the CIFAR-10 dataset, we thus need to simply surface
the CIFAR-10 images which were most positively influenced by the “ostrich” source class
(see Figure 8.4).

It turns out that this type of projection approach can be applied more broadly. Even
when the source class is not a direct sub-type of a target class, the downstream model can
still leverage salient features from this class — such as shape or color — to predict on the
target dataset. For such classes, projecting source labels can extract target subpopulations
which share such features. To illustrate this, in Figure 8.5, we display the CIFAR-10
images that are highly influenced by the classes “starfish” and “rapeseed” (both of which
do not directly appear in the CIFAR-10 dataset). For these classes, the most influenced
CIFAR-10 images share the same shape (“starfish”) or color (“rapeseed”) as their ImageNet
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Figure 8.6: Pinpointing highly negatively influential source classes can help explain model
mistakes. Left: For two CIFAR-10 images, we plot the most negatively influential source
classes. Right: Over 20 runs, the fraction of times that our downstream model predicts
each label for the given CIFAR-10 image. When the most negatively influential class is
removed, the model predicts the correct label more frequently. More examples can be
found in Appendix H.5.

counterparts. More examples of such projections can be found in Appendix H.5.

8.3.2 Capability 2: Debugging the failures of a transferred model

Our framework enables us to also reason about the possible mistakes of the transferred
model caused by source dataset classes. For example, consider the CIFAR-10 image of a
dog in Figure 8.6, which our transfer learning model often mispredicts as a horse. Using
our framework, we can demonstrate that this image is strongly negatively influenced
by the source class “sorrel horse.” Thus, our downstream model may be misusing a
feature introduced by this class. Indeed, once we remove “sorrel horse” from the source
dataset, our model predicts the correct label more frequently. (See Appendix H.5 for more
examples, as well as a quantitative analysis of this experiment.)
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Figure 8.7: ImageNet training images with highest positive (left) or negative (right)
example-wise (average) influences on CIFAR-10 test images. We find that ImageNet images
that are highly positively influential often correspond to data leakage, while ImageNet
images that are highly negatively influential are often either mislabeled, ambiguous, or
otherwise misleading. For example, the presence of a flying lawnmower in the ImageNet
dataset hurts the downstream performance on a similarly shaped airplane (boxed).

8.3.3 Capability 3: Detecting data leakage and misleading source exam-

ples

Thus far, we have focused on how the classes in the source dataset influence the predictions
of the transferred model on target examples. In this section, we extend our analysis to the
individual datapoints of the source dataset. We do so by adapting our approach to measure
the influence of each individual source datapoint on each target datapoint. Further details
on how these influences are computed can be found in Appendix H.4.

Figure 8.7 displays the ImageNet training examples that have highly positive or nega-
tive influences on CIFAR-10 test examples. We find that the source images that are highly
positively influential are often instances of data leakage between the source training set and
the target test set. On the other hand, the ImageNet images that are highly negatively
influential are typically mislabeled, misleading, or otherwise surprising. For example,
the presence of the ImageNet image of a flying lawnmower hurts the performance on a
CIFAR-10 image of a regular (but similarly shaped) airplane (see Figure 8.7).
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Appendix A

Additional details for Chapter 1

A.1 Experimental setup

A.1.1 Models and architectures

We use three sizes of vision transformers—ViT-Tiny (ViT-T), ViT-Small (ViT-S), and ViT-
Base (ViT-B) models [Wig19; DBK+21] and compare to to residual networks of similar (or
larger) size—ResNet-18, ResNet-50 [HZR+16], and Wide ResNet-101-2 [ZK16], respectively.
These architectures and their corresponding number of parameters are summarized in
Table A.1.

Table A.1: A collection of neural network architectures we use in this chapter.

Architecture ViT-T ResNet-18 ViT-S ResNet-50 ViT-B WRN-101-2
Params 5M 12M 22M 26M 86M 126M

We use the same architectures for both ImageNet and CIFAR-10 models, and finetune
our smoothed models from publicly released checkpoints pretrained on ImageNet. All
our CIFAR-10 experiments are thus conducted on up-sampled CIFAR-10 images of size
224× 224.

A.1.2 Datasets

We use two datasets:

1. CIFAR [Kri09] https://paperswithcode.com/dataset/cifar-10.

2. ImageNet [RDS+15], with a custom (research, non-commercial) license, as found
here https://paperswithcode.com/dataset/imagenet.

157

https://paperswithcode.com/dataset/cifar-10
https://paperswithcode.com/dataset/imagenet


A.1.3 Training parameters

Derandomized smoothing requires that the base classifier predict well on image ablations.
A standard technique for derandomized smoothing methods is to directly train the base
classifier on image ablations [LF20a]. Thus, unless otherwise stated, in each epoch we
randomly apply a column ablation of fixed width to each image of the training set.

To facilitate training of the base classifiers, we start from pretrained ResNets1 and ViT
architectures2 and fine-tune as follows:

ImageNet. We train for 30 epochs using SGD of fixed learning rate of 10−3, a batch size
of 256, a weight-decay of 10−4, a momentum of 0.9, and with column ablations of fixed
width b = 19. For data-augmentation, we use random resized crop, random horizontal
flip, and color jitter. We then apply column ablations.

CIFAR-10. We train for 30 epochs using SGD with a step learning rate of 10−2 that
drops every 10 epochs by a factor of 10, a batch size of 128, a weight-decay of 5× 10−4, a
momentum of 0.9, and with column ablations of fixed width b = 4. We only use random
horizontal flip for data-augmentation, after which we apply column ablations. We then
upsample all CIFAR-10 images to 224× 224 (on GPU).

Training time. Training is relatively fast, with our largest ImageNet model (WRN-101-2)
finishing in roughly two days on one NVIDIA V100 GPU. The smaller models such as
ViT-T or ResNet-18 finish training in only a few hours.

A.1.4 Compute and timing experiments

We use an internal cluster containing NVIDIA 1080-TI, 2080-TI, V100, and A100 GPUs.
Scalability and timing experiments were performed on an A100 and averaged over 50
trials. When performing scalability experiments, we do not include data loading time or
the time to move the input to the GPU.

A.1.5 Example ablations

In Figure A.1, we display examples of ablations of various types (column, block) and sizes.

1These are TorchVision’s official checkpoints, and can be found here https://pytorch.org/vision/
stable/models.html.

2We use the DeiT checkpoints of [Wig19] which can be found here https://github.com/rwightman/
pytorch-image-models/blob/master/timm/models/vision_transformer.py.
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Column Ablation

(a) Column ablations with the following ablation size from left to
right: original image, 13px, 19px, 25px, 31px, 37px.

Block Ablation

(b) Block ablations with the following ablation size from left to right:
original image, 35px, 55px, 75px, 95px, 115px.

Figure A.1: Example ablations that we use in this chapter.

A.1.6 Differences in setup from Levine and Feizi [LF20a]

Our work builds on top of that of Levine and Feizi [LF20a]. We use their robustness
guarantee as is (see Section 1.1.1), but there are a few differences in the setup of our
experiments. All experimental results (including the de-randomized smoothing baseline)
are run using the same experimental setup in order to remain fair, which only improved
the baseline over what was previously reported in the literature. For completeness, we
describe the differences in setup here.

Encoding null inputs. The first difference is that Levine and Feizi [LF20a] encode part
of the input as being null or ablated by adding additional color channels, as described in
[LF20b], so that the null value is distinct from all real pixel colors. In practice, we found
this to be unnecessary, and were able to replicate their results with ablations that simply
replace masked pixels with 0.

Early stopping. We find that ResNets substantially benefit from early stopping when
trained with ablations, and otherwise experience severe overfitting to the ablations with
substantially reduced test accuracies. In our replication, we find that the ResNet-50
result reported by Levine and Feizi [LF20a] can be substantially improved with an earlier
checkpoint (improving certified accuracy by nearly 10%), and thus we use early-stopping
in all of our ResNet baselines.
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Starting from pretrained models. To reduce training time, for both ImageNet and CIFAR-
10 experiments, we start from pre-trained ImageNet checkpoints (see Section A.1.3). This
step is especially necessary for the CIFAR-10 experiments, as it is quite challenging to train
a ViT from scratch on CIFAR-10 (these models tend to require a large amount of data).

Upsampled CIFAR-10. In order to use the pretrained ImageNet checkpoints when train-
ing our base classifiers for CIFAR-10, we (nearest neighbor) upsample the CIFAR-10 inputs
to 224× 224 as part of the model architecture. We verify robustness in the original 32× 32
images.

Sweeping over ablation size. We note that Levine and Feizi [LF20a] tested various
ablations sizes only on CIFAR-10. Due to our speed-ups, we were able to sweep over
ablations sizes for ImageNet.

A.2 Ablation sweeps

In this section, we further explore the impact of changing the ablation size on both standard
and certified performance. In Section A.2.1, we explore the effect of modifying the ablation
size at training time. In Section A.2.2, similar to the experiment on ImageNet from
Section 1.2.2, we present additional results on adjusting the ablation size at test time for
CIFAR10.

A.2.1 Train-time ablation

We first explore varying the ablation size used during training for ImageNet. Specifically,
we train and certify a ResNet-50 and ViT-S over a range of column widths from 1 to 67
pixels (Figure A.2).
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Figure A.2: Certified and standard accuracy for a smoothed model trained and evaluated
on ImageNet column ablations with varying widths. The ResNet-50 requires a substantially
larger ablation size for certification, whereas the ViT-S is more flexible.
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For ViTs, we find that once the columns are wide enough, we see only marginal
improvements in certified accuracy (i.e. only 1.3% higher certified accuracy over b = 19).
This suggests that small ablations are sufficient at training time, allowing for fast training
of ViTs when using cropped ablations.

On the other hand, ResNets require a substantially larger column width than was
previously explored. Specifically, the certified accuracy of the ResNet baseline can be
greatly improved from 18% to 27% when the ablation size is increased to b = 37. This
ablation size is optimal for the ResNet, but is still 6% lower certified accuracy when
compared to the ViT.

Overall, we find that certified performance of ViTs on ImageNet remains largely stable
with respect to the column ablation size used for training. We can thus use smaller ablation
sizes during training (e.g b = 19) to improve training speed while certifying using larger
ablation sizes.

A.2.2 Test-time ablations
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Figure A.3: Certified and standard accuracy for a smoothed model on CIFAR-10 trained
with a fixed ablation size (b = 5), and evaluated with varying ablation sizes.

Similar to the experiment on ImageNet from Section 1.2.2, we present analogous results
for varying the ablation size used at test time for CIFAR-10. These results largely reflect
what was previously observed by Levine and Feizi [LF20a]. Specifically, the optimal
ablation size for CIFAR10 is a column width of b = 4, with a steep drop-off in performance
for larger ablation sizes. This is in contrast to what we observed in ImageNet, which did
not see such a steep drop in performance.

A.3 Dropping tokens for ViTs

We first describe the algorithm for processing image ablations with a ViT while dropping
masked tokens. Let x be an image with size h×w, and let S(x) be the set of image ablations
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of x. For each z, m ∈ S(x), z is an image ablation of size h× w and m ∈ {0, 1}h×w is its
corresponding mask, such that mij is 0 if the i, j pixel in z is masked and 1 otherwise.

Recall that a ViT has two stages when processing an input z.

• Encoding: z is split into patches of p× p and positionally encoded into tokens. We
let E(w, i, j) be an encoder which positionally encodes the p× p sized patch w which
was at spatial location ip, jp in z.

• Self-Attention: A set of positionally encoded tokens T is passed through self atten-
tion layers V and produces a class label.

Given an image ablation z we modify the ViT to remove tokens in T that correspond to
a fully masked region in z.

Algorithm 2 Forward pass for processing an image ablation z with mask m using a ViT
while dropping masked tokens.

1: function PROCESSABLATION(z, m)
2: T = {} Initialize set of tokens for an ablation
3: for i, j ∈ [h/p]× [w/p] do
4: if not mip:(i+1)p,jp:(j+1)p = 0 then
5: T = T ∪ E(zip:(i+1)p,jp:(j+1)p, i, j)
6: end if
7: end for
8: return V(T )
9: end function

We can then use this function to define the smoothed ViT.

Algorithm 3 Forward pass for a smoothed ViT on an input image x with ablation set S(x)
1: function SMOOTHEDVIT(x)
2: ci = 0 for i ∈ [k] // Initialize counts to zero
3: for z, m ∈ S(x) do
4: y = PROCESSABLATION(z, m)
5: cy = cy + 1 // Update counts
6: end for
7: return arg maxy cy

8: end function

A.3.1 Computational complexity of ViTs with dropped tokens

We can now derive the computational complexity of the smoothed ViT when dropping
tokens. Specifically, consider a ViT that divides an h× w pixel image into p× p patches,
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and positionally encodes them tokens with d hidden dimensions.

Recall that a ViT has two operation types: attention operators which scale quadratically
with the number of tokens but linearly with hidden dimension d and fully-connected
operators which scale linearly with the number of tokens but quadratically in d. Without
dropping tokens, we have hw/p2 tokens. A forward pass of processing an image ablation
without dropping tokens thus has an overall complexity of

O

((
hw
p2

)2

d +

(
hw
p2

)
d2

)

where the first term corresponds to the attention operations, and the second term corre-
sponds to the fully-connected operations.

For column ablations with width b, dropping masked tokens reduces the number of
tokens to hb/p2. The complexity of the forward pass to process an image ablation when
dropping masked tokens (i.e ProcessAblation) then drops to

O

((
hb
p2

)2

d +

(
hb
p2

)
d2

)

thus reducing the attention cost by a factor of O(w2/b2) and the fully-connected cost by
a factor of O(w/b). In practice, the computation of fully-connected operations tends to
dominate since d > hw

p2 .

Overall, a smoothed ViT with stride s processes w/s ablations. Thus, the overall
complexity of the smoothed ViT is:

O

(
w
s

((
hb
p2

)2

d +

(
hb
p2

)
d2

))

A.3.2 Effect of dropping tokens on speed

We extend the timing experiments comparing ViTs and ResNets to a range of ablation
sizes (previously presented in Table 1.3 from Section 1.3 for a single column ablation
size of b = 19). Empirically, even for substantially larger ablations, we find significantly
faster training and inference times for ViTs over ResNets. In Figure A.4, we compare the
evaluation and training speeds for processing image ablations with ResNets and ViTs with
dropped tokens.
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Figure A.4: (a) Average time for computing a forward pass on a batch of 1024 image
ablations on ImageNet (b) Average time for computing a full training step (forward and
backward pass) on a batch of 128 image ablations on ImageNet

A.3.3 Effect of dropping tokens on performance

Since the tokens are individually positionally encoded, dropping tokens that are fully
masked does not remove any information from the input. In Figure A.5, we confirm
that dropping masked tokens does not significantly change the accuracy of the ViT base
classifier on ablations.
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(a) CIFAR-10 models.
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Figure A.5: We compare the ablation accuracies of dropping masked tokens versus process-
ing all tokens for a collection of vision transformers on CIFAR-10 and ImageNet. Dropping
masked tokens does not substantially degrade accuracy.

A.4 Strided ablations

In this section, we explore strided ablations for certification in more depth. In Section A.4.1
we present the threshold for certification when using strided ablations. In Section A.4.2 we
show how striding affects performance.
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A.4.1 Certification thresholds for strided ablation sets

We briefly describe the new thresholds for certification when using strided ablations. Recall
from (1.2) that a prediction is certified robust if

nc(x) > max
c′ ̸=c

nc′(x) + 2∆.

Thus ∆, the number of ablations that a patch can intersect, fully describes the certification
threshold.

Column smoothing. For column smoothing with width b and stride s, the maximum
number of ablations that an m × m patch can intersect with is at most ∆column+stride =

⌈(m + s− 1)/s⌉.

A.4.2 Performance under strided ablations
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Figure A.6: Certified and standard accuracy of various ViTs for ImageNet when using
strided column ablations with varying stride lengths.

In this section, we explore how striding affects standard and certified performance. We
find that striding does not result in a monotonic change in certified accuracy—certification
accuracy can both decrease and increase as the stride increases.

For a few choices in striding, it is possible to not substantially change the accuracy
of the ViT at classifying ablations, as shown in Figure A.6. For example, a ViT-B which
normally obtains 38.3% certified accuracy without striding, maintains certified accuracies
of 37.6% at stride s = 5 and 36.8% at stride s = 10. For these small drops in certified
accuracy, striding directly enables 5x or 10x faster inference times.
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A.5 Block smoothing

In this section, we investigate an alternative type of smoothing known as Block Smoothing,
previously investigated in the CIFAR-10 setting [LF20a]. In block smoothing, we ablate
(square) blocks of pixels instead of columns of pixels. This procedure is prohibitively
expensive for ImageNet due to its quadratic complexity. For example, smoothing a
224 × 224 image with block ablations takes a majority vote over 224 × 224 = 50, 176
ablations, which is four orders of magnitude slower than a standard forward pass. We
alleviate this obstacle for larger image settings such as ImageNet with the token-based
speedups for ViTs from Section 1.3.1 and the striding from Section 1.3.2. In combination,
these improvements in speed allow us to perform a practical investigation into block
smoothing on ImageNet.

Certification. Certification of derandomized smoothing models with block ablations is
similar to that of column ablations, and depends on the maximum number of ablations
in the ablation set that an adversarial patch can simultaneously intersect. Recall that for
column ablations of size b, the certification threshold is ∆ = m + b − 1 ablations. For
block ablations of size b (where b here is the side of the retained block/square of pixels),
∆ = (m + b− 1)2. The threshold can then be plugged as before into Equation (1.2) to check
whether the model is certifiably robust.

A.5.1 Practical inference speeds for block smoothing

We first demonstrate how dropping masked tokens significantly increases the speed of
evaluating block ablations for the base classifier. In Figure A.7, we show that dropping
masked tokens substantially reduces the time needed to process 1024 block ablations for
various sizes of ViTs. This directly leads to a 4.85x speedup for ViT-S with ablation size 75.

Even with this optimization, however, block smoothing is quite expensive. A forward
pass through the smoothed model still requires around 50k passes through the base
classifier. We thus leverage our second speedup from strided ablations and use strided
block smoothing. Similar to strided column ablations, for a stride length of s, we only
consider block ablations that are s pixels apart, vertically and horizontally. This changes
the certification threshold ∆ to be, ∆block+stride = ⌈(m + s− 1)/s⌉2. With dropping fully
masked tokens and using a stride of 10, a smoothed ViT-S using an ablation size of 75 is
only 2.8x slower than a standard (non-robust) ResNet-50.
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Figure A.7: Average time to compute a forward pass for ViTs on 1024 block ablated images
with varying ablation sizes with and without dropping masked tokens.

Certified accuracy. We find that, despite an systematic search over stride length and block
size (both at training and evaluation), block smoothing on ImageNet remains significantly
worse than column smoothing. For example, with optimal stride and ablation size, we see
up to 5% lower certified accuracy than column smoothing on the largest model, ViT-B. We
checked a range of ablation sizes from 55 to 115 as well as three stride lengths {7, 10, 14}
(Figure A.8).

Similar to striding with column ablations, there is a significant amount of variability
based on the stride length. To pinpoint the effect of striding, we certify one of the best-
performing block sizes (b = 75) over a full range of strides from s = 1 to s = 20 (Figure
A.9). This is a fairly expensive calculation, as using stride s = 1 corresponds to the full
block ablation with 50k ablations.

Even when using all possible block ablations (s = 1), block smoothing does not improve
over column smoothing. However, we do find that certain stride lengths (s = 18) can
achieve similar performance to non-strided block ablations (s = 1), which means that
we can speed up certification (by 18x) without sacrificing certified accuracy. Thus, while
our methods can make block smoothing computationally feasible, further investigation
is needed to make block smoothing match column smoothing in terms of certified and
standard accuracies.
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(a) We fix the test-time ablation size at b = 75 and plot the certified accuracy as a function of the
adversarial patch size, for various stride length.
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Figure A.8: Strided block smoothing on ImageNet for a collection of ViT models trained
with block ablations of size b = 75.
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Figure A.9: Strided block smoothing on ImageNet for ViT-B with a fixed ablation size
b = 75. The reported certified accuracy are against adversarial patches of size 32× 32.
Note how some stride lengths (s = 18 for example) can achieve similar performance to
non-strided block ablations (s = 1).
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A.6 Extended experimental results

Table A.2: An extended version of Table 1.2. Summary of our CIFAR-10 results and
comparisons to certified patch defenses from the literature: Clipped Bagnet (CBG), Deran-
domized Smoothing (DS), and PatchGuard (PG). b is the column ablation size out of 32
pixels.

Standard and Certified Accuracy on CIFAR-10 (%)

Patch Size Clean 2× 2 4× 4

Baselines

CBN [ZYM+20] 84.2 44.2 9.3
DS [LF20a] 83.9 68.9 56.2
PG [XBS+21] (2× 2) 84.7 69.2 0.0
PG [XBS+21] (4× 4) 84.6 57.7 57.7

Smoothed models

ResNet-18 (b = 4) 83.6 67.0 54.2
ViT-T (b = 4) 85.5 70.0 58.5

ResNet-50 (b = 4) 86.4 71.6 59.0
ViT-S (b = 4) 88.4 75.0 63.8

WRN-101-2 (b = 4) 88.2 73.9 62.0
ViT-B (b = 4) 90.8 78.1 67.6

Table A.3: Standard accuracies of regularly trained architectures vs. smoothed architectures
with column ablations of size b = 4 for CIFAR-10 and b = 19 for ImageNet.

Standard accuracy of architecture (%)

ViT-T ResNet-18 ViT-S ResNet-50 ViT-B WRN-101-2

ImageNet

Standard 72.03 69.76 79.72 76.13 81.74 78.85
Smoothed 52.25 50.62 63.48 51.47 69.33 61.38

Difference 19.77 19.14 16.24 24.66 12.41 17.47

CIFAR-10

Standard 93.13 95.72 93.33 96.16 97.07 97.85
Smoothed 85.53 88.41 86.39 83.57 90.75 88.20

Difference 7.60 7.31 6.94 12.59 6.32 9.65
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Table A.4: An extended version of Table 1.1. Summary of our ImageNet results and
comparisons to certified patch defenses from the literature: Clipped Bagnet (CBG), Deran-
domized Smoothing (DS), and PatchGuard (PG). Time refers to the inference time for a
batch of 1024 images, b is the ablation size, and s is the ablation stride.

Standard and Certified Accuracy on ImageNet (%)

Patch Size Clean 1% pixels 2% pixels 3% pixels Time (sec)

CBN [ZYM+20] 49.5 13.4 7.1 3.1 3.05± 0.02
DS [LF20a] 44.4 17.7 14.0 11.2 149.52± 0.33
PG [XBS+21] (1% pixels) 55.1 32.3 0.0 0.0 3.05± 0.02
PG [XBS+21] (2% pixels) 54.6 26.0 26.0 0.0 3.05± 0.02
PG [XBS+21] (3% pixels) 54.1 19.7 19.7 19.7 3.05± 0.02

Vary Ablation Size (Stride = 1)

ResNet-18 (b = 19) 50.6 24.1 19.8 16.9 39.84± 0.97
ResNet-18 (b = 25) 52.7 24.2 20.0 17.1 39.84± 0.97
ResNet-18 (b = 37) 54.3 22.4 18.6 15.7 39.84± 0.97
ViT-T (b = 19) 52.3 27.3 22.9 19.9 6.81± 0.05
ViT-T (b = 25) 53.7 26.9 22.8 19.7 6.82± 0.05
ViT-T (b = 37) 55.6 25.5 21.7 18.8 12.64± 0.10

ResNet-50 (b = 19) 51.5 22.8 18.3 15.3 149.52± 0.33
ResNet-50 (b = 25) 54.7 23.8 19.5 16.4 149.52± 0.33
ResNet-50 (b = 37) 57.8 23.1 19.0 16.1 149.52± 0.33
ViT-S (b = 19) 63.5 36.8 31.6 27.9 14.00± 0.16
ViT-S (b = 25) 65.1 36.8 31.9 28.2 20.58± 0.18
ViT-S (b = 37) 67.1 35.3 30.7 27.1 20.61± 0.16

WRN-101-2 (b = 19) 61.4 33.3 28.1 24.1 694.50± 0.58
WRN-101-2 (b = 25) 64.2 34.3 29.1 25.3 694.50± 0.58
WRN-101-2 (b = 37) 67.2 33.7 28.8 25.2 694.50± 0.58
ViT-B (b = 19) 69.3 43.8 38.3 34.3 31.51± 0.17
ViT-B (b = 25) 71.1 44.0 38.8 34.8 31.52± 0.21
ViT-B (b = 37) 73.2 43.0 38.2 34.1 58.74± 0.17

Vary Ablation Stride

WRN-101-2 (b = 19, s = 5) 61.1 30.1 27.3 21.9 138.90± 0.12
WRN-101-2 (b = 19, s = 10) 59.7 25.8 25.8 20.9 69.45± 0.06
ViT-B (b = 19, s = 5) 69.0 40.6 37.7 32.0 6.30± 0.03
ViT-B (b = 19, s = 10) 68.3 36.9 36.9 31.4 3.15± 0.02

WRN-101-2 (b = 37, s = 5) 66.9 32.6 27.2 24.7 138.90± 0.12
WRN-101-2 (b = 37, s = 10) 66.1 31.7 26.7 21.7 69.45± 0.06
ViT-B (b = 37, s = 5) 73.1 41.9 36.4 33.5 11.75± 0.03
ViT-B (b = 37, s = 10) 72.6 41.3 36.1 30.8 5.87± 0.02
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Appendix B

Additional details for Chapter 2

B.1 Experimental Setup

B.1.1 Pretrained ImageNet models

In this chapter, we train a number of standard and robust ImageNet models on various
architectures. These models are used for all the various transfer learning experiments.

Architectures We experiment with several standard architectures from the PyTorch’s
Torchvision1. These models are shown in Tables B.1&B.2.2

Table B.1: The clean accuracies of ℓ∞-robust ImageNet classifiers.

Clean ImageNet Top-1 Accuracy (%)

Robustness parameter ε

Model 0.5
255

1
255

2
255

4
255

8
255

ResNet-18 66.13 63.46 59.63 52.49 42.11
ResNet-50 73.73 72.05 69.10 63.86 54.53
WRN-50-2 75.82 74.65 72.35 68.41 60.82

Training details We fix the training procedure for all of these models. We train all the
models from scratch using SGD with batch size of 512, momentum of 0.9, and weight

1These models can be found here https://pytorch.org/docs/stable/torchvision/models.html
2WRN-50-2 and WRN-50-4 refer to Wide-ResNet-50, twice and four times as wide, respectively.
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Table B.2: The clean accuracies of standard and ℓ2-robust ImageNet classifiers used in this
chapter.

Clean ImageNet Top-1 Accuracy (%)

Robustness parameter ε

Model 0 0.01 0.03 0.05 0.1 0.25 0.5 1 3 5

ResNet-18 69.79 69.90 69.24 69.15 68.77 67.43 65.49 62.32 53.12 45.59
ResNet-50 75.80 75.68 75.76 75.59 74.78 74.14 73.16 70.43 62.83 56.13
WRN-50-2 76.97 77.25 77.26 77.17 76.74 76.21 75.11 73.41 66.90 60.94
WRN-50-4 77.91 78.02 77.87 77.77 77.64 77.10 76.52 75.51 69.67 65.20

Clean ImageNet Top-1 Accuracy (%)

Model Architecture

A B C D E F
DenseNet-161 ResNeXt50 VGG16-bn MobileNet-v2 ShuffleNet MNASNET

ε = 0 77.37 77.32 73.66 65.26 64.25 60.97
ε = 3 66.12 65.92 56.78 50.05 42.87 41.03

decay of 1e− 4. We train for 90 epochs with an initial learning rate of 0.1 that drops by a
factor of 10 every 30 epochs.

For Standard Training, we use the standard cross-entropy multi-class classification loss.
For Robust Training, we use adversarial training [MMS+18]. We train on adversarial exam-
ples generated within maximum allowed perturbations ℓ2 of ε ∈ {0.01, 0.03, 0.05, 0.1, 0.25, 0.5, 1, 3, 5}
and ℓ∞ perturbations of ε ∈ { 0.5

255 , 1
255 , 2

255 , 4
255 , 8

255} using 3 attack steps and a step size of
ε×2

3 .

B.1.2 ImageNet transfer to classification datasets

Datasets

We test transfer learning starting from ImageNet pretrained models on classification
datasets that are used in [KSL19]. These datasets vary in size the number of classes and
datapoints. The details are shown in Table B.3.
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Table B.3: Classification datasets used in this chapter.

Dataset Classes Size (Train/Test) Accuracy Metric

Birdsnap [BLW+14] 500 32,677/8,171 Top-1
Caltech-101 [FFP04] 101 3,030/5,647 Mean Per-Class
Caltech-256 [GHP07] 257 15,420/15,187 Mean Per-Class
CIFAR-10 [Kri09] 10 50,000/10,000 Top-1
CIFAR-100 [Kri09] 100 50,000/10,000 Top-1
Describable Textures (DTD) [CMK+14] 47 3,760/1,880 Top-1
FGVC Aircraft [MRK+13] 100 6,667/3,333 Mean Per-Class
Food-101 [BGV14] 101 75,750/25,250 Top-1
Oxford 102 Flowers [NZ08] 102 2,040/6,149 Mean Per-Class
Oxford-IIIT Pets [PVZ+12] 37 3,680/3,669 Mean Per-Class
SUN397 [XHE+10] 397 19,850/19,850 Top-1
Stanford Cars [KDS+13] 196 8,144/8,041 Top-1

Fixed-feature Transfer

For this type of transfer learning, we freeze the weights of the ImageNet pretrained model3,
and replace the last fully connected layer with a random initialized one that fits the transfer
dataset. We train only this new layer for 150 epochs using SGD with batch size of 64,
momentum of 0.9, weight decay of 5e− 4, and an initial lr ∈ {0.01, 0.001} that drops by a
factor of 10 every 50 epochs. We use the following standard data-augmentation methods:

TRAIN_TRANSFORMS = transforms . Compose ( [
transforms . RandomResizedCrop ( 2 2 4 ) ,
transforms . RandomHorizontalFlip ( ) ,
t ransforms . ToTensor ( ) ,

] )
TEST_TRANSFORMS = transforms . Compose ( [

transforms . Resize ( 2 5 6 ) ,
transforms . CenterCrop ( 2 2 4 ) ,
transforms . ToTensor ( )

] )

Full-network transfer

For full-network transfer learning, we use the exact same hyperparameters as the fixed-
feature setting, but we do not freeze the weights of the pretrained ImageNet model.

3For all of our experiments, we do not freeze the batch statistics, only its weights.
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B.1.3 Unifying dataset scale

For this experiment, we follow the exact experimental setup of B.1.2 with the only modifi-
cation being resizing all the datasets to 32× 32 then do dataugmentation as before:

TRAIN_TRANSFORMS = transforms . Compose ( [
transforms . Resize ( 3 2 ) ,
transforms . RandomResizedCrop ( 2 2 4 ) ,
transforms . RandomHorizontalFlip ( ) ,
t ransforms . ToTensor ( ) ,

] )
TEST_TRANSFORMS = transforms . Compose ( [

transforms . Resize ( 3 2 ) ,
transforms . Resize ( 2 5 6 ) ,
transforms . CenterCrop ( 2 2 4 ) ,
transforms . ToTensor ( )

] )

B.1.4 Replicate our results

We desired simplicity and kept reproducibility in our minds when conducting our experi-
ments, so we use standard hyperparameters and minimize the number of tricks needed
to replicate our results. We open source all the standard and robust ImageNet models
that we use in this chapter, and our code is available at https://github.com/Microsoft/
robust-models-transfer.
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B.2 Transfer Learning with ℓ∞-robust ImageNet models

We investigate how well other types of robust ImageNet models do in transfer learning.

Table B.4: Transfer Accuracy of standard vs ℓ∞-robust ImageNet models on CIFAR-10 and
CIFAR-100.

Transfer Accuracy (%)

Robustness parameter ε

0.0 0.5
255

1.0
255

2.0
255

4.0
255

8.0
255

Dataset Transfer Type Model

CIFAR-10
Full-network ResNet-18 96.05 96.85 96.80 96.98 97.04 96.79

ResNet-50 97.14 97.69 97.84 97.98 97.92 98.01

Fixed-feature ResNet-18 75.02 87.13 89.01 89.07 90.56 89.18
ResNet-50 78.16 90.55 91.51 92.74 93.35 93.68

CIFAR-100
Full-network ResNet-18 81.70 83.66 83.46 83.98 83.55 82.82

ResNet-50 84.75 86.12 86.48 87.06 86.90 86.21

Fixed-feature ResNet-18 53.86 68.52 70.83 72.00 72.19 69.78
ResNet-50 55.57 72.89 74.16 76.22 77.17 76.70

B.3 Object Detection and Instance Segmentation

In this section we provide more experimental details, and results, relating to our object
detection and instance segmentation experiments.

Experimental setup. We use only standard configurations from Detectron24 to train
models. For COCO tasks, compute limitations made training from every ε initialization
impossible. Instead, we trained from every ε initialization using a reduced learning rate
schedule (the corresponding 1x learning rate schedule in Detectron2) before training from
the top three ε initializations (by Box AP) along with the standard model using the full
learning rate training schedule (the 3x schedule). Our results for the 1x learning rate
search are in Figure B.1; our results, similar to those in Section 2.3, show that training
from a robustly trained backbone yields greater AP than training from a standard-trained
backbone.

4See: https://github.com/facebookresearch/detectron2/blob/master/MODEL_ZOO.md For all
COCO tasks we used “R50-FPN” configurations (1x and 3x, described further in this section), and for VOC
we used the “R50-C4” configuration.
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Figure B.1: AP of instance segmentation and object detection models with backbones
initialized with ε-robust models before training. Robust backbones generally lead to better
AP, and the best robust backbone always outperforms the standard-trained backbone for
every task.

Baselines. We use standard ResNet-50 models from the torchvision package5 using the
Robustness library [EIS+19a]. Detectron2 models were originally trained for (and their
configurations are tuned for) ResNet-50 models from the original ResNet code release6,
which are slightly different from the torchvision ResNet-50s we use. It has been previously
noted that models trained from torchvision perform worse with Detectron2 than these
original models7. Despite this, the best torchvision ResNet-50 models we train from robust
initializations dominate (without any additional hyperparameter searching) the original
baselines except for the COCO Object Detection task in terms of AP, in which the original
baseline has 0.07 larger Box AP8.

5https://pytorch.org/docs/stable/torchvision/index.html
6https://github.com/KaimingHe/deep-residual-networks
7See for both previous note and model differences: https://github.com/facebookresearch/

detectron2/blob/master/tools/convert-torchvision-to-d2.py
8Baselines found here: https://github.com/facebookresearch/detectron2/blob/master/MODEL_

ZOO.md
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B.4 Background on Adversarially Robust Models

Adversarial examples in computer vision. Adversarial examples [BCM+13; SZS+14]
(also referred to as adversarial attacks) are imperceptible perturbations to natural inputs that
induce misbehaviour from machine learning—in this context computer vision—systems.
An illustration of such an attack is shown in Figure B.2. The discovery of adversarial
examples was a major contributor to the rise of deep learning security, where prior work has
focused on both robustifying models against such attacks (cf. [GSS15; MMS+18; WK18;
RSL18; CRK19] and their references), as well as testing the robustness of machine learning
systems in “real-world” settings (cf. [PMG+17; AEI+18; IEA+18; LSK19; EEF+18a] and
their references). A model that is resilient to such adversarial examples is referred to as
“adversarially robust.”

Robust optimization and adversarial training. One of the canonical methods for training
an adversarially robust model is robust optimization. Typically, we train deep learning
models using empirical risk minimization (ERM) over the training data—that is, we solve:

min
θ

1
n

n

∑
i=1
L(xi, yi; θ),

where θ represents the model parameters, L is a task-dependent loss function (e.g., cross-
entropy loss for classification), and {(xi, yi) ∼ D} are training image-label pairs. In robust
optimization (dating back to the work of Wald [Wal45]), we replace this standard ERM
objective with a robust risk minimization objective:

min
θ

1
n

n

∑
i=1

max
x′;d(xi,x′)<ε

L(x′, yi),

where d is a fixed but arbitrary norm. (In practice, d is often assumed to be an ℓp norm for
p ∈ {2, ∞}—for the majority of this work we set p = 2, so d(x, x′) is the Euclidean norm.)
In short, rather than minimizing the loss on only the training points, we instead minimize
the worst-case loss over a ball around each training point. Assuming the robust objective
generalizes, it ensures that an adversary cannot perturb a given test point (x, y) ∼ D and
drastically increase the loss of the model. The parameter ε governs the desired robustness
of the model: ε = 0 corresponds to standard (ERM) training, and increasing ε results in
models that are stable within larger and larger radii.

At first glance, it is unclear how to effectively solve the robust risk minimization
problem posed above—typically we use SGD to minimize risk, but here the loss function
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Figure B.2: An example of an adversarial attack: adding the imperceptible perturbation
(middle) to a correctly classified pig (left) results in a near-identical image that is classified
as “airliner” by an Inception-v3 ImageNet model.

has an embedded maximization, so the corresponding SGD update rule would be:

θt ← θt−1 − η · ∇θ

(
max

x′;d(x′,xi)<ε
L(x′, yi; θ)

)
.

Thus, to actually train an adversarially robust neural network, Madry et al. [MMS+18]
turn to inspiration from robust convex optimization, where Danskin’s theorem [Dan67]
says that for a function f (α, β) that is convex in α,

∇α

(
max
β∈B

f (α, β)

)
= ∇α f (α, β∗), where β∗ = arg max

β
f (α, β) and B is compact.

Danskin’s theorem thus allows us to write the gradient of a minimax problem in terms
of only the gradient of the inner objective, evaluated at its maximal point. Carrying this
intuition over to the neural network setting (despite the lack of convexity) results in the
popular adversarial training algorithm [GSS15; MMS+18], where at each training iteration,
worst-case (adversarial) inputs are passed to the neural network rather than standard
unmodified inputs. Despite its simplicity, adversarial training remains a competitive
baseline for training adversarially robust networks [RWK20]. Furthermore, recent works
have provided theoretical evidence for the success of adversarial training directly in the
neural network setting [GCL+19; AL20; ZPD+20].
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B.5 Omitted Figures

B.5.1 Full-network Transfer: additional results to Figure 2.5
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Figure B.3: Full-network transfer accuracies of standard and robust ImageNet models to
various image classification datasets.
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B.5.2 Varying architecture: additional results to Table 2.2

Table B.5: Source (ImageNet) and target accuracies, fixing robustness (ε) but varying
architecture. When robustness is controlled for, ImageNet accuracy is highly predictive of
(full-network) transfer performance.

Architecture (see details in Appendix C.2.1)

Robustness Dataset A B C D E F R2

Std (ε = 0) ImageNet 77.37 77.32 73.66 65.26 64.25 60.97 —
CIFAR-10 97.84 97.47 96.08 95.86 95.82 95.55 0.79
CIFAR-100 86.53 85.53 82.07 80.02 80.76 80.41 0.82
Caltech-101 94.78 94.63 91.32 88.91 87.13 83.28 0.94
Caltech-256 86.22 86.33 82.23 76.51 75.81 74.90 0.98
Cars 91.28 91.27 90.97 88.31 85.81 84.54 0.91
Flowers 97.93 97.29 96.80 96.25 95.40 72.06 0.44
Pets 94.55 94.26 92.63 89.78 88.59 82.69 0.87

Adv (ε = 3) ImageNet 66.12 65.92 56.78 50.05 42.87 41.03 —
CIFAR-10 98.67 98.22 97.27 96.91 96.23 95.99 0.97
CIFAR-100 88.65 88.32 84.14 83.32 80.92 80.52 0.97
Caltech-101 93.84 93.31 89.93 89.02 83.29 75.52 0.83
Caltech-256 84.35 83.05 78.19 74.08 69.19 70.04 0.99
Cars 90.91 90.08 89.67 88.02 83.57 78.76 0.79
Flowers 95.77 96.01 93.88 94.25 91.47 26.98 0.38
Pets 91.85 91.46 88.06 85.63 80.92 64.90 0.72
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B.5.3 Unified scale: additional results to Figure 2.7
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Figure B.4: Full-network transfer accuracies of various datasets that are down-scaled to
32× 32 before being up-scaled again to ImageNet scale and used for transfer learning.

B.5.4 Stylized ImageNet Transfer: additional results to Figure 2.8b

Aircra
ft
Birdsnap

CIFAR-10

CIFAR-100

Caltech-101

Caltech-256Cars DTD
Flowers Food Pets

SUN397
0

20

40

60

80

Tr
an

sf
er

 A
cc

ur
ac

y 
(%

)

Training Mode
Stylized
Standard
Robust

(a) Fixed-feature ResNet-18

Aircra
ft
Birdsnap

CIFAR-10

CIFAR-100

Caltech-101

Caltech-256Cars DTD
Flowers Food Pets

SUN397
0

20

40

60

80

Tr
an

sf
er

 A
cc

ur
ac

y 
(%

)

Training Mode
Stylized
Standard
Robust

(b) Fixed-feature ResNet-50
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(c) Full-network ResNet-18
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Figure B.5: We compare standard, stylized and robust ImageNet models on standard
transfer tasks.
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B.5.5 Effect of width: additional results to Figure 2.6
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Figure B.6: Varying width and model robustness while transfer learning from ImageNet to
various datasets. Generally, as width increases, transfer learning accuracies of standard
models generally plateau or level off while those of robust models steadily increase.
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B.6 Detailed Numerical Results

B.6.1 Fixed-feature transfer to classification tasks (Fig. 2.5)
Table B.6: Fixed-feature transfer for various standard and robust ImageNet models and
datasets.

Transfer Accuracy (%)

Robustness parameter ε

0.00 0.01 0.03 0.05 0.10 0.25 0.50 1.00 3.00 5.00
Dataset Model

Aircraft

ResNet-18 38.69 37.96 39.35 40.00 38.55 39.87 41.40 39.68 36.47 32.87
ResNet-50 37.27 38.65 37.91 39.71 38.79 41.58 41.64 41.83 39.32 37.65
WRN-50-2 37.59 35.22 38.92 37.68 39.80 40.81 41.20 40.34 40.16 38.74
WRN-50-4 35.74 43.76 43.34 44.14 43.75 42.51 42.40 43.38 40.88 38.23

Birdsnap

ResNet-18 45.54 45.88 45.86 45.66 45.55 44.23 42.72 39.38 31.19 25.73
ResNet-50 48.35 48.86 47.84 48.24 49.19 48.73 47.48 45.38 37.10 30.95
WRN-50-2 47.54 47.47 48.68 47.48 47.93 48.01 46.84 44.99 38.23 33.47
WRN-50-4 45.45 50.72 50.60 49.66 49.73 48.73 47.88 46.53 39.91 35.58

CIFAR-10

ResNet-18 75.91 74.33 79.35 79.67 82.87 86.58 88.45 90.27 91.59 90.31
ResNet-50 79.61 82.12 82.07 83.78 85.35 89.31 91.10 92.86 94.77 94.16
WRN-50-2 81.31 80.98 83.43 83.23 86.83 88.73 91.37 93.34 95.12 95.19
WRN-50-4 79.81 89.90 90.35 90.48 91.76 92.03 92.62 93.73 95.53 95.43

CIFAR-100

ResNet-18 54.58 53.92 58.70 58.51 63.60 67.91 70.58 72.60 73.91 72.01
ResNet-50 57.94 60.06 60.76 63.13 65.61 71.29 74.18 77.14 79.43 78.20
WRN-50-2 60.14 59.52 63.12 63.55 67.51 71.30 75.11 78.07 80.61 79.64
WRN-50-4 57.68 72.88 73.79 74.06 75.68 76.25 77.23 78.73 81.08 79.94

Caltech-101

ResNet-18 86.30 86.28 87.32 87.59 89.49 88.12 88.65 86.84 83.11 78.69
ResNet-50 88.95 90.22 89.79 90.26 90.54 90.48 91.04 91.07 87.43 84.35
WRN-50-2 90.12 89.97 89.85 90.67 90.40 91.25 91.80 90.84 88.62 86.83
WRN-50-4 89.34 92.20 91.96 92.44 92.63 92.76 92.32 92.32 89.10 88.43

Caltech-256

ResNet-18 77.58 78.09 77.87 78.40 77.57 76.66 75.69 74.61 69.19 64.46
ResNet-50 82.21 82.31 82.23 82.51 82.10 81.50 81.21 79.72 75.42 71.07
WRN-50-2 82.78 82.94 83.34 83.04 83.17 82.74 81.89 81.26 77.48 74.38
WRN-50-4 82.68 85.07 85.08 84.88 84.75 84.24 83.62 83.27 79.24 76.75

Cars

ResNet-18 43.34 44.43 43.92 45.53 45.59 43.00 43.40 40.45 33.55 28.86
ResNet-50 44.52 44.98 43.56 46.74 46.15 45.04 47.28 45.58 40.34 36.32
WRN-50-2 44.63 42.67 44.92 44.36 45.32 46.83 46.10 45.81 41.35 37.62
WRN-50-4 43.01 45.86 50.39 50.67 50.22 49.46 38.77 48.73 43.26 40.68

DTD

ResNet-18 66.84 66.01 65.07 63.90 63.51 62.78 61.99 58.94 53.55 51.88
ResNet-50 68.14 70.21 67.52 68.16 68.21 66.03 65.21 63.97 59.59 57.68
WRN-50-2 70.09 67.89 68.87 67.55 67.11 67.70 66.61 64.20 59.95 57.29
WRN-50-4 67.85 69.95 70.37 69.70 68.42 67.45 67.22 65.69 60.67 58.78

Flowers

ResNet-18 90.80 90.76 90.88 90.65 91.26 90.05 88.99 87.64 83.72 80.20
ResNet-50 91.28 90.43 90.16 91.12 91.26 90.50 90.52 89.70 86.49 83.85
WRN-50-2 91.90 90.86 90.97 90.26 90.46 90.79 89.39 89.79 86.73 84.31
WRN-50-4 90.67 91.84 91.37 91.32 91.12 90.63 90.23 89.89 86.96 85.35

Food

ResNet-18 59.96 59.67 60.20 60.17 59.59 59.04 57.97 56.42 51.49 48.03
ResNet-50 65.49 65.39 63.59 65.95 65.02 64.41 64.23 62.86 58.90 55.77
WRN-50-2 65.80 64.06 65.50 64.00 65.14 65.73 63.44 63.05 59.19 56.13
WRN-50-4 65.04 69.26 68.69 68.50 68.15 67.03 66.32 65.53 60.48 57.98

Pets

ResNet-18 89.55 89.03 88.67 88.54 88.87 87.80 86.73 83.61 76.29 69.48
ResNet-50 90.92 90.93 91.27 91.16 91.05 90.48 89.57 87.84 82.54 76.69
WRN-50-2 91.81 91.69 91.83 91.85 90.98 91.61 90.46 89.31 84.51 79.80
WRN-50-4 91.83 91.82 92.05 91.70 91.54 91.32 90.85 90.23 86.75 83.83

SUN397

ResNet-18 51.74 51.31 51.32 50.92 50.50 49.30 49.25 47.99 45.19 42.24
ResNet-50 54.69 54.82 53.48 54.15 53.45 52.23 53.43 51.88 49.30 46.84
WRN-50-2 55.57 54.35 54.53 53.90 54.31 53.96 53.03 53.09 50.16 47.86
WRN-50-4 55.92 58.75 58.45 58.34 57.56 56.75 55.99 55.74 52.21 49.91
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B.6.2 Full-network transfer to classification tasks (Fig. 2.3)

Table B.7: Full-network transfer for various standard and robust ImageNet models and
datasets.

Transfer Accuracy (%)

Robustness parameter ε

0.00 0.01 0.03 0.05 0.10 0.25 0.50 1.00 3.00 5.00
Dataset Model

Aircraft

ResNet-18 80.70 80.32 79.99 80.06 79.30 78.74 77.69 77.90 77.41 77.26
ResNet-50 85.62 85.62 85.61 85.72 84.73 84.65 84.77 84.16 83.66 83.77
WRN-50-2 86.57 86.08 85.81 86.06 85.17 85.60 85.55 84.93 83.60 83.80
WRN-50-4 85.19 85.98 86.10 86.11 86.24 85.88 85.67 85.04 84.81 85.43

Birdsnap

ResNet-18 67.71 67.96 67.58 67.86 67.80 67.63 67.10 66.62 65.80 64.81
ResNet-50 73.38 73.52 73.39 73.33 73.22 73.48 73.21 72.65 71.71 71.05
WRN-50-2 74.87 74.98 74.85 74.93 74.75 74.80 74.79 74.18 73.15 72.64
WRN-50-4 75.71 76.55 76.47 76.14 76.18 76.29 76.20 76.06 75.25 74.40

CIFAR-10

ResNet-18 96.41 96.30 96.46 96.47 96.67 96.83 97.04 96.96 97.09 96.92
ResNet-50 97.20 97.26 97.52 97.43 97.59 97.71 97.86 98.05 98.15 98.15
WRN-50-2 97.43 97.60 97.72 97.69 97.86 98.02 98.09 98.29 98.47 98.44
WRN-50-4 97.63 98.51 98.52 98.59 98.62 98.52 98.55 98.68 98.57 98.53

CIFAR-100

ResNet-18 82.13 82.36 82.82 82.71 83.14 83.85 84.19 84.25 83.65 83.36
ResNet-50 85.02 85.20 85.45 85.44 85.80 86.31 86.64 87.10 87.26 86.43
WRN-50-2 85.47 85.94 85.95 86.15 86.47 87.31 87.52 88.13 87.98 87.54
WRN-50-4 85.99 88.70 88.61 88.72 88.72 88.75 88.80 89.04 88.83 88.62

Caltech-101

ResNet-18 92.04 90.81 91.28 91.29 89.75 90.73 91.12 89.60 86.39 86.95
ResNet-50 93.42 93.82 94.53 94.18 94.27 94.24 93.79 93.13 91.79 89.97
WRN-50-2 94.29 94.43 94.13 94.49 94.48 94.92 95.29 94.28 93.08 91.89
WRN-50-4 94.76 95.60 95.32 95.62 95.30 95.45 95.23 95.19 94.49 93.25

Caltech-256

ResNet-18 79.80 80.00 79.45 80.10 79.23 79.07 78.86 76.71 74.55 71.57
ResNet-50 84.19 84.30 84.37 84.54 84.04 84.12 84.02 82.85 80.15 77.81
WRN-50-2 85.56 85.65 86.04 86.26 85.91 85.67 85.80 85.19 82.97 81.04
WRN-50-4 86.56 87.53 87.54 87.62 87.62 87.54 87.38 87.31 86.09 84.08

Cars

ResNet-18 88.05 87.80 87.53 87.90 87.45 87.10 86.94 86.35 85.56 85.26
ResNet-50 90.97 90.65 90.83 90.52 90.23 90.47 90.59 90.39 89.85 89.28
WRN-50-2 91.52 91.47 91.27 91.20 91.04 91.06 91.05 90.73 90.16 90.27
WRN-50-4 91.39 91.09 91.14 91.05 91.10 91.03 91.12 91.01 90.63 90.34

DTD

ResNet-18 72.11 71.37 71.54 70.73 70.37 70.07 68.46 67.73 65.27 65.41
ResNet-50 75.09 74.77 74.54 74.02 73.56 72.89 73.19 71.90 70.00 70.02
WRN-50-2 75.51 75.94 75.41 74.98 74.65 74.57 74.95 73.05 72.20 71.31
WRN-50-4 75.80 76.65 76.93 76.47 76.44 76.54 75.57 75.37 73.16 72.84

Flowers

ResNet-18 95.79 95.31 95.20 95.44 95.49 94.82 94.53 93.86 92.36 91.42
ResNet-50 96.65 96.81 96.50 96.53 96.20 96.25 95.99 95.68 94.62 94.20
WRN-50-2 97.04 97.21 96.71 96.74 96.63 96.35 96.07 95.69 94.98 94.67
WRN-50-4 97.01 96.52 96.59 96.53 96.53 96.38 96.28 96.33 95.50 94.92

Food

ResNet-18 84.01 83.95 83.74 83.69 83.89 83.78 83.60 83.36 83.23 82.91
ResNet-50 87.57 87.42 87.45 87.46 87.40 87.45 87.44 87.06 86.97 86.82
WRN-50-2 88.27 88.26 88.10 88.30 87.99 88.25 87.97 87.96 87.75 87.58
WRN-50-4 88.64 89.09 89.00 89.08 89.12 88.95 88.94 88.98 88.46 88.39

Pets

ResNet-18 91.94 91.81 90.79 91.59 91.09 90.46 89.49 87.96 84.83 82.41
ResNet-50 93.49 93.61 93.50 93.59 93.34 93.06 92.50 92.09 89.41 88.13
WRN-50-2 93.96 94.05 93.98 94.23 94.02 94.02 93.39 93.07 90.80 89.76
WRN-50-4 94.20 94.53 94.40 94.38 94.27 94.11 94.02 93.79 92.91 91.94

SUN397

ResNet-18 59.41 58.98 59.19 58.83 58.61 58.29 58.14 56.97 55.14 54.23
ResNet-50 62.24 62.12 61.93 61.89 61.50 61.64 61.28 60.66 59.27 58.40
WRN-50-2 63.02 63.28 63.16 63.18 62.90 63.36 62.53 62.23 61.16 60.47
WRN-50-4 63.72 64.89 64.81 64.71 64.74 64.53 64.49 64.74 62.86 62.14
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B.6.3 Unifying dataset scale

Fixed-feature (cf. Fig. 2.7)

Table B.8: Fixed-feature transfer on 32x32 downsampled datasets.

Transfer Accuracy (%)

Robustness parameter ε

0.00 0.01 0.03 0.05 0.10 0.25 0.50 1.00 3.00 5.00
Dataset Model

Aircraft
ResNet-18 17.64 18.72 19.11 20.34 21.69 23.19 24.93 25.44 27.15 26.01
ResNet-50 15.87 17.04 17.82 18.48 20.19 22.44 24.12 25.89 28.59 28.35

Birdsnap
ResNet-18 14.76 14.04 15.80 16.23 17.77 18.60 19.75 20.16 19.15 16.72
ResNet-50 13.85 14.12 14.67 15.42 16.94 19.67 21.74 23.08 22.98 20.70

CIFAR-10
ResNet-18 76.02 74.36 79.48 79.71 82.97 86.62 88.47 90.29 91.64 90.36
ResNet-50 79.63 82.18 82.15 83.88 85.41 89.35 91.13 92.89 94.81 94.23

CIFAR-100
ResNet-18 54.61 54.03 58.77 58.74 63.64 68.10 70.66 72.74 74.01 72.08
ResNet-50 58.01 60.17 60.87 63.24 65.73 71.32 74.19 77.17 79.50 78.27

Caltech-101
ResNet-18 52.88 54.20 62.56 60.43 65.31 69.39 69.08 72.11 73.02 70.04
ResNet-50 56.55 59.32 60.45 61.08 63.76 69.80 73.11 76.89 78.86 77.43

Caltech-256
ResNet-18 40.60 40.83 45.02 45.88 49.96 51.08 51.36 54.13 53.79 51.87
ResNet-50 42.73 45.11 45.65 47.52 49.61 53.63 56.12 58.93 59.79 58.67

Cars
ResNet-18 13.88 14.18 16.14 16.95 19.61 20.20 20.33 21.70 20.89 18.75
ResNet-50 13.16 13.89 13.68 16.84 17.07 19.40 21.88 23.19 24.19 23.37

DTD
ResNet-18 35.96 36.33 40.27 37.87 39.79 39.31 39.73 40.05 39.10 39.41
ResNet-50 41.28 40.37 41.06 42.13 41.22 43.56 44.10 43.78 43.83 44.26

Flowers
ResNet-18 64.81 65.75 70.01 70.57 72.71 74.46 74.19 76.06 74.23 71.52
ResNet-50 66.65 68.49 68.24 71.03 73.12 75.83 76.52 77.23 78.31 75.71

Food
ResNet-18 31.58 32.98 35.98 36.42 38.46 39.35 39.56 41.22 40.17 38.35
ResNet-50 36.46 36.82 36.37 39.85 40.91 43.08 44.88 46.16 46.45 44.44

Pets
ResNet-18 48.74 46.98 56.87 56.25 61.92 62.45 63.39 66.20 62.23 57.15
ResNet-50 53.98 54.10 58.55 53.57 59.58 67.35 69.31 70.16 69.43 64.37

SUN397
ResNet-18 23.16 24.35 25.34 25.94 27.60 28.00 28.12 30.19 30.91 30.41
ResNet-50 23.62 25.60 24.64 27.30 27.56 29.24 31.36 32.37 33.90 33.58
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Full-network (cf. Fig. B.4)

Table B.9: Full-network transfer on 32x32 downsampled datasets.

Transfer Accuracy (%)

Robustness parameter ε

0.00 0.01 0.03 0.05 0.10 0.25 0.50 1.00 3.00 5.00
Dataset Model

Aircraft
ResNet-18 58.24 58.27 59.29 58.96 60.28 60.22 59.83 60.88 61.78 60.88
ResNet-50 65.77 65.20 65.62 66.22 65.68 67.12 66.49 66.04 68.02 67.12

Birdsnap
ResNet-18 46.32 46.65 45.94 46.55 46.26 46.57 46.26 46.80 45.23 44.76
ResNet-50 52.28 51.98 51.77 52.11 52.20 52.42 52.58 51.77 51.72 51.29

CIFAR-10
ResNet-18 96.50 96.38 96.51 96.62 96.78 96.86 97.12 97.04 97.14 97.05
ResNet-50 97.30 97.32 97.54 97.56 97.62 97.79 97.98 98.10 98.27 98.16

CIFAR-100
ResNet-18 82.36 82.57 82.89 82.92 83.31 83.90 84.30 84.41 83.77 83.47
ResNet-50 85.15 85.37 85.64 85.68 85.92 86.45 86.81 87.32 87.45 86.60

Caltech-101
ResNet-18 79.33 78.64 78.95 79.94 79.70 81.13 81.55 83.13 82.30 79.80
ResNet-50 82.18 83.05 84.50 84.72 84.74 85.62 86.12 86.61 85.88 85.20

Caltech-256
ResNet-18 63.32 64.45 64.02 64.55 65.18 66.00 66.52 65.41 64.35 63.03
ResNet-50 68.02 68.09 68.63 69.42 68.96 70.10 70.60 70.66 69.90 68.94

Cars
ResNet-18 68.83 68.55 68.62 68.98 69.53 69.28 69.68 69.27 67.99 67.42
ResNet-50 74.84 74.95 74.13 75.23 74.61 75.29 75.92 75.51 75.19 74.65

DTD
ResNet-18 49.57 48.40 50.43 48.88 49.20 50.27 50.00 50.74 50.32 50.74
ResNet-50 50.69 52.50 51.01 51.60 51.65 52.66 54.15 52.71 54.26 55.53

Flowers
ResNet-18 85.96 86.05 86.02 86.03 86.40 86.25 86.41 86.03 85.33 84.60
ResNet-50 88.75 88.30 88.57 88.27 88.81 88.69 88.70 88.37 88.67 87.83

Food
ResNet-18 71.77 71.83 71.73 71.64 71.60 71.64 72.10 71.63 71.78 71.37
ResNet-50 75.83 75.19 75.52 75.51 75.50 75.37 76.11 75.91 75.76 75.61

Pets
ResNet-18 76.32 77.35 77.71 78.05 78.63 78.70 78.75 77.82 75.72 72.21
ResNet-50 82.34 81.95 82.64 82.24 82.52 83.59 83.57 83.72 81.87 79.33

SUN397
ResNet-18 42.81 42.65 43.40 43.35 44.01 44.20 44.51 44.61 44.31 43.54
ResNet-50 44.64 44.95 44.73 45.09 45.44 45.93 46.74 47.24 47.47 47.15
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Appendix C

Additional details for Chapter 3

C.1 3D Simulation Details

C.1.1 Overview of AirSim

We conduct our simulation experiments using the high fidelity simulator, Microsoft AirSim.
AirSim acts as a plugin to Unreal Engine, which is a AAA videogame engine providing
access to high fidelity graphics features such as high resolution textures, realistic lighting,
soft shadows etc. making it a good choice for rendering for computer vision applications.
AirSim internally provides physics models for a quadrotor vehicle, which we leverage
for performing autonomous drone landing. As a plugin, AirSim can be paired with any
Unreal Engine environmnent to simulate autonomous vehicles that can be programmed
with an API both in terms of planning/control as well as obtaining camera images. Air-
Sim also allows for controlling environmental features such as time of day, dynamically
adding/removing objects, changing object textures and so on.

C.1.2 3D Boosters Classification Experiment

Format of 3D models To evaluate the performance of pretrained ImageNet classifiers
at detecting 3D unadversarial/boosted objects (e.g. the jet shown in the main chapter)
among realistic settings, we set up an experiment using AirSim for image classification
of common classes (warplane, car, truck, ship, etc). We pick the class of ‘warplane’ as
our object class of interest download publicly available 3D meshes for this class from
www.sketchfab.com. Using the open source 3D modeling software Mitsuba, we modify
the object texture to match the boosted texture for the corresponding class, and then export
these meshes into the GLTF format for ingestion into Unreal Engine/AirSim. This allows
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us to import the boosted objects into the AirSim framework, and spawn them as objects in
any of the environments being created.

Environment screenshots and description Within AirSim, in the interest of generating
realistic imagery, we simulate a city environment (Figure C.1a). For this experiment, we
use the ComputerVision mode of AirSim, which does not simulate a vehicle but rather,
gives the user control of a free moving camera, allowing us to generate data at ease from
various locations and varying camera and world parameters.

Sampling and evaluation Once the 3D objects (unadversarial or normal) are present in
AirSim’s simulated world, the next step is to evaluate the classification of these objects from
different camera angles, weather conditions etc. Given the location of a candidate object
(which we randomize and average over five locations), we sample a grid (10× 10× 10) of
camera positions in 3D around the object. For each of these positions, we move AirSim’s
main camera and orient it towards the object, resulting in images from various viewpoints.
At runtime, each of these images are immediately processed by a pretrained ResNet-18
ImageNet classifier, which reports the top 5 class predictions. We average the accuracies
across the five different locations in the scene and the 1000 grid points around the object at
each location.

Along with this variation in camera angles and thereby, object pose in the frame; we also
evaluate the performance of of the various 3D objects given environmental perturbations.
We achieve this through the AirSim’s weather conditions feature, using which we simulate
weather conditions such as dust and fog dynamically with varying levels of severity of
these conditions. We will open-source binaries for the AirSim code and environments that
we use which will allow people to replicate our results, and investigate more scenarios of
interest.

(a) City environment
in AirSim used for de-
tection experiment

(b) Boosted ‘jet’
model in the City
environment.

(c) Sample landing
pads atop buildings in
the City environment.

(d) Drone in test envi-
ronment used for the
landing experiments.

Figure C.1: Various AirSim environment we use.
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C.1.3 Drone Landing Experiment

In this experiment, we evaluate how unadversarial/boosted objects can help robustify
perception-action loops that are driven by vision-based pose estimation. Perception-action
loops are at the heart of many robotics tasks, and accurate perception is imperative for
safe, efficient navigation of robots. We choose the scenario of autonomous drone landing
as our experiment, and simulate it within AirSim.

For this experiment, we create assets of landing pads that are similar to helipads on top
of buildings in the city environment(Figure C.1c). We also use a test environment with
a single landing pad located on a patch of grass. An example of such a landing pad can
be seen in Figure C.1d. We use AirSim to simulate a quadrotor drone in these worlds,
which can be programmatically controlled using a Python API. AirSim allows us to equip
a downward facing, gimballed camera on this drone in order to obtain RGB images, which
are then processed by our landing pad pose estimation (regression) model. Given an RGB
image, the regression model outputs a 6 degree of freedom pose for the landing pad. We
use/optimize only the first two enteries of this output corresponding to the relative x and
y location of the landing pad w.r.t the drone.

We formulate the drone landing experiment as a visual servoing task: a perception
action loop that involves estimating the relative location of the pad from the image frame
captured by the downward facing camera of the drone, and sending an appropriate
velocity command in order to align the camera center with that of the pad. We achieve
these through the following steps:

Data Collection. We use AirSim’s inbuilt data collection API for this step. Given the
location of the pad in the world, we sample various feasible locations for the drone in an
imaginary cone whose vertex aligns with the center of the landing pad. We then spawn
the drone in these randomly sampled positions, and obtain the RGB and segmentation
views of the pad as generated by AirSim, along with the relative ground truth position of
the landing pad w.r.t the drone, and repeat this process to create a dataset. The collected
dataset contains 20000 images and is split 80-20 between train and evaluation sets.

Landing pad pose estimator. We train a model that maps top view images of a scene
with a landing pad, to the relative 2D location of the landing pad w.r.t the drone in the
camera frame. We use a ResNet-18 pretrained on ImageNet as the backbone for the pose
regressor, and we replace the last classification layer with a regression layer outputting
the (x, y) relative location of the pad w.r.t drone. The model is trained end-to-end by

189



minimizing the mean squared error (MSE) loss between the predicted location and the
ground truth location. The ground truth is collected along with the images using the
AirSim City simulation environment as describe before.

We train the model for 10 epochs using SGD with a fixed learning rate of 0.001, a batch
size of 512, a weight decay of 1e-4, and with MSE as the objective function. The model
converges fairly quickly (within the first few epochs).

Drone Landing. To use the pose estimator’s predictions and send appropriate actions,
we utilize the Multirotor API of AirSim. This allows us to control the drone by setting
the desired velocity commands along all the axes (translational/rotational). Given the
position of the landing pad in the scene relative to that of the drone( as output by the pose
regressor) we execute the landing operation by sending appropriate velocity commands to
the drone.

To generate the right velocity commands, given the relative position of the landing
pad, we use a standard PID controller that computes corrective velocity values until the
position of the drone matches that of the landing pad. For a pose output by the regressor
treated as the setpoint Pset, and current drone pose Pcurr and at any point at time t, the
appropriate velocity command v(t) can simply be computed as follows:

v(t) = Kpe(t) + Kd
d
dt

e(t) + Ki ∗
∫ t

0
e(t)dt

where e(t) = Pset − Pcurr, Kp, Kd, and Ki are the hyperparameters of the PID controller and
are manually tuned. We find that Kp = Kd = 5 and Ki = 0 to be reasonable for our task.

For realistic perturbations to the scene, similar to the 3D boosters classification exper-
iment, we continue making use of the weather API to generate weather conditions in
AirSim. This results in a variation of factors such as amount of dust or fog in the scene,
allowing us to evaluate the performance of landing under various realistic conditions.
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C.2 Experimental Setup

C.2.1 Pretrained vision models we evaluate

Here we present details of the different vision models we use in this chapter. For more
details on all of these, please check the README of our code at https://github.com/
microsoft/unadversarial.

Corruption benchmark experiments: We use pretrained ResNet-18 and ResNet-50 (both
standard and ℓ2-robust with ε = 3) architectures from [SIE+20]: https://github.com/
microsoft/robust-models-transfer.

3D object classification in AirSim: We use an ImageNet pretrained ResNet-18 architec-
ture from the PyTorch’s Torchvision1 to classify all the boosted and non-boosted versions
of the jets, cars, ships etc in AirSim.

Drone landing experiment in AirSim: We finetune an ImageNet pretrained ResNet-18
model on the regression task of drone landing. The last layer of the pretrained model is
replaced with a 2D linear layer estimating the relative pad location w.r.t the drone. We
collect a 20k sample dataset for training the pad pose estimation in AirSim with an 80− 20
train-val spilt. We use a learning rate of 0.001, a batch size of 512, a weight decay of 1e− 4.
We train for 10 epochs.

Physical world unadversarial examples experiment: Similar to the 3D object classifica-
tion experiment in AirSim, we use an ImageNet pretrained ResNet-18 architecture from
Torchvision.

C.2.2 Unadversarial patch/texture training details

Patches training details We fix the training procedure for all of the 2D patches we
optimize in this chapter. We train all the patches starting from random initialization with
batch size of 512, momentum of 0.9, and weight decay of 1e− 4. We train all the patches
for 30 epochs (which is more than enough as we observe that for both ImageNet and
CIFAR-10, the patch converges within the first 10 epochs) with a learning rate of 0.1 We
sweep over three learning rates ∈ {0.1, 0.01, 0.001} but we find that all of these obtain very
similar results. So we stick with a learning rate of 0.1 for all of our experiments..

1These models can be found here https://pytorch.org/docs/stable/torchvision/models.html
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For the classification tasks (i.e., everything but drone landing) we use the standard
cross-entropy loss. For the drone landing task (landing pad pose estimation), we use the
standard mean squared error loss.

Texture training details We now outline the process for constructing adversarial textures.
We implemented a custom PyTorch module with a distinct forward and backward pass;
on the forward pass (i.e., during evaluation), the module takes as input an ImageNet
image, and a 200px by 200px texture; using the Python bindings for Mitsuba [NVZ+19]
3D renderer, the module returns a rendering of the desired 3D object, overlaid onto the
given ImageNet image. On the backwards pass (i.e., when computing gradients), we use
the 3D model’s UV map2—a linear transformation from (x, y) locations on the texture to
(x, y) locations in the rendered image—to approximate gradients through the rendering
process. This is the same procedure used by [AEI+18] for constructing physical adversarial
examples. Note that this is a simple approximation that only accounts for the location of
pixels in the rendered image (i.e., ignores the effects of lighting, warping, etc.). However,

C.2.3 Details of the physical world experiment

To conduct the physical-world experiments, we used a toy racecar3, a toy warplane4 (both
from amazon.com) as well as two household objects: a coffeepot and eggnog container.
We then printed the unadversarial patches corresponding to classes “racer,” “warplane,”
“coffeepot,” and “eggnog” on an HP DeskJet 2700 InkJet printer, at 250% scale. We adhere
the patches to the top of their respective objects with clear tape (the results are shown in
Figure 3.9b). We choose 18 distinct poses (camera positions), and for each pose took one
picture of the object with the patch attached, and one picture without (keeping the location
of the patch constant throughout the experiment). Example photographs are shown in
Figure C.2. We evaluated a pre-trained ResNet-18 classifier on the resulting images.

C.2.4 Datasets

We use two datasets across all the chapter:

1. CIFAR [Kri09] https://paperswithcode.com/dataset/cifar-10.

2Mitsuba provides direct access to the UV map through the aov integrator; see the code release for more
details.

3https://www.amazon.com/gp/product/B07T5X69TZ/
4https://www.amazon.com/CORPER-TOYS-Pull-Back-Aircraft-Birthday/dp/B07DB3839X/
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Figure C.2: Photographs in different poses of the four physical objects we experimented
on, with and without an unadversarial patch.

2. ImageNet [RDS+15], with a custom (research, non-commercial) license, as found
here https://paperswithcode.com/dataset/imagenet.

C.2.5 Compute

We use an internal cluster containing NVIDIA 1080-TI, 2080-TI and P100 GPUs. Each
experiment required no more than 1 GPU at a time.

C.2.6 Replicate our results

We desired simplicity and kept reproducibility in our minds when conducting our ex-
periments, so we use standard hyperparameters and minimize the number of tricks
needed to replicate our results. Our code is available at https://github.com/microsoft/
unadversarial.

C.3 Omitted Results

In the below figure, we show a more detailed look of the main results of the benchmarking
experiments in this chapter, along with useful baselines. The single color plots (e.g. the left
subplot in Figure C.3) report the average performance over the 5 severities of ImageNet-C
and CIFAR-10-C. The multicolor bar plots (e.g. the right subplot in Figure C.3) report the
detail performance per severity level. The horizontal dashed lines report the performance
of the pretrained models on the original (non-patched) ImageNet-C and CIFAR-10-C
datasets and serve as a baseline to compare with. For both ImageNet and CIFAR as shown
in Figure C.4 and Figure C.3, we are able to train unadversarial patches of various size
that, once overlaid on the datasets, make the pretrained model consistently much more
robust under all corruptions.
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C.3.1 Corruption benchmark main results: additional results to Fig-

ure 3.3b

Here we show the detailed main results for boosting ImageNet and CIFAR-10 with unad-
verasarial patches.
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Figure C.3: Robustness of a trained 2D booster over pretrained ImageNet ResNet-18 model.
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Figure C.4: Robustness of a trained 2D booster over pretrained CIFAR-10 ResNet-50 model.
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C.3.2 Baselines

Below, we report a number of alternative ways to create patches for boosting the perfor-
mance of object recognition.

QR-Code

We compare our unadversarial patches to the well-known QR-Code patches. We create a
QR-Code for each class of the ImageNet dataset using Python’s qrcode package(we avoid
using CIFAR-10 since the images are too small for QR-Codes to be visible and detected at
all). We overlay the QR-Codes over the ImageNet validation set according in accordance
to what label each image has. We add the various ImageNet-C corruption on top of the
resulting images, then we use python’s Pyzbar5 package to detect the QR-Codes. The
results are shown in Figure C.5. The performance of QR-Codes is not comparable to what
we obtain with unadversarial patches (see Figure 3.3b).
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Figure C.5: QR-Code boosted ImageNet results under various corruptions.

5We experiment with OpenCV for detecting the QR-Codes but find that Pyzbar leads to
better performance.

195



Best training image per class as patch

Another natural baseline that we compare with is using the best images per class in the
training set of the task of interest as patches for boosting the performance of pretrained
models. For example, for ImageNet classification, we simply evaluate the loss of each
training image using a pretrained ImageNet model (ResNet-18 in our case), and we the
image with the lowest loss per class as the patch for that class. Now we overlay these found
patches onto the ImageNet validation set with random scaling, rotation, and translation (as
shown in Figure C.6), we add ImageNet-C corruptions, and we evaluate this new dataset
using the same pretrained model we used to extract the patches. The results for ImageNet
are shown in Figure C.6.
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Figure C.6: Best training image with translation, rotation, and scaling for ImageNet.
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Best training image vs random training image as patch

Here we investigate whether using a random image from the training set does any better
than using the best-loss image as a patch. The results are shown in the below Figures.
As one would expect, using a random image from the training set leads to strictly worse
performance. Results on ImageNet are shown in Figure C.7.
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Figure C.7: Best training image vs random training image with translation, rotation, and
scaling.
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Predefined fixed-pattern unadversarial patches

This baselines is slightly different than the previous baselines since it allows the underlying
classification model to be changed. Basically, we fix the set of patches to a predefined
pattern (here a fixed random gaussian noise for each class), and we train a classifier on an
undversarial/boosted dataset with these patches. The resulting models are consistently
weaker on all corruptions of ImageNet-C as shown in Figure C.8 compared to our trained
patches in Figure 3.3b.
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Figure C.8: Robustness of an ImageNet ResNet-18 model trained on a predefined patch.
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Appendix D

Additional details for Chapter 4

D.1 Experimental Setup

D.1.1 Details of the diffusion model we used

In this chapter, we used the open-source stable diffusion model hosted on the Hugging
Face1. We use the hyperparameters presented in Table D.1 to generated images from this
model. For a given image on which we want to test our immunization method, we first
search for a good random seed that leads to a realistic modification of the image given
some textual prompt. Then we use the same seed when editing the immunized version
of the same image using the diffusion model. This ensures that the immunized image is
modified in the same way as the original image, and that the resulting non-realistic edits
are due to immunization and not to random seed.

Table D.1: Hyperparameters used for the Stable Diffusion model.

height width guidance_scale num_inference_steps eta

512 512 7.5 100 1

D.1.2 Our attacks details

Throughout the chapter, we use two different attacks: an encoder attack and a diffusion
attack. These attacks are described in this chapter, and are summarized here in Algorithm 4
and Algorithm 5, respectively. For both of the attacks, we use the same set of hyperparam-

1This model is available on: https://huggingface.co/runwayml/stable-diffusion-v1-5.
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eters shown in Table D.2. The choice of ϵ was such that it is the large enough to disturb the
image, but small enough to not be noticeable by the human eye.

Table D.2: Hyperparameters used for the adversarial attacks.

Norm ϵ step size number of steps

ℓ∞ 16/255 2/255 200

Algorithm 4 Encoder Attack on a Stable Diffusion Model

1: Input: Input image x, target image xtarg, Stable Diffusion model encoder E , perturba-
tion budget ϵ, step size k, number of steps N.

2: Compute the embedding of the target image: ztarg ← E(xtarg)
3: Initialize adversarial perturbation δencoder ← 0, and immunized image xim ← x
4: for n = 1 . . . N do
5: Compute the embedding of the immunized image: z← E(xim)
6: Compute mean squared error: l ← ∥ztarg − z∥2

2
7: Update adversarial perturbation: δencoder ← δencoder + k · sign(∇xim l)
8: δencoder ← clip(δencoder,−ϵ, ϵ)
9: Update the immunized image: xim ← xim − δencoder

10: end for
11: Return: xim

Algorithm 5 Diffusion Attack on a Stable Diffusion Model

1: Input: Input image x, target image xtarg, Stable Diffusion model f , perturbation budget
ϵ, step size k, number of steps N.

2: Initialize adversarial perturbation δdi f f usion ← 0, and immunized image xim ← x
3: for n = 1 . . . N do
4: Generate an image using diffusion model: xout ← f (xim)
5: Compute mean squared error: l ← ∥xtarg − xout∥2

2
6: Update adversarial perturbation: δdi f f usion ← δdi f f usion + k · sign(∇xim l)
7: δdi f f usion ← clip(δdi f f usion,−ϵ, ϵ)
8: Update the immunized image: xim ← xim − δdi f f usion
9: end for

10: Return: xim

D.2 Extended Background for Diffusion Models

Overview of the diffusion process. At their heart, diffusion models leverage a statistical
concept: the diffusion process [SWM+15; HJA20]. Given a sample x0 from a distribution of
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real images q(·), the diffusion process works in two steps: a forward step and a backward
step. During the forward step, Gaussian noise is added to the sample x0 over T time
steps, to generate increasingly noisier versions x1, . . . , xT of the original sample x0, until
the sample is equivalent to an isotropic Gaussian distribution. During the backward step,
the goal is to reconstruct the original sample x0 by iteratively denoising the noised samples
xT, . . . , x1. The power of the diffusion models stems from the ability to learn the backward
process using neural networks. This allows to generate new samples from the distribution
q(·) by first generating a random Gaussian sample, and then passing it through the “neural”
backward step.

Forward process. During the forward step, Gaussian noise is iteratively added to the
original sample x0. The forward process q(x1:T|x0) is assumed to follow a Markov chain,
i.e. the sample at time step t depends only on the sample at the previous time step.
Furthermore, the variance added at a time step t is controlled by a schedule of variances
{βt}T

t=1
2.

q(x1:T|x0) =
T

∏
t=1

q(xt|xt−1); q(xt|xt−1) = N (xt;
√

1− βtxt−1, βtI) (D.1)

Backward process. At the end of the forward step, the sample xT looks as if it is sampled
from an isotropic Gaussian p(xT) = N (xT; 0, I). Starting from this sample, the goal is to
recover x0 by iteratively removing the noise using neural networks. The joint distribution
pθ(x0:T) is referred to as the reverse process, and is also assumed to be a Markov chain.

pθ(x0:T) = p(xT)
T

∏
t=1

pθ(xt−1|xt); pθ(xt−1|xt) = N (xt−1; µθ(xt, t), Σθ(xt, t)) (D.2)

Training a diffusion model. At its heart, diffusion models are trained in a way similar to
Variational Autoencoders, i.e. by optimizing a variational lower bound. Additional tricks
are employed to make the process faster. For an extensive derivation, refer to [Wen21].

Eq(x0)[− log pθ(x0)] ≤ Eq(x0:T)

[
log

q(x1:T|x0)

pθ(x0:T)

]
= LVLB (D.3)

Latent Diffusion Models (LDMs). In this work, we focus on a specific class of diffusion
models, namely LDMs, which was proposed in [RBL+22] as a model that applies the

2The values of at and bt from this chapter correspond to at =
√

1− βt and bt = βt
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diffusion process described above in a latent space instead of the image space. This enables
efficient training and inference of diffusion models.

To train an LDM, the input image x0 is first mapped to a latent representation z0 =

E(x0), where E is an image encoder. This input representation z0 is then passed to the
diffusion process to obtain a denoised z̃. The generated image x̃ is then obtained by
decoding z̃0 using a decoder D, i.e. x̃ = D(z̃).

D.3 Additional Results

D.3.1 Additional quantitative results

We presented in Section 4.3 several metrics to assess the similarity between the images
generated with and without immunization. Here, we report in Table D.3 additional
metrics to evaluate this: SR-SIM [ZL12], GMSD [XZM+14], VSI [ZSL14], DSS [BSM+15],
and HaarPSI [RBK+18]. Similarly, we indicate for each metric whether a higher value
corresponds to higher similarity (using ↑), or contrariwise (using ↓). We again observe that
applying the encoder attack already decreases the similarity between the generated images
with and without immunization, and applying the diffusion attack further decreases the
similarity.

Table D.3: Additional similarity metrics for Table 4.1. Errors denote standard deviation
over 60 images.

Method SR-SIM ↑ GMSD ↓ VSI ↑ DSS ↑ HaarPSI ↑
Immunization baseline (Random noise) 0.91± 0.04 0.20± 0.06 0.94± 0.03 0.35± 0.18 0.52± 0.15
Immunization (Encoder attack) 0.86± 0.05 0.26± 0.05 0.90± 0.03 0.19± 0.09 0.35± 0.11
Immunization (Diffusion attack) 0.84± 0.05 0.27± 0.04 0.89± 0.03 0.17± 0.08 0.31± 0.08
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D.3.2 Generating Image Variations using Textual Prompts

Generated image 
(without immunization)

Generated image 
(encoder attack)

Source Image

An airplane flying 
under the moon

A black cow on the 
beach

A brown cat playing 
poker

A black cow on the 
beach

A bunny eating an 
apple

A civilian airplane

Figure D.1: Immunization against generating prompt-guided image variations.
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D.3.3 Image Editing via Inpainting

Generated image 
(without immunization)

Generated image 
(encoder attack)

Source Image

A man in a wedding

A man in a wedding

A man in New York 
City

A man in the gym

A man in a restaurant

A man playing poker

Generated image 
(diffusion attack)

Figure D.2: Immunization against image editing via prompt-guided inpainting.
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Generated image 
(without immunization)

Generated image 
(encoder attack)

Source Image

A man in a farm

A man in a restaurant

A man in a store

A man in a restaurant

A man preparing dinner

A man holding a 
microphone

Generated image 
(diffusion attack)
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Generated image 
(without immunization)

Generated image 
(encoder attack)

Source Image

A man holding a 
phone

A man preparing 
dinner

A man playing poker

A man drinking hot 
coffee

A man playing poker

A man playing poker

Generated image 
(diffusion attack)
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Generated image 
(without immunization)

Generated image 
(encoder attack)

Source Image

A man sitting in a 
metro

A man sitting in first 
class airplane

A man dancing on 
stage

A man sitting in the 
airport

A man in a meeting

A man riding a 
motorcycle

Generated image 
(diffusion attack)
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Generated image 
(without immunization)

Generated image 
(encoder attack)

Source Image

Two men ballroom 
dancing

Two men cooking in 
the kitchen

Two men cooking in 
the kitchen

Two men cooking in 
the kitchen

Two men grilling

Two men grilling

Generated image 
(diffusion attack)
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Generated image 
(without immunization)

Generated image 
(encoder attack)

Source Image

Two men in a hot tub

Two men in a 
wedding

Two men in jail

Two men in a 
wedding on a 

seafront

Two men in the forest

Two men on the grass

Generated image 
(diffusion attack)
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Generated image 
(without immunization)

Generated image 
(encoder attack)

Source Image

Two men in the zoo

Two men playing 
guitar

Two men street 
fighting

Two men sneaking 
into a building

Generated image 
(diffusion attack)
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Generated image 
(without immunization)

Generated image 
(encoder attack)

Source Image

A man receiving an 
award

Two men attending a 
wedding

Two men in an 
airplane

Two men attending 
a wedding

Two men in a 
restaurant

Two men in a 
restaurant

Generated image 
(diffusion attack)
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Generated image 
(without immunization)

Generated image 
(encoder attack)

Source Image

Two men in a 
restaurant

Two men in Europe

Two men in front of 
the Eiffel Tower

Two men in an 
airplane

Two men riding a 
motorcycle

Two men wearing 
gray shirts in the fog

Generated image 
(diffusion attack)
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Appendix E

Additional details for Chapter 5

E.1 Experimental details.

E.1.1 Models and architectures

We use two sizes of vision transformers: ViT-Tiny (ViT-T) and ViT-Small (ViT-S) [Wig19;
DBK+21]. We compare to residual networks of similar size: ResNet-18 and ResNet-50
[HZR+16], respectively. These architectures and their corresponding number of parameters
are summarized in Table E.1.

Table E.1: A collection of neural network architectures we use in this chapter.

Architecture ViT-T ResNet-18 ViT-S ResNet-50
Params 5M 12M 22M 26M

E.1.2 Training Details

We train our models on ImageNet [RDS+15], with a custom (research, non-commercial)
license, as found here https://paperswithcode.com/dataset/imagenet. For all experi-
ments in this chapter, we consider 10,000 image subsets of the original ImageNet validation
set (we take every 5th image).

1. For ResNets, we train using SGD with batch size of 512, momentum of 0.9, and
weight decay of 1e-4. We train for 90 epochs with an initial learning rate of 0.1 that
drops by a factor of 10 every 30 epochs.

2. For ViTs, we use the same training scheme as used in Wightman [Wig19].
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Note that we use the same (basic) data-augmentation techniques for both ResNets
and ViTs. Specifically, we only use random resized crop and random horizontal flip (no
RandAug, CutMix, MixUp, etc.).

We attach all our model weights to the submission.

Models trained with missingness augmentations. In Sections 5.2 and 5.3, we also con-
sider models that were augmented with missingness approximations during training
(inspired by ROAR [HEK+18], see Appendix E.6 for further discussion). We retrain our
models by randomly removing 50% of the patches (by blacking out for ResNet and drop-
ping the respective tokens for ViT). The other training hyperparameters are maintained
the same as the standard models above.

Infrastructure and computational time. For ImageNet, we train our models on 4 V100
GPUs each, and training took around 12 hours for ResNet-18 and ViT-T, and around 20
hours for ResNet-50 and ViT-S.

For CIFAR-10, we fine-tune pretrained ViTs and ResNets on a single V100 GPU. Fine-
tuning ViT-T and ResNet-18 took around 1 hours, and fine-tuning ViT-S and ResNet-50
took around 1.5 hours.

All of our analysis can be run on a single 1080Ti GPU, where the time for one forward
pass with batch size of 128 is reported in Table E.2.

Table E.2: A collection of neural network architectures we use in this chapter.

Architecture ViT-T ResNet-18 ViT-S ResNet-50
Inference time (sec) 0.031± 0.018 0.033± 0.013 0.041± 0.016 0.039± 0.015

E.1.3 Experimental Details for Section 5.2

For the experiments in Section 5.2, we iteratively remove subregions from the input. In this
chapter, we consider removing 16 × 16 patches: we black out patches for the ResNet-50
and drop the corresponding token for the ViT-S. We consider other patch sizes as well as
superpixels in Appendix E.3.

We consider removing patches in three orders: random, most salient, and least salient.
We use saliency as a rough heuristic for relevance to the image (typically, more salient
regions tend to be in the foreground and less salient regions in the background). For
all models, we determine the salience of an image subregion as the mean value of that

214



subregion for a standard ResNet-50’s saliency map (the order of patches removed is thus
the same for both the ResNet and the ViT).

E.1.4 Experimental Details for Section 5.3

Overview on LIME. Local interpretable model-agnostic explanations (LIME) [RSG16b]
is a common method for feature attribution. Specifically, LIME proceeds by generating
perturbations of the image, where in each perturbation the subregions are randomly turned
on or off. For ResNets, we turn off subregions by masking them with some baseline color,
while for ViTs we drop the associated tokens. After evaluating these perturbations with
the model, we fit classifier using Ridge Regression to predict the value of the logit of the
original predicted class given the presence of each subregion. The LIME explanation is
then the weight of each subregion in the ridge classifier (these are often referred to as LIME
scores). We perform LIME with 1000 perturbations, and include an implementation of
LIME in our attached code.

Implementation details for LIME consistency plots. For the experiment in Figure 5.8,
we evaluate LIME using 8 different baseline colors (the colors are generated by setting
the R, G, and B values as either 0 or 1). Then, for each pair of colors, we measure the
similarity of their top-k feature sets according to their LIME scores for varying k (using
Jaccard similarity) averaged over 10,000 examples. We plot the average over the 28 pairs
of colors.
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E.2 Implementing missingness by dropping tokens in vi-

sion transformers

As described in Section 5.1.2, the token-centric nature of vision transformers enables a
more natural implementation of missingness: simply drop the tokens that correspond to
the removed image subregions. In this section, we provide a more detailed description of
dropping tokens, as well as a few implementation considerations.

Recall that a ViT has two stages when processing an input image x.

• Tokenization: x is split into 16× 16 patches and positionally encoded into tokens.

• Self-Attention: The set of tokens is passed through several self-attention layers and
produces a class label.

After the initial tokenization step, the self-attention layers of the transformer deal
solely with sets of tokens, rather than a constructed image. This set is not constrained to
a specific size. Thus, after the patches have all be tokenized, we can remove the tokens
that correspond to removed regions of the input before passing the reduced set to the
self-attention layers. The remaining tokens retain their original positional encodings.

Our attached code includes an implementation of the vision transformer which takes in
an optional argument of the indices of tokens to drop. Our implementation can also handle
varying token lengths in a batch (we use dummy tokens and then mask the self-attention
layers appropriately).

Dropping tokens for superpixels and other patch sizes In the main body of this chapter,
we deal with 16 × 16 image subregions, which aligns nicely with the tokenization of
vision transformers. In Appendix E.3, we consider other patch sizes that do not align
along the token boundaries, as well as irregularly shaped superpixels. In these cases, we
conservatively drop the token if any portion of the token was supposed to be removed
(we thus remove a slightly larger subregion).
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E.3 Additional experiments (Section 5.2)

E.3.1 Additional examples of the bias (Similar to Figure 5.2).

In Figure E.1, we display more examples that qualitatively demonstrate the missingness
bias.

ViT-S: daddy long legs 
ResNet-50: daddy long legs

ViT-S: daddy long legs 
ResNet-50: crossword

ViT-S: daddy long legs 
ResNet-50: chainlink

ViT-S: flatworm 
ResNet-50: flatworm

ViT-S: flatworm 
ResNet-50: crossword

ViT-S: flatworm 
ResNet-50: jigsaw puzzle

ViT-S: catamaran 
ResNet-50: schooner

ViT-S: catamaran 
ResNet-50: crossword

ViT-S: catamaran 
ResNet-50: wing

ViT-S: volcano 
ResNet-50: volcano

ViT-S: volcano 
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Figure E.1: Further examples of removing 75 16 × 16 patches from ImageNet images. The
images are blacked out for ResNet-50, and the corresponding tokens are dropped for ViT-S.
While ResNet-50 skews toward classes that are unrelated to the remaining image features
(i.e crossword, jigsaw puzzle), the ViT-S either maintains its original prediction or predicts
a reasonable label given remaining image features.
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E.3.2 Bias for removing patches in various orders

In this section, we display results for the experiments in Section 5.2 where we remove
patches in 1) random order 2) most salient first and 3) least salient first (Figure E.2). We
find that missingness approximations skew the output distribution for ResNets regardless
of what order we remove the patches. Similarly, we find that the ResNet’s predictions flip
rapidly in all three cases (though to varying extents). Finally, the ViT mitigates the impact
of missingness bias in all three cases.
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(a) The shift in the output class distribution after applying missingness approximations in different
orders.
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(b) Degradation in class entropy (left), the fraction of predictions that change (middle), and the
average WordNet similarity if the prediction changes after masking (right) as we remove patches
from the image in different orders.

Figure E.2: Full experiments for removing 16 × 16 patches by blacking out (ResNet-50) or
dropping tokens (ViT-S).
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E.3.3 Results for different architectures

In this section, we repeat the experiments in Section 5.2 with several other training schemes
and types of architectures. Our results parallel our findings in the main body of this chapter.

ViT-T and ResNet-18
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Figure E.3: Bias experiments as in Section 5.2, with a ViT-T and ResNet-18.

ViT-S and Robust ResNet-50

We consider a ViT-S and an L2 adversarially robust ResNet-50 (ϵ = 3).
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Figure E.4: Bias experiments as in Section 5.2, with a ViT-S and a robust ResNet-50.

ViT-S and InceptionV3

We consider a ViT-S and an InceptionV3 ([SVI+16]) model.

ViT-S and VGG-16

We consider a ViT-S and a VGG-16 with BatchNorm ([SZ15]).
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Figure E.5: Bias experiments as in Section 5.2, with a ViT-S and InceptionV3.
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Figure E.6: Bias experiments as in Section 5.2, with a ViT-S and VGG16.

E.3.4 Results for different missingness approximations

In this section, we consider missingness approximations other than blacking out pixels. In
Figure E.7, we use three baselines: a) the mean RGB value of the dataset, b) a randomly
selected baseline color for each image, and c) a randomly selected color for each pixel
[SLL20; STY17]. Since we drop tokens for the vision transformers, changing the baseline
color does not change the behavior for the ViTs. Our findings in the main body of this
chapter for blacking out patches closely mirror the findings for other baselines.

We also consider blurring the removed features, as suggested in [FV17]. We use a
gaussian blur with kernel size 21 and σ = 10. Examples of blurred images can be found
in Figure E.8a. Unlike the previous missingness approximations, this method does not fully
remove subregions of the input; thus, blurring the pixels can still leak information from the
removed regions, which can then influence the model’s prediction. Indeed, we find that,
by visual inspection, we can still roughly distinguish the label of images that are entirely
blurred (as in Figure E.8a).

For completeness, we repeat the experiments in Section 5.2 using the blurred image
as the missingness approximation (Figure E.8b). We find that ResNets still experience
missingness bias, though the bias is reduced compared to using an image-independent
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(a) Using the mean ImageNet RGB value for the baseline color
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(b) Picking a random baseline color for each image.
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(c) Picking a random baseline color for each pixel.

Figure E.7: Using different baseline colors for masking pixels.
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(a) Examples of blurring ImageNet images.
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(b) Repeating the experiments in Section 5.2 using the blurred ImageNet image.

Figure E.8: Using the blurred image for the missingness approximation.

baseline color.

E.3.5 Using differently sized patches

In the main body of this chapter, we consider image subregions of 16× 16. In this section,
we consider subregions of other patch size: 14× 14, 28× 28, 32× 32, and 56× 56. As
mentioned in Appendix Section E.2, when dropping tokens for the ViT, we conservatively
drop the token if any part of the corresponding image subregion is being removed. Thus,
the ViT removes slightly more area than the ResNet for patch sizes that are not multiples
of 16. We find that the ResNet is impacted by missingness bias regardless of the patch size,
though the effects of the bias is reduced for very large patch sizes (see Figure E.9).
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(a) 8× 8 patches

0 100 200
Number of Patches Removed

0

1

2

3

4

5

6

7

Cl
as

s E
nt

ro
py

Class Entropy Degradation

0 100 200
Number of Patches Removed

0.0

0.2

0.4

0.6

0.8

1.0
Fr

ac
tio

n 
of

 L
ab

el
s U

nc
ha

ng
ed

Accuracy Degradation

0 100 200
Number of Patches Removed

0.4

0.5

0.6

0.7

0.8

W
uP

 S
im

 F
ro

m
 O

rig
in

al
 P

re
di

ct
io

n

WordNet Similarity to Original Prediction

ResNet-50
ViT-S
 
Random Order
Most Salient First
Least Salient First

(b) 14× 14 patches
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(c) 28× 28 patches
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(d) 32× 32 patches
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(e) 56× 56 patches

Figure E.9: Using different patch sizes for masking pixels.
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E.3.6 Using superpixels instead of patches

Thus far, we have used square patches. What if we instead use superpixels? In this
section, we compute the SLIC segmentation of superpixels [ASS+10]. In order to keep
the superpixels roughly the same size (and of a more similar size as the patches in this
chapter), we consider the images having more than 130 superpixels. We display examples
of the superpixels in Figure E.10a.

We then repeat our experiments from Section 5.2, and analyze our models’ predictions
after removing 50 superpixels in different orders (blacking out for ResNets and dropping
tokens for ViTs). As described in Section E.2, we conservatively drop all tokens for ViTs that
contain any pixels that should have been removed. We find that ResNets are significantly
impacted by missingness bias when masking out superpixels. As in the case of patches,
dropping tokens through the ViT substantially mitigates the missingness bias.

(a) Examples of superpixel segmentations.
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(b) Measuring the impact of removing superpixels through missingness approximations.

Figure E.10: Using SLIC superpixels instead of patches.

E.3.7 Comparison of dropping tokens vs blacking out pixels for ViTs

We compare the effect of implementing missingness by dropping tokens to simply blacking
out pixels for ViTs. Figure E.11, shows a condensed version of the experiments we did
previously in this section, but now including an additional baseline which is a ViT-S
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with blacking out pixels instead of dropping tokens. We find that using either of the
ViTs instead of the ResNet significantly mitigates missingness bias on all three metrics.
However, dropping tokens for ViTs mitigates missingness bias more effectively than simply
blacking out pixels.
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Figure E.11: We compare dropping tokens vs blacking out pixels for ViTs.

E.4 Additional experiments (Section 5.3)

E.4.1 Examples of LIME

In this section, we display further examples of LIME explanations for ViT-S, ResNet-50,
and a ResNet-50 retrained with missingness augmentations (Figure E.12). As we explain
in Section 5.3, LIME relies heavily on the notion of missingness, and can be subject to
missingness bias. We note that the ViT-S and retrained ResNets qualitatively have more
human-aligned LIME explanations (by highlighting patches in the foreground over patches
in the background) compared to a standard ResNet. While human-alignment does not a
guarantee that the LIME explanation is good (the model might be relying on non-aligned
features), we do see a substantial difference in the explanations of models robust to the
missingness bias (ViTs and retrained ResNet) and models suffering from this bias (standard
ResNet).
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Figure E.12: Examples of LIME explanations.
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E.4.2 Top-k ablation test with superpixels.

We repeat the top-k ablation test in Section 5.3, using superpixels instead of patches (Figure
E.13). The setup for superpixels is that same as that described in Appendix E.3.6. After
generating LIME explanations for a ViT and ResNet-50, we evaluate these explanations
using the top-k ablation test. As we found for 16× 16 patches, the explanations when
evaluating with a ResNet are less distinguishable than when evaluating for a ViT: even
masking features according to the random explanations rapidly flips the predictions. We
do find that masking random superpixels seems to have a greater effect on ViTs than
masking random 16 × 16 patches: this is likely because the superpixels are on average
larger.
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Figure E.13: Top K ablation test using superpixels instead of patches.

E.4.3 Effects of Missingness Bias on Learned Masks

In this section, we consider a different model debugging method ([FV17]) which also relies
on missingness. In this method, a minimal mask is directly optimized for each image. We
implement this method at the granularity of 16× 16 patches.

Model Debugging through a learned mask ([FV17]) Specifically x be the input image,
M be the model, c be the model’s original prediction on x, and b be a baseline image
(in our case, blacked out pixels). The method optimizes for m, a 14× 14 grid of weights
between 0 and 1 which assigns importance to each patch. We define the perturbation via
m as a linear combination of the input image and the baseline image for each patch (plus
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some normally distributed noise ϵ):

f (x, m) = x ∗ upsample(m) + b ∗ (1− upsample(m)) + ϵ

Then the optimal m̂ is computed as:

m̂ = arg min
m

λ1||1−m||1 + λ2||m||
β
TV + [M( f (x, m))]c

with λ1 = 0.01, λ2 = 0.2, β = 3, ϵ ∼ N (0, 0.04).
The optimal m is computed through backpropagation, and can then be treated as a

model explanation. Parameters and implementation were adapted from the implementa-
tion at https://github.com/jacobgil/pytorch-explain-black-box.

Assessing the impact of missingness bias. Since m must be backpropagated, we cannot
leverage the drop tokens method for ViTs (which would require m for each patch to be
either 0 or 1). However, we generate explanations for the ResNet-50 in order to examine
the impact of missingness bias. As in Section 5.3, we evaluate the explanation generated by
this method alongside a random baseline and the LIME explanation for that ResNet using
the top-K ablation test (Figure E.14). As is the case for the LIME explanations, missingness
bias renders the explanations generated by this method indistinguishable from random.
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(a) Top-K ablation test (b) Examples of the generated ex-
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Figure E.14: (a) Top K ablation test evaluated on a ResNet-50. We evaluate explanations
generated by LIME, [FV17], and a random baseline. Due to missingness bias, the ex-
planations are indistinguishable from random (b) Examples of explanations generated
by [FV17].
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E.5 Other Datasets

While this chapter largely focuses on ImageNet, we include here a few results on other
datasets.

E.5.1 MS-COCO

MS-COCO ([LMB+14]) is an object recognition dataset with 80 object recognition categories
that provides bounding box annotations for each object. We consider the multi-label task
of object tagging, where the model predicts whether each object class is present in the
dataset. We train object tagging models using a ResNet-50 and ViT-S, with an Asymmetric
Loss as in [BRZ+20]. An object is predicted as “present” if the outputted logit is above
some threshold.

We study the setting of removing people from images using missingness. In particular,
we seek to remove the image regions contained inside a “person” bounding box that is not
contained in a bounding box for another non-person object. Examples of removing people
from the image can be found in Figure E.15. We then seek to check whether removing the
person affected the model predictions for other, non-person object classes.

Specifically, we consider the 21,634 images in the MS-COCO validation set that contain
people. For each image, we evaluate our model on the original image and the image
with the person removed (blacking out for the ResNet-50 and dropping the token for the
ViT). Then, to measure the consistency of the non-person predictions, we compute the
Jaccard similarity for the set of predicted objects (excluding the person class) before and
after masking. We plot the average similarity over all the images for different prediction
thresholds in Figure E.15.

We find that the ViT more consistently maintains the predictions of the non-person
object classes when masking out people. In contrast, masking out people for the ResNet is
more likely to change the predictions for other object classes.

E.5.2 CIFAR-10

We consider the setting of CIFAR-10 ([Kri09]). Specifically, we train a ResNet-50 and a ViT-S
on the CIFAR-10 dataset upsampled to 224x224 pixels. We start training from the ImageNet
checkpoints used throughout this chapter. This step is necessary for ensuring high accuracy
when training ViTs on CIFAR-10 ([TCD+20]). We then consider how randomly removing
16x16 patches from the upsampled CIFAR images changes the prediction. Similarly to
the case of ImageNet, we find that the ResNet-50 more rapidly changes its prediction as
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Figure E.15: (a) Average Jaccard similarity of the set of non-person predictions before
and after removing all people from the image. We plot over prediction thresholds for the
tagging task. (b) Examples of removing people from MS-COCO images.
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Figure E.16: We plot the fraction of images where the prediction does not change as image
regions are removed for the CIFAR-10 dataset.

random parts of the image are masked, while the ViT-S maintains its prediction even as
large parts of the image are removed.
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E.6 Relationship to ROAR

Here, we present more details about the ROAR experiment of Section 5.2.

E.6.1 Overview on ROAR

Evaluating feature attribution methods requires the ability to remove features from the
input to assess how important these features are to the model’s predictions. To do so
properly, Hooker et al. [HEK+18] argue that re-training (with removing pixels) is required
so that images with removed features stay in-distribution. Their argument holds since
machine learning models typically assume that the train and the test data comes from a
similar distribution.

So, they propose RemOve and Retrain (ROAR) where new models (of the exact same
architecture) are retrained such that random pixels are blacked out during training. The
intuition is that this way, removing pixels do not render images out-of-distribution. Overall,
they were able to better assess how much removing information from the image affects the
predictions of the model using those retrained surrogate models.

The authors of ROAR list several downsides for their approach though. In particular,
retraining models can be computationally expensive. More pressingly, the retrained model
is not the same model that they analyze, but instead a surrogate with a substantially
different training procedure: any feature attribution or model debugging result inferred
from the retrained model might not hold for the original model. Given these downsides, is
retraining always necessary?

E.6.2 ViTs do not require retraining

Here, we show that retraining is not always necessary: indeed for ViTs, we do not need
to retraining to be able to properly evaluate feature attribution methods. While ROAR in
[HEK+18] dealt with blacking out features on a per-pixel level, we adapt their approach
for masking out larger contiguous regions (like patches). If we apply missingness approxi-
mations during training as in ROAR, missingness approximations are now in-distribution,
and thus would likely mitigate the observed biases.

We retrain a ResNet-50 and a ViT-S by randomly removing 50% of patches during
training (through blacking out pixels for the ResNet-50 and dropping tokens for the ViT-
S). Our goal is to compare the behavior of each model to its retrained counterpart. If
retraining does not change the model’s behavior when missingness approximations are
applied, retraining would be unnecessary, and we can instead confidently use the original
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model. In Figure 5.5, we measure the fraction of images where the model changes its
prediction as we remove image features for both the standard and retrained models. We
find that, while there is a significant gap in behavior between the standard and retrained
CNNs, the standard and retrained ViTs behave largely the same..

This result indicates that, while retraining is important when analyzing CNNs, it is
unnecessary for ViTs: we can instead intervene on the original model. We thus avoid the
expense of training the augmented models, and can perform feature attribution on the
actual model instead of a proxy.
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Appendix F

Additional details for Chapter 6

F.1 Experiment dashboard

Figure F.1: The 3DB dashboard used for data exploration.
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Since experiments usually produce large amounts of data that can be hard to get a
sense of, we created a data visualization dashboard. Given a folder containing the JSON
logs of a job, it offers a user interface to explore the influence of the controls.

For each parameter of each control, we can pick one out three mode:

• Heat map axis: This control will be used as the x or y axis of the heat map. Exactly
two controls should be assigned to this mode to enable the visualization. Hovering
on cells of the heat map will filter all samples falling in that region.

• Slider: This mode enables a slider that is used to only select the samples that match
exactly this particular value.

• Aggregate: do not filter samples based on this parameter

F.2 iPhone app

We developed a native iOS app to help align objects in the physical experiment (Section
6.3). The app allows the user to enter one or more rendering IDs (corresponding to scenes
rendered by 3DB); the app then brings up a camera with a translucent overlay of either the
scene or an edge-filtered version of the scene (cf. Figure F.2). We used the app to align the
physical object and environment with their intended place in the rendered scene. The app
connects to the same backend serving the experiment dashboard.

F.3 Controls

3DB takes an object-centric perspective, where an object of interest is spawned on a desired
background. The scene mainly consists of the object and a camera. The controls in our
pipeline affect this interplay between the scene components through various combinations
of properties, which subsequently creates a wide variety of rendered images. The controls
are implemented using the Blender Python API ‘bpy’ that exposes an easy to use framework
for controlling Blender. ‘bpy’ primarily exposes a scene context variable, which contains
references to the properties of the components such as objects and the camera; thus
allowing for easy modification.

3DB comes with several predefined controls that are ready to use (see https://3db.

github.io/3db/). Nevertheless, users are able (and encouraged) to implement custom
controls for their use-cases.
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Figure F.2: A screenshot of the iOS app used to align objects for the physical-world
experiment. After starting the dashboard server, the user can specify the server location
as well as a set of rendering IDs. The corresponding renderings will be displayed over a
camera view, allowing the user to correctly position the object in the frame. The user can
adjust the object transparency, and can toggle between overlaying the full rendering and
overlaying just the edges (shown here).
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F.4 Additional experiments details

We refer the reader to our package https://github.com/3db/3db for all source code, 3D
models, HDRIs, and config files used in the experiments of this chapter.

For all experiments we used the pre-trained ImageNet ResNet-18 included in torchvision.
In this section we will describe, for each experiment the specific 3D-models and environ-
ments used by 3DB to generate the results.

(a) Synthetic (b) Real picture (iPhone 12 Pro)

Figure F.3: Studio used for the real-world experiments (Section 6.3).

F.4.1 Sensitivity to image backgrounds (Section 6.2.1)

Analysing a subset of backgrdounds

Models: We collected 19 3D-models in total. On top of the models shown on figure F.6,
we used models for: (1) an orange, (2) two different toy power drills, (3) a baseball ball,
(4) a tennis ball, (5) a golf ball, (6) a running shoe, (7) a sandal and (8) a toy gun. Some
of these models are from YCB [CWS+15] and the rest are purchased from amazon.com and
then put through a 3D scanner to get corresponding meshes.

Environments: We sourced 20 2k HDRI from the website https://hdrihaven.com. In
particular we used: abandoned_workshop, adams_place_bridge, altanka, aristea_wreck,

bush_restaurant, cabin, derelict_overpass,
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dusseldorf_bridge, factory_yard, gray_pier, greenwich_park_03,

kiara_7_late-afternoon, kloppenheim_06, rathaus, roofless_ruins, secluded_beach,

small_hangar_02, stadium_01, studio_small_02, studio_small_04.

Analyzing all backgrounds with the “coffee mug” model.

Models: We used a single model: the coffee mug, in order to keep computational re-
sources under control.

Environments: We used 408 HDRIs from https://hdrihaven.com/ with a 2K resolution.

F.4.2 Texture-shape bias (section 6.2.2)

Textures: To replace the original materials, we collected 7 textures on the internet and we
modified them to make them seamlessly tilable. These textures are shown on Figure F.6.

Models: We used all models that are shown on Figure F.6.

Environments: We used the virtual studio environment (Figure F.3).

F.4.3 Orientation and scale dependence (Section 6.2.3)

We use the same models and environments that are used in Appendix F.4.1.

F.4.4 3D models heatmaps (Figure 6.12)

Models: For this experiment we used the set of models shown on Figure F.6.

Environments: We used the virtual studio environment (see Figure F.3).

F.4.5 Case study: using 3DB to dive deeper (Section 6.2.4)

Models: We only used the mug since this experiment is mug specific.

Environments: We used the sudio set shown on Figure F.3.
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F.4.6 Physical realism (Section 6.3)

Real-world pictures: All images were taken with an handheld Apple iPhone 12 Pro. To
help us align the shots we used the application described in appendix F.2.

Models: We used the models shown in Figure 6.15.

Environments: The environment shown on Figure F.3 was especially designed for this
experiment. The goal was to have an environment that matches our studio as closely as
possible. The geometry and materials were carefully reproduced using reference pictures.
The lighting was reproduce through a high resolution HDRI map.
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F.5 Omitted figures

1.00 0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00
Heading

0.2

0.4

0.6

0.8

1.0

Re
la

tiv
e 

ac
cu

ra
cy

Other objects Spherical objects

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75
Tilt (cosine distance with z axis)

0.2

0.4

0.6

0.8

1.0

1.2

Re
la

tiv
e 

ac
cu

ra
cy

Other objects Spherical objects

0.8 1.0 1.2 1.4 1.6 1.8 2.0
Zoom factor

0.80

0.85

0.90

0.95

1.00

Re
la

tiv
e 

ac
cu

ra
cy

Figure F.4: Additional plots to Figure 6.13. We plot the distribution of model accuracy as a
function of object heading (top), tilt (middle) and zoom (bottom), aggregated over variations
in controls. For heading and tilt, we separately evaluate accuracy for (non-)spherical
objects. Notice how the performance of the model degrades for non-spherical objects as
the heading/tilt changes, but not for spherical objects. Also notice how the performance
depends on the zoom level of the camera (how large the object is in the frame).

(a) Sample of the images rendered for
the experiment presented in section
6.2.4.

Coffee

Water Milk
Influence on model prediction:

Bucket, pail Coffee mug Cup OR Pill bottle

(b) Un-normalized version of Figure 6.14-(b).

Figure F.5: Additional illustration for the mug liquid experiment of Figure 6.14. This figure
shows the correlation of the liquid mixture in the mug on the prediction of the model,
averaged over random viewpoints
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Figure F.6: Additional examples of the experiment in Figure 6.11. Distribution of classifier
predictions after the texture of the 3D object model is altered. In the top rows, we visualize
the most frequently predicted classes for each texture (averaged over all objects). In the
bottom rows, we visualize the most frequently predicted classes for each object (averaged
over all textures). We find that the model tends to predict based on the texture more often
than based on the object.
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Appendix G

Additional details for Chapter 7

G.1 Experimental Setup

G.1.1 ImageNet Models

In this chapter, we train a number of ImageNet models and transfer them to various
datasets in Sections 7.2 and 7.4. We mainly use the ResNet-18 architecture all over the
chapter. However, we study bias transfers using various architectures in Appendix G.1.4.
We use PyTorch’s official implementation for these architectures, which can be found here
https://pytorch.org/vision/stable/models.html.

Training details. We train our ImageNet models from scratch using SGD by minimizing
the standard cross-entropy loss. We train for 16 epochs using a Cyclic learning rate schedule
with an initial learning rate of 0.5 and learning rate peak epoch of 2. We use momentum
of 0.9, batch size of 1024, and weight decay of 5e−4. We use standard data-augmentation:
RandomResizedCrop and RandomHorizontalFlip during training, and RandomResizedCrop
during testing. Our implementation and configuration files are available in the attached
code.

G.1.2 Transfer details from ImageNet to downstream image classifica-

tion

Transfer datasets. We use the image classification tasks that are used in [SIE+20; KSL19],
which have various sizes and number of classes. When evaluating the performance of
models on each of these datasets, we report the Top-1 accuracy for balanced datasets and
the Mean Per-Class accuracy for the unbalanced datasets. See Table G.1 for the details of
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these datasets. For each dataset, we consider two transfer learning settings: fixed-feature
and full-network transfer learning which we describe below.

Table G.1: Image classification benchmarks used in this chapter. Accuracy metric is the
metric we report for each of the dataset across the chapter. Some datasets are imbalanced,
so we report Mean Per-Class accuracy for those. For the rest, we report Top-1 accuracy.

Dataset Size (Train/Test) Classes Accuracy Metric

Birdsnap [BLW+14] 32,677/8,171 500 Top-1
Caltech-101 [FFP04] 3,030/5,647 101 Mean Per-Class
Caltech-256 [GHP07] 15,420/15,187 257 Mean Per-Class
CIFAR-10 [Kri09] 50,000/10,000 10 Top-1
CIFAR-100 [Kri09] 50,000/10,000 100 Top-1
FGVC Aircraft [MRK+13] 6,667/3,333 100 Mean Per-Class
Food-101 [BGV14] 75,750/25,250 101 Top-1
Oxford 102 Flowers [NZ08] 2,040/6,149 102 Mean Per-Class
Oxford-IIIT Pets [PVZ+12] 3,680/3,669 37 Mean Per-Class
SUN397 [XHE+10] 19,850/19,850 397 Top-1
Stanford Cars [KDS+13] 8,144/8,041 196 Top-1

Fixed-feature transfer. For this setting, we freeze the layers of the ImageNet source
model1, except for the last layer, which we replace with a random initialized linear layer
whose output matches the number of classes in the transfer dataset. We now train only
this new layer for using SGD, with a batch size of 1024 using cyclic learning rate. For more
details and hyperparameter for each dataset, please see config files in the attached code.

Full-network transfer. For this setting, we do not freeze any of the layers of the Ima-
geNet source model, and all the model weights are updated. We follow the exact same
hyperparameters as the fixed-feature setting.

G.1.3 Compute and training time

Throughout this chapter, we use the FFCV data-loading library to train models fast
[LIE+22]. Using FFCV, we can train an ImageNet model, for example, in around 1 hr
only on a single V100 GPU. Our experiments were conducted on a GPU cluster containing
A100 and V100 GPUs.

1We do not freeze the batch norm statistics, but only the weights of the model similar to [SIE+20].
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G.1.4 Varying architectures

In this section, we study whether bias transfers when applying transfer learning using
various architectures. We conduct the basic experiment of Section 7.2 on several standard
architectures from the PyTorch’s Torchvision2.

As in Section 7.2, we train two versions of each architecture: one on a clean ImageNet
dataset, and another on a modified ImageNet dataset containing a backdoor. We use the
same hyperparameters as the rest of the chapter, except for the batch size, which we set to
512 instead of 1024. The reason we lower the batch size is to fit these models in memory
on a single A100 GPU.

Now, we transfer each of these models to a clean CIFAR-10 dataset, and test if the
backdoor attack transfers. Similar to the results of this chapter, we notice that backdoor
attack indeed transfers in the fixed-feature setting. We note however that for the full-
network setting, all architectures other than ResNet-18 (which we use in the rest of the
chapter) seem to be more robust to the backdoor attack.
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(a) CIFAR-10 Fixed-feature

mobilenet_v2 resnet18 resnet50 resnext50_32x4d shufflenet_v2_x1_0
Architecture

0

20

40

60

80

100

AS
R

 (%
)

Source Dataset
Unbiased
Biased

(b) CIFAR-10 Full-network

Figure G.1: Backdoor attack (bias) consistently transfers in the fixed-feature setting across
various architectures. However, this happens to a lesser degree in the full-network transfer
setting.

2These models can be found here https://pytorch.org/vision/stable/models.html
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Figure G.2: As weight decay increases, the ASR decreases which means bias transfers less
across various datasets. We increase weight decay until the clean accuracy on the target
dataset significantly deteriorates (see Figure G.3). Error regions correspond to standard
deviation over five random trials.

G.1.5 The effect of weight decay in full-network transfer learning

As mentioned in Section 7.2.2, we found weight decay to have a significant impact on
bias transfer in the full-network transfer learning setting. In particular, increasing weight
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Figure G.3: The clean accuracies corresponding to the weight-decay experiment. We
increase weight decay as long as the clean accuracy on the target dataset is roughly the
same. Error regions (very small) correspond to standard deviation over five random trials.

decay reduces bias transfer. Here, we present a formal explanation of why this happens by
studying this within the logistic regression example we presented in Section 7.1. Recall
that, following the setup in Section 7.1, if we transfer a pretrained linear classifier wsrc to a
target dataset {(xi, yi)}, wsrc is preserved in all directions orthogonal to the span of the xi.
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Now what happens if we add ℓ2 regularization (i.e., weight decay) to the logistic
regression problem? As can be easily checked, the gradient updated of the logistic loss
now becomes

∇ℓw(xi, yi) = (σ(w⊤xi)− yi) · xi + λw, (G.1)

= (σ(w⊤S xi)− yi) · xi + λ(wS + wS′)

where λ is the regularization strength, wS and wS′ are the projections of w on the span
of the target datapoints xi’s, denoted S, and on its complementary subspace, denoted
S′. This gradient, as before, restricts the space of updates to those in S. However due to
regularization, this gradient drives wS′ to zero. Therefore, any planted bias in S′ disappears
as this subspace collapses to zero with regularization.

Indeed, we observe in practice that as we increase weight decay in the full-network
transfer learning regime, bias transfer decreases over various downstream tasks as shown
in Figure G.2. On the other hand, we find that weight decay does not reduce bias transfer
in the fixed feature transfer learning regime, where the weights of the pretrained model
are frozen.

G.1.6 Clean accuracies for experiments of Section 7.2

In Figure G.4, we report the clean accuracies of the transferred models that we use Sec-
tion 7.2 on various target datasets. Note how the accuracies of both models pretrained in
biased and unbiased source models, for both fixed-feature and full-network settings, are
roughly the same. So the discrepancy in ASR reported in this chapter is solely due to bias
transfer.

G.1.7 Comparison with models trained from scratch (Additional results

to Section 7.2)

In this section, we add an extra baseline to Figure 7.3a where we train models from scratch
on the various target datasets to check if the yellow square bias already exists in these
datasets. In Figure G.5a, we plot the accuracies of all the models across all target tasks.
Note that since there is a significant difference between the accuracies of the models
trained from scratch and those finetuned, ASR is no longer an informative metric to
capture the existence of bias. Thus, we measure the change in accuracy after adding the
backdoor trigger and report the results in Figure G.5b. Indeed, the addition of the yellow
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(a) Fixed-feature transfer learning accuracies.

aircraft birdsnap caltech101 caltech256 cifar10 cifar100 flowers food pets stanford_cars sun397
Target Dataset

0

20

40

60

80

100

C
le

an
 A

cc
ur

ac
y 

(%
) Source Dataset

Unbiased
Biased

(b) Full-network transfer learning accuracies.

Figure G.4: Clean accuracies of the fixed-feature and full-network experiments of Sec-
tion 7.2.

square trigger do not significantly change the accuracy of the models trained from scratch
reflecting no existing bias in the target datasets.
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(a) Full-network transfer learning accuracies.
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(b) Full-network transfer learning change in accuracy after adding the backdoor
trigger.

Figure G.5: Additional baseline ("Scratch") for the experiment of Figure 7.3a.
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G.1.8 MS-COCO

In this section, we provide experimental details for the experiment on MS-COCO in
Section 7.3.1. We consider the binary task of predicting cats from dogs, where there is a
strong correlation between dogs and the presence of people.

Dataset construction. We create two source datasets which are described in Table G.2.

Table G.2: The synthetic datasets we create from MS-COCO for the experiment in Sec-
tion 7.3.1.

Class: Cat Class: Dog
Dataset With People Without People With People Without People

Non-Spurious 0 1000 0 100
Spurious 1000 4000 4000 1000

We then fine-tune models trained on the above source datasets on new images of cats
and dogs without people (485 each). We use the cats and dogs from the MS-COCO test set
for evaluation.

Experimental details. We train a ResNet-18 with resolution 224× 224. We use SGD with
momentum, and a Cyclic learning rate. We use the following hyperparameters shown in
Table G.3:

Table G.3: Hyperparameters used for training on the MS-COCO dataset.

Hyperparameter Value for pre-training Value for fine-tuning

Batch Size 256 256
Epochs 25 25

LR 0.01 0.005
Momentum 0.9 0.9

Weight Decay 0.00005 0.00005
Peak Epoch 2 2

G.1.9 CelebA

In this section, we provide experimental details for the CelebA experiments in Section 7.3.2.
Here, the task was to distinguish old from young faces, in the presence of a spurious
correlation with gender in the source dataset.
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Dataset construction. We create two source datasets shown in Table G.4:

Table G.4: The synthetic source datasets we create from CelebA for the experiment in
Section 7.3.2.

Class: Young Class: Old
Dataset Male Female Male Female

Non-Spurious 2500 2500 2500 2500
Spurious 1000 4000 4000 1000

Due to imbalances in the spurious dataset, the model trained on this dataset struggles
on faces of young males and old females. We then fine-tune the source models on the
following target datasets (see Table G.5), the images of which are disjoint from that in the
source dataset.

Table G.5: The synthetic target datasets we create from CelebA for the experiment in
Section 7.3.2.

Class: Young Class: Old
Dataset Male Female Male Female

Only Women 0 5000 0 5000
80% Women|20% Men 1000 4000 1000 4000
50% Women|50% Men 2500 2500 2500 2500

Due to space constraints, we plotted the results of fixed-feature transfer setting on Only
Women and 80% Women|20% Men in the main body of this chapter. Below, we display the
results for fixed-feature and full-network transfer settings on all 3 target datasets.

Experimental details. We train a ResNet-18 with resolution 224× 224. We use SGD with
momentum, and a cyclic learning rate. We use the following hyperparameters shown in
Table G.6:

Table G.6: Hyperparameters used for training on the CelebA datasets.

Batch Size Epochs LR Momentum Weight Decay Peak Epoch

1024 20 0.05 0.9 0.01 5

Results. We find that in both the fixed-feature and full-network transfer settings, the
gender correlation transfers from the source model to the transfer model, even though
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the target task is itself gender balanced as shown in Figure G.6. As the proportion of
men and women in the target dataset change, the model is either more sensitive to the
presence of women, or more sensitive to the presence of men. In all cases, however, the
model transferred from the spurious backbone is more sensitive to gender than a model
transferred from the non-spurious backbone.
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(b) Fixed-Feature transfer.
Target Dataset: Only Women
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(d) Fixed-Feature transfer.
Target Dataset: 50% Women,
50% Men

Young Old
Class

40

20

0

20

40

Ac
c(

m
al

e)
 - 

Ac
c(

fe
m

al
e)

 (%
) Source Dataset

Unbiased
Biased

(e) Full-network transfer. Tar-
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(f) Full-network transfer. Tar-
get Dataset: 80% Women, 20%
Men

Young Old
Class

40

20

0

20

40

Ac
c(

m
al

e)
 - 

Ac
c(

fe
m

al
e)

 (%
) Source Dataset

Unbiased
Biased

(g) Full-network transfer. Tar-
get Dataset: 50% Women, 50%
Men

Figure G.6: CelebA Experiment. We consider transfer from a source dataset that spuriously
correlate age with gender — such that old men and young women are overrepresented.
We plot the difference in accuracies between male and female examples, and find that the
model transferred from a spurious backbone is sensitive to gender, even though the target
dataset was itself gender balanced.

250



G.2 ImageNet Biases

G.2.1 Chainlink fence bias.

In this section we show the results for the “chainlink fence” bias transfer. We first demon-
strate in Figure G.7 that the “chainlink fence” bias actually exists in ImageNet. Then
in Figures G.8, G.9, G.10, and G.11, we show the output distribution—after applying a
chainlink fence intervention—of models trained on various datasets either from scratch, or
by transferring from the ImageNet model. The from-scratch models are not affected by
the chainlink fence intervention, while the ones learned via transfer have highly skewed
output distributions.

(a) Example images from the “chainlink fence” class in ImageNet.

0 200 400 600 800 1000
Class ID

102

103

Fr
eq

ue
nc

y

Output Distribution
With Intervention
Standard

ImageNet Classes (sorted by frequency)
0

2000

4000

6000

Fr
eq

ue
nc

y

Top Predicted Classes (with intervention)
Chainlink Fence
Other classes

(b) Shift in ImageNet predicted class distribution after adding a “chainlink fence” intervention,
establishing that the bias holds for the source model.

Figure G.7: The chainlink fence bias in ImageNet.

251



(a) Example Birdsnap images after applying the chain-link fence intervention.
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(b) Output distribution of Birdsnap models with a chainlink fence intervention.

Figure G.8: The chainlink fence bias transfers to Birdsnap.

(a) Example Flowers images after applying the chain-link fence intervention.
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(b) Output distribution of Flowers models with a chainlink fence intervention.

Figure G.9: The chainlink fence bias transfers to Flowers.

(a) Example Food images after applying the chain-link fence intervention.
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(b) Output distribution of Food models with a chainlink fence intervention.

Figure G.10: The chainlink fence bias transfers to Food.
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(a) Example SUN397 images after applying the chain-link fence intervention.
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(b) Output distribution of SUN397 models with a chainlink fence intervention.

Figure G.11: The chainlink fence bias transfers to SUN397.
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G.2.2 Hat bias.

In this section we show the results for the “Hat” bias transfer. We first demonstrate
in Figure G.12 that the “Hat” bias actually exists in ImageNet (shifts predictions to the
“Cowboy hat” class). Then in Figure G.13, we show the output distribution—after applying
a hat intervention—of models trained on CIFAR-10 either from scratch, or by transferring
from the ImageNet model. The from-scratch model is not affected by the hat intervention,
while the one learned via transfer have highly skewed output distributions.

(a) ImageNet images from the class “Cowboy hat”.
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(b) ImageNet distribution shift after intervention.

Figure G.12: The hat bias in ImageNet.

(a) Example CIFAR-100 images after applying the “Hat” intervention.
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(b) Output distribution of CIFAR-10 models with the Hat intervention.

Figure G.13: The hat bias transfers to CIFAR-10.
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G.2.3 Tennis ball bias.

In this section we show the results for the “tennis ball” bias transfer. We first demon-
strate in Figure G.14 that the “tennis ball” bias actually exists in ImageNet. Then in
Figures G.15, G.16, G.17, and G.18, we show the output distribution—after applying a
tennis ball intervention—of models trained on various datasets either from scratch, or by
transferring from the ImageNet model. The from-scratch models are not affected by the
tennis ball intervention, while the ones learned via transfer have highly skewed output
distributions.

(a) ImageNet images from the class “tennis ball”.
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(b) ImageNet distribution shift after intervention.

Figure G.14: The tennis ball bias in ImageNet.

(a) Example CIFAR-100 images after applying the “tennis ball” intervention.
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(b) Output distribution of CIFAR-100 models with the tennis ball intervention.

Figure G.15: The tennis ball bias transfers to CIFAR-100.
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(a) Example Aircraft images after applying the “tennis ball” intervention.
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(b) Output distribution of Aircraft models with the tennis ball intervention.

Figure G.16: The tennis ball bias transfers to Aircraft.

(a) Example Birdsnap after applying the “tennis ball” intervention.
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(b) Output distribution of Birdsnap models with the tennis ball intervention.

Figure G.17: The tennis ball bias transfers to Birdsnap.

(a) Example sun397 after applying the “tennis ball” intervention.
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(b) Output distribution of SUN397 models with the tennis ball intervention.

Figure G.18: The tennis ball bias transfers to SUN397.
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Appendix H

Additional details for Chapter 8

H.1 Experimental Setup

H.1.1 ImageNet Models

In this chapter, we train a large number of models on various subsets of ImageNet in order
to estimate the influence of each class of ImageNet on the model’s transfer performance
for multiple downstream tasks. We focus on the ResNet-18 architecture from PyTorch’s
official implementation found here https://pytorch.org/vision/stable/models.html1.

Training details. We fix the training procedure for all of our models. Specifically, we train
our models from scratch using SGD to minimize the standard cross-entropy multi-class
classification loss. We use a batch size of 1024, momentum of 0.9, and weight decay of
5× 10−4. The models are trained for 16 epochs using a Cyclic learning rate schedule
with an initial learning rate of 0.5 and learning rate peak epoch of 2. We use standard
data-augmentation: RandomResizedCrop and RandomHorizontalFlip during training, and
RandomResizedCrop during testing. Our implementation and configuration files are at-
tached to the submission.

H.1.2 ImageNet transfer to classification datasets

Datasets. We consider the transfer image classification tasks that are used in [SIE+20;
KSL19], which vary in size and number of classes. See Table H.1 for the details of these
datasets. We consider two transfer learning settings for each dataset: fixed-feature and
full-network transfer learning.

1Our framework is agnostic to the choice of the model’s architecture.
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Dataset Classes Train Size Test Size

Birdsnap [BLW+14] 500 32,677 8,171
Caltech-101 [FFP04] 101 3,030 5,647
Caltech-256 [GHP07] 257 15,420 15,187
CIFAR-10 [Kri09] 10 50,000 10,000
CIFAR-100 [Kri09] 100 50,000 10,000
FGVC Aircraft [MRK+13] 100 6,667 3,333
Food-101 [BGV14] 101 75,750 25,250
Oxford 102 Flowers [NZ08] 102 2,040 6,149
Oxford-IIIT Pets [PVZ+12] 37 3,680 3,669
SUN397 [XHE+10] 397 19,850 19,850
Stanford Cars [KDS+13] 196 8,144 8,041

Table H.1: Image classification datasets used in this chapter.

Fixed-feature transfer. For this setting, we freeze the layers of the ImageNet source
model2, except for the last layer, which we replace with a random initialized linear layer
whose output matches the number of classes in the transfer dataset. We now train only
this new layer for using SGD, with a batch size of 1024 using cyclic learning rate.

Full-network transfer. For this setting, we do not freeze any of the layers of the Ima-
geNet source model, and all the model weights are updated. We follow the exact same
hyperparameters as the fixed-feature setting.

H.1.3 Compute and training time.

We leveraged the FFCV data-loading library for fast training of the ImageNet mod-
els [LIE+22]3. Our experiments were run on two GPU clusters: an A100 and a V100
cluster.

Training ImageNet models and influence calculation. We trained 7,540 ImageNet mod-
els on random subsets of ImageNet, each containing half of ImageNet classes. On a single
V100, training a single model takes around 30 minutes. After training these ImageNet
models, we compute the influence of each class as outlined in Algorithm 1. Computing
the influences is fast, and takes few seconds on a single V100 GPU.

2For all of our experiments, we do not freeze the batch norm statistics. We only freeze the weights of the
model, similar to Salman et al. [SIE+20].

3Using FFCV, we can train a model on the ImageNet dataset in around 1 hour, and reach ∼63% accuracy
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H.1.4 Handpicked baseline details

In our counterfactual experiments in Section 8.2, we automatically selected, via our frame-
work, the most influential subsets of ImageNet classes for various downstream tasks.
We then removed the classes that are detrimental to the transfer performance, and mea-
sured the transfer accuracy improvement after removing these classes. The results are
summarized in Table 8.2b.

What happens if we hand-pick the source dataset classes that are relevant to the target
dataset? Indeed, Ngiam et al. [NPV+18] found that hand-picking the source dataset
classes can sometimes boost transfer performance. We validate this approach for our
setting using the WordNet hierarchy [Mil95]. Specifically, for each class from the target
task, we look up all the ImageNet classes that are either children or parents of this target
class. The set of all such ImageNet classes are used as the handpicked most influential
classes. Following this manual selection, we train an ImageNet model on these classes,
then apply transfer learning to get the baseline performance that we report in Table 8.2b.

H.1.5 Convergence Analysis

We compute our class influence values using 7,540 source models, each of which were
trained using 500 randomly chosen ImageNet classes. How many models do we actually
need to compute our transfer influences?

Counterfactual Experiment To first analyze this question, we re-run our counterfactual
experiment in Section 8.2 when using a smaller number of models to compute transfer
influences (Figure H.1). While using the full number of models performs the best, we
get meaningful transfer influences when computing with both 4000 and 1000 models.
In both cases, removing the most negatively influential classes boosts transfer learning
performance over using the entire source dataset, while removing the most positively
influential classes drops transfer learning performance over the random baseline.

Bootstrap Analysis In order to analyze the convergence of the transfer influences, we
track the standard deviation of the influence values after bootstrap resampling.

We consider the ImageNet→ CIFAR-10 transfer setting with fixed-feature fine-tuning.
Given N models, we randomly sample, with replacement, N models to recompute our
transfer influences. Specifically, we evaluate the overall transfer influences (i.e., the in-
fluence value of each ImageNet class averaged over all target examples). We perform
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Figure H.1: We replicate the counterfactual experiment in Section 8.2 Figure 8.2a using
1000 and 4000 source models for computing the transfer influences.

this resampling 500 times, and measure the standard deviation of the computed overall
transfer influence value for each class over these 500 resamples.

Below, we plot this standard deviation (averaged over the 1000 classes) for various
number of models N. We find that the standard deviation goes down as more models are
used, indicating that our estimate of the influence values has less variance. This metric
roughly plateaus by the time we are using 7000 models.
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Figure H.2: Standard deviation of the overall influence values (averaged over classes) after
bootstrap resampling for various numbers of models.
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H.2 Variants of Computing Influences

H.2.1 Variations of targets for computing transfer influences

In this chapter, we used the softmax output of the ground truth class as the target for our
influence calculation. What happens if we use a different target? We compare using the
following types of targets.

• Softmax Logits: the softmax output of the ground truth class

• Is Correct: the binary value of whether the image was predicted correctly

• Raw Margins: the difference in raw output between the correct class and the most
confidently predicted incorrect class

• Softmax Margins: the same as raw margins, but use the output after softmax

In Figure H.3, we replicate the counterfactual experiment from this chapter in Fig-
ure 8.2b using these different targets. Specifically (over 2 runs), we rank the overall
influence of the ImageNet classes on CIFAR-10 for fixed-feature transfer. We then remove
the classes in order most most or least influence.
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Figure H.3: Target task accuracies after removing the most positively or negatively influen-
tial ImageNet classes from the source dataset with various influence targets.

We find that our method is not particularly sensitive to the individual target used. We
found that using the softmax logits provided the highest benefit when removing negative
influencers, and thus used that target for the reset of our experiments.
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Datamodels vs. Influences. Datamodels [IPE+22] is another method that, similar to
influences, seeks to compute the importance of a training point on a test set prediction.
Specifically, instead of computing the difference in the expected accuracy of the model
when a training point is removed, the method fits a linear model that, given a binary
vector that denotes the composition of the training dataset, predicts the raw margin (i.e.,
the difference in raw output between the correct class and the most confidently predicted
incorrect class). The importance of each training point is then the coefficient of the linear
model for that particular example.

We adapt this method to our framework by training a linear model with ridge regression
to predict the softmax output of the transfer model on the target images given a binary
vector that denotes which source classes were included in the source dataset. However,
we find that datamodels were more effective for computing example-based values (see
Appendix H.4).

In Figure H.4, we compare using influence values (as described in this chapter) to using
these adapted datamodels. Specifically (over 5 runs), we rank the overall importance of the
ImageNet classes on CIFAR-10 for fixed-feature transfer using influences or datamodels.
We then remove the classes in order of most or least influence. We find that our framework
is not sensitive to the choice of datamodels or influences. However, influences performed
marginally better in this counterfactual experiment, so we used influences for all other
experiments in this chapter.
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Figure H.4: Target task accuracies after removing the most positively or negatively influen-
tial ImageNet classes from the source dataset using datamodels or influences.
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H.3 Full Counterfactual Experiment

In this section, we display the full results for the counterfactual experiment in this chapter
(Figure 8.2b). Specifically, for each target task, we display the target task accuracies after
removing the most positive (top) and negative (bottom) influencers from the dataset over
10 runs. We find that our results hold across datasets.
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H.4 Adapting our Framework to Compute the Effect of Ev-

ery Source Datapoint on Transfer Learning

We have presented in this chapter how to compute the influences of every class in the
source dataset on the predictions of the model on the target dataset. In that setup, we
demonstrated multiple capabilities of our framework, such as improving overall transfer
performance, detecting particular subpopulations in the target dataset, etc. Given the wide
range of capabilities class-based influences provide, one natural question that arises: Can
we compute the influence of every source datapoint on the predictions of the model on the
target dataset? Furthermore, what do these influences tell us about the transfer learning
process?

Mathematically, the computation of example-based influences (i.e., the influence of
every source datapoint) is very similar to the computation of class-based influences.
Specifically, to compute example-based influences, we start by training a large number
of models on different subsets of the source datapoints (as opposed to source classes for
class-based influences). Next, we estimate the influence value of a source datapoint s on a
target example t as the expected difference in the transfer model’s performance on example
t when datapoint s was either included or excluded from the source dataset:

Infl[s→ t] = ES [ f (t; S) | s ∈ S]−ES [ f (t; S) | s ̸∈ S] (H.1)

where f (t; S) is the softmax output of a model trained on a subset S of the source dataset.
Similar to class-based influences, a positive (resp. negative) influence value indicates that
including the source datapoint s improves (resp. hurts) the model’s performance on the
target example t.

While example-based influences provide some insights about the transfer process,
we found that—in this regime—datamodels [IPE+22] provide cleaner results and better
insights. Generally, influences and datamodels measure similar properties: the effect of
the source datapoints on the target datapoints. For a particular target datapoint t, we
measure the effect of every source datapoint s with datamodels by solving a regression
problem. Specifically, we train a large number of models on different subsets of the
source dataset. For every model fi, we record 1) a binary mask 1Si that indicates which
source datapoints were included in the subset Si of the source dataset, and 2) the transfer
performance fi(t;Si) of the model fi on the target datapoint t after fine-tuning on the target
dataset. Following the training and the fine-tuning stages, we fit a linear model gw that
predicts the transfer performance f (t;S) from a random subset S of the source dataset as
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follows: f (t;S) ≈ gw(1S) = w⊤1S . Given this framework, w = (w1, w2, . . . , wL) measures
the effect of every source datapoint s on the target datapoint t4. We present the overall
procedure in Algorithm 6.

Algorithm 6 Example-based datamodels estimation for transfer learning.

Require: source dataset S = ∪L
l=1 sl (with L datapoints), a target dataset T =

(t1, t2, · · · , tn), training algorithm A, subset ratio α, number of models m
1: Sample m random subsets S1, S2, · · · , Sm ⊂ S of size α · |S|:
2: for i ∈ 1 to m do
3: Train model fi by running algorithm A on Si
4: end for
5: Fine-tune fi on the training target dataset
6: for j ∈ 1 to n do
7: Collect datamodels training set Dj = {

(
1Si , fi(tj,Si)

)
}m

i=1
8: Compute wj by fitting LASSO on Dj
9: end for

10: return wj ∀ j ∈ [n]

4To estimate the datamodels, we train 71,828 models on different subsets of the source dataset.
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H.5 Omitted Results

H.5.1 Per-class influencers

We display for the ImageNet → CIFAR-10 the top (most positive) and bottom (most
negative) influencing classes for each CIFAR-10 class. This is the equivalent to the plot in
Figure 8.3.
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Figure H.5: Top and bottom influencing ImageNet classes for all CIFAR-10 classes.
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Figure H.6: Top and bottom influencing ImageNet classes for all CIFAR-10 classes.
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H.5.2 More examples of extracted subpopulations from the target dataset

Here, we depict more examples of extracting subpopulations from the target dataset (as in
Figure 8.4).

ImageNet: airliner Most positively influenced CIFAR

(a) Airliner
ImageNet: cab Most positively influenced CIFAR

(b) Cab
ImageNet: Japanese spaniel Most positively influenced CIFAR

(c) Japanese Spaniel
ImageNet: ocean liner Most positively influenced CIFAR

(d) Ocean Liner

Figure H.7: For each ImageNet class, we show the CIFAR-10 examples which were most
positively influenced by that ImageNet class.
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H.5.3 More examples of transfer of shape and texture feature

We depict more examples of ImageNet influencers which transfer shape or texture features
(as in Figure 8.5).

ImageNet: indigo bunting

Most positively influenced CIFAR Most negatively influenced CIFAR

(a) Indigo Bunting
ImageNet: gondola

Most positively influenced CIFAR Most negatively influenced CIFAR

(b) Gondola
ImageNet: tree frog

Most positively influenced CIFAR Most negatively influenced CIFAR

(c) Tree Frog

Figure H.8: For each ImageNet class, we show the CIFAR-10 examples which were most
highly influenced by that ImageNet class.
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H.5.4 More examples of debugging mistakes of transfer model

We display more examples of how our influences can be used to debug the mistakes of
the transfer model, as presented in Figure 8.6. We find that, in most cases (Figure H.9a,
H.9b, H.9c), removing the top negative influencer improves the model’s performance on
the particular image.
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Figure H.9: More examples of debugging transfer mistakes through our framework (cf.
Figure 8.6). For each CIFAR-10 image (left), we plot their most negative influencers
(middle). On the right, we plot for each image the fraction (over 20 runs) of times that our
transfer model predicts each class with and without the most negative influencer.

273



Quantitative analysis. How often does removing the most negative influencer actually
improve the prediction on an image? For each of the following 14 classes, we run 20 runs
of the ImageNet → CIFAR-10 fixed transfer pipeline while excluding that single class
from the source dataset: [“sorrel horse”, “limousine”, “minivan”, “fireboat”, “ocean liner”,
“Arabian camel”, “Persian cat”, “ostrich”, “gondola”, “pool table”, “starfish”, “rapeseed”,
“tailed frog”, “trailer truck”]. We compare against running the pipeline with 20 runs of
the entire ImageNet dataset. Then, we look at individual CIFAR-10 images which were
highly negatively influenced by one of these ImageNet classes, and check whether the
images were predicted correctly more or less often when the top negative influencers were
removed from the source dataset.

Of the 30 most negatively influenced ImageNet class/CIFAR-10 image pairs, 26 of
them had the most negative ImageNet influencer in the above classes. Of those, 61.5%
were predicted correctly more often when the negatively influential ImageNet class was
removed, 34.6% were predicted incorrectly more often, and 3.9% were predicted correctly
the same number of times.

We then examine the top 8 most influenced CIFAR-10 images for each of the above 14
ImageNet classes. Of those 112 images, 53% were predicted correctly more often when the
image was removed, 34% were predicted incorrectly more often, and 14% were predicted
correctly the same number of times.

We thus find that, for the most influenced CIFAR-10 images, removing the top negative
influencer usually improves that specific image’s prediction (even though we are removing
training data from the source dataset).

H.5.5 Do Influences Transfer?

Transfer across datasets

In this section, we seek to understand how much task-specific information is in the transfer
influences that we compute. To do so, we use the transfer influences computed for CIFAR-
10 in order to perform the counterfactual experiments for other datasets. We find that
while using the CIFAR-10 influence values for other target datasets is more meaningful
than random, they do not provide the same boost in performance when removing bottom
influencers as using the task-specific influences. We thus conclude that the influence values
computed by our framework are relatively task-specific.
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(a) AIRCRAFT
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(b) BIRDSNAP
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(c) CALTECH101
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(d) CALTECH2556
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(e) CARS
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(f) CIFAR100
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(g) FLOWERS
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(h) FOOD
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(i) PETS
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(j) SUN397

Figure H.10: We repeat the counterfactual experiments (cf. Figure 8.2b) but using the
influence values computed for CIFAR-10 on other target datasets.

275



Transfer across architectures

How well do our transfer influences work across architectures? Recall that we computed
our transfer influences using a ResNet-18. We now repeat the counterfactual experiment
from Figure 8.2b, using these influences to remove classes from the source dataset when
training a ResNet-50. We find that these influences transfer relatively well.
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Figure H.11: We repeat the counterfactual experiments (cf. Figure 8.2b) but use our
influence values computed using a ResNet-18 on a ResNet-50.

H.6 Further Convergence Analysis

In this section, we analyze the sample complexity of our influence estimation in more
detail. In particular, our goal is to understand how the quality of influence estimates
improves with the number of models trained. We also look at the impact of different
choices of model outputs.

Instead of directly measuring our downstream objective (transfer accuracy on target
dataset after removing the most influential classes), which is expensive, we design two
proxy metrics to gauge the convergence of our estimates:

Rank correlation. As Ilyas et al. [IPE+22] shows, we can associate influences with a
particular linear regression problem: given features 1Si , an indicator vector of the subset
of classes in the source dataset, predict the labels f (t;Si), the model’s output after it is
finetuned on target dataset T . In fact, we can interpret influences as weights corresponding
to these binary features for presence of each class. That is, the influence vector wt =

{Infl[Ci → t]}i defines a linear function that, given a subset of classes that the source
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model is trained on, predicts the corresponding model’s output when trained on that
subset. Here, we focus on analyzing average model accuracy, so in fact we consider the
aggregate output ∑i f (t;Si) and the corresponding aggregated influences w = {Infl[Ci]}i.

Given this view, we can measure the quality of the influence estimates by measur-
ing their performance on the above regression problem on a held-out5 set of examples
{Si, ∑i f (t;Si)}. In order to make different choices of model outputs (logit, confidence,
etc.) comparable, we measure performance with spearman rank correlation between the
ground truth model outputs and the predictions of the linear model (whose weights are
given by the influences).

We measure this correlation while varying both the number of trained models used in
the influence estimation and the choice of the model output, and the results are shown in
Figure H.12.
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Figure H.12: Measuring improvement in influence estimates using the rank correlation
metric. The rank correlation here measures how well influence estimates perform in the
underlying regression problem of predicting target accuracy from the subset of classes
included in the training set. We evaluate on a held-out set of subsets independent from
those used to estimate influences. Across all datasets, correlation improves significantly
with more trained models.

5We split the 7,540 models into a training set of 6,000 and a validation set of the remainder.
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Figure H.13: Measuring improvement in influence estimates using the False Discovery
Rate heuristic. Using a procedure (loosely) based on the Knockoffs framework, we estimate
the proportion of false discoveries within the top 100 features ranked by esteimated
influences. Across all datasets, FDR decreases generally with more trained models.

False discovery rate. Above we considered a measure based on predictive performance.
Here, we focus on a more parameter-centric notion of False Discovery Rate (FDR). Intu-
itively, FDR here quantifies the following: how often are the top influencers actually just
due to noise?

The Knockoffs [CFJ+18] framework allows one to perform feature selection and also
estimate the FDR. At a high level, it consists of two steps: First, one constructs “knockoff”
versions of the original features which are distributed “indistinguishably” (more formally,
exchangable) from the original features, and at the same time are independent of the
response by design. Second, one applies an estimation algorithm of choice (e.g., OLS or
LASSO) to the augmented data consisting of both the original and the knockoff features.
Then, the relative frequency at which a variable Xi has higher statistical signal than its
knockoff counterpart X̃i indicates how likely the algorithm chooses true features, and this
can be used to estimate the FDR (intuitively, if Xi is independent of the response y, Xi is
indistinguishable from its knockoff X̃i and both are equally likely to have higher score).

We adapt this framework here (particularly, the verion known as model-X knockoffs)
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as follows:

1. Sample an independent knockoff matrix X̃ consisting of 1,000 binary features from
the same distribution as the original mask matrix X (namely, each instance has 500
active features).6

2. Estimate influences for both original and knockoff features using the difference-in-
means estimator.

3. Consider the top k = 100 features by positive influence, and count the proportion of
features that are knockoff. This yields an estimate of FDR among the top 100 features.
An FDR of 0.5 indicates chance-level detection.7

As with the previous metric, we measure the above FDR for each target dataset while
varying the number of trained models and the target output type (Figure H.13).

Discussion. We observe the following from the above analyses using our two statistics:

• There are significant gains (higher correlation and lower FDR) with increasing num-
ber of trained models.

• But neither metric appears to have plateaued with 6,000 models, so this indicates that
we can improve the accuracy of our influence estimates with more trained models,
which may in turn improve the max improvement in transfer accuracies (Section 8.2),
among other results.

• The choice of the target type does not appear to have a significant or consistent
impact across different datasets, which is also consistent with the results of our
counterfactual experiments (Appendix H.2.1).

6Technically, this procedure is not exactly valid in the original FDR framework as Xi and X̃i are ex-
changable due to depenencies in the features. Nonetheless, it is accurate up to some approximation.

7This is different from the usual manner of controlling the FDR, but we look at this alternative metric for
simplicity.
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