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Abstract

As networked systems become critical infrastructure, their design must reflect their
new societal role. Today, we build systems with hundreds of heuristics but often
do not understand their inherent and emergent behaviors. This dissertation presents,
performance verification, a set of tools and techniques to prove performance properties
of heuristics running in real-world conditions. It provides an alternative to queuing
and control theory, which are typically too optimistic about performance because of
their limited capacity to accurately model real-world phenomena. Overly optimistic
analysis can lead to heuristic designs that fail in unexpected ways upon deployment.
Rigorous proofs on the other hand, can not only inspire confidence in our designs,
but also give counter-intuitive insights about their performance.

A key theme in our approach is to model uncertainty in systems using non-random,
non-deterministic objects that cover a wide range of possible behaviors under a single
abstraction. Such models allow us to analyze complex system behaviors using auto-
mated reasoning techniques. We will present automated tools to analyze congestion
control and process scheduling algorithms. These tools prove performance properties
and find counter-examples where widely deployed heuristics fail. We will also prove
that current end-to-end congestion control algorithms that bound delay cannot avoid
starvation.
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Chapter 1

Introduction

The internet has evolved from being a novelty to being critical infrastructure. Yet its

design does not reflect this new need. For instance networked systems rely on tens

of heuristics to allocate resources to users and tasks. Examples include congestion

control, CPU scheduling and load balancing, caching, wireless scheduling and cluster

provisioning algorithms. While these heuristics work well most of the time, they ex-

hibit pathological behaviors where their decisions severely degrade performance. As

a result, networked systems today deliver unreliable performance, even when all com-

ponents function as intended and ample resources are available to meet the demand.

Designing robust heuristics whose behavior we fully understand has been challeng-

ing. Designers often use queuing and control theory to understand heuristic behavior,

a tradition that dates back to Kleinrock [84, 85]. This style of mathematical analysis

is overly optimistic because it makes several simplifying assumptions. For instance, it

assumes that traffic arrives as a stochastic (often Poisson) process, that packet service

times are independent and identically distributed random variables or that overheads

such as CPU context-switching and wireless channel setup costs are negligible.

Because of such assumptions, this type of analysis is only useful for obtaining

coarse-grained guidance on system design or for explaining system behavior “after-the-

fact”. Heuristics must undergo several rounds of design iteration guided by empirical

experiments before they are fit for deployment. The most widely deployed heuristics,

such as congestion control and CPU scheduling, have undergone decades of iteration.
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In spite of this, practically relevant performance issues are regularly discovered [95,

64, 14, 123].

It is worth noting that resource allocation heuristics themselves are often simple

and can be described in tens of lines of pseudo-code. The complexity stems from the

emergent behavior of the system.

This dissertation introduces performance verification as a viable alternative to

queuing and control theory, to better bridge the gap between theory and practice.

It incorporates two ideas that enable proofs to take a more active role in designing

networked systems. First, it proposes a methodology to capture the complexity of

real-world systems in mathematical models without requiring a detailed understand-

ing of all the code and hardware in the system. The key idea is to prove worst-case

properties over non-deterministic models of the environment. In contrast, queuing

and control theoretic analysis of networked systems prove statistical properties over

stochastic models.

Second, it uses automated reasoning techniques [35] to prove (or disprove) perfor-

mance properties of resource allocation heuristics under these models. The complexity

of the real-world makes purely hand-written proofs infeasible. Automated tools can

help search through combinatorially many possibilities. It is thus able to use methods

developed to verify the correctness of computer programs to verify the performance

behaviors of networked systems.

We first developed performance verification to better understand the performance

of internet congestion control algorithms. Later we realized that the technique is more

general and applied it to other domains such as processor scheduling in operating

systems and flow synchronization in machine learning clusters.

This dissertation is a first step toward developing performance verification. Chap-

ter 12 outlines a future research agenda that aims to make performance verification

more powerful and easy to use. We hope that it will help make networked systems

of the future have predictable performance by becoming a standard part of their

engineering workflow.

20



1.1 Traditional analysis is overly optimistic

To see where traditional analysis misses real-world phenomena to produce overly opti-

mistic results, consider the classic Additive Increase, Multiplicative Decrease (AIMD)

congestion control algorithm (CCA). Using performance verification, we discovered

instances where AIMD’s performance is much worse than classical analysis indicated.

1.1.1 Quick primer on congestion control, AIMD and simple

network models

CCAs are distributed algorithms that decide how quickly a flow of data can be trans-

mitted over a network. They need to send data fast enough to fully and fairly utilize

available network capacity, yet not so fast that packets get delayed or dropped. CCAs

typically run on the sender, an use acknowledgments (ACKs) sent by the receiver upon

receipt of each packet to determine the sending rate. If the ACKs get excessively de-

layed or indicates that a packet is lost, the CCA infers that the network is congested

and slows down.

The AIMD algorithm works by maintaining a congestion window (cwnd), which is

a number that represents the maximum number of bytes that can be in flight at any

point in time. After sending the first cwnd bytes of data, the sender can only send

new packets if cwnd increases or when previously sent data is either acknowledged or

determined to be lost.

It is common practice to characterize network paths using their “bandwidth-delay

product (BDP)”, which is the product of the bandwidth of the bottleneck link in the

network path and the round trip time (RTT) of the network path in the absence

of congestion. Under simplifying assumptions, the network is fully utilized when

cwnd > BDP. However if cwnd > BDP+ 𝛽, where 𝛽 is the buffer size of the bottleneck

link, the bottleneck link drops packets. Thus AIMD seeks to maintain cwnd between

the BDP and BDP + 𝛽. To do so, it increments cwnd by one packet once every RTT

(additive increase). If it detects that a packet was dropped, say because cwnd exceeded

BDP+ 𝛽, it halves the cwnd (multiplicative decrease).
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Figure 1-1: Time evolution of the cwnd of AIMD on an ideal link

1.1.2 AIMD on more complex networks

Traditional analysis of AIMD, like the one given above, ignores variations in packet

RTT caused by reasons other than queuing at the bottleneck. Reality is often more

complicated. For instance, wireless links like Wi-Fi use “frame aggregation” to im-

prove MAC-layer efficiency by sending packets in bursts. These generate transport-

layer ACK bursts. When ACKs arrive in a burst, however, we know that the sender

will respond by sending new packets in a burst.1 These bursts can cause premature

packet drops, causing AIMD to reduce its window to be smaller than the BDP as

shown in figure 1-2. This can cause it to under-utilize the link, defeating the purpose

of the Wi-Fi mechanism.

A surprising corner-case

One way to capture this phenomenon is to say that loss happens not when cwnd

exceeds BDP + 𝛽, but when it exceeds BDP + 𝛽 − max_burst_size. However, this

patch also proves insufficient. For instance, our formal analysis uncovered a problem

where AIMD can send a burst of packets when it detects a large number of losses.

Ideally, this is the time to be conservative and avoid sending a burst! Intuitively,

one might expect that this cannot happen because AIMD would decrease its cwnd by

1Burst transmissions can happen even with a paced sender, because implementations (including
the Linux kernel [110]) often pace packets faster than the estimated rate to avoid under-utilization.
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Figure 1-2: Time evolution of cwnd of AIMD on a bursty link

half. Our method generated a counterexample that sidesteps this mitigation. In the

counterexample, loss happens in two bursts. When the sender detects the second burst

of losses, the cwnd has already been halved once and will not be halved again since

the losses belong to the same window of data [46]. Instead, the loss prompts a burst

of packets from the sender, which triggers another loss. Through this mechanism,

AIMD can drop its cwnd twice in quick succession, leading to utilization as low as

50% even when the buffer is as large as 2 BDP. In contrast, simple network models

optimistically predict full utilization for any buffer size larger than 1 BDP. Although

IETF RFCs have included mitigations for such situations [46], our counter-example

sidesteps them. We discuss this counterexample in more detail in Section 6.2.

Prior mathematical methods of congestion control fail to characterize these be-

haviors because they ignore complex short timescale behaviors (i.e. shorter than an

RTT). We find that short timescale behaviors strongly influence the performance of a

CCA, sometimes degrading utilization by an order of magnitude (see §6.1, §6.2 and,

§6.3). Our method of performance verification fills this gap in our understanding of

such behaviors. It uncovers surprising CCA behaviors that the users or designers

of the CCAs may not have anticipated. In addition, it helps prove bounds on the

performance of CCAs, including on steady-state behavior.
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1.1.3 Macroscopic effects of microscopic delay jitter

In the above examples, larger bursts lead to lower utilization. While large bursts,

sometimes going up to 100 ms, are common on the internet, there are other scenar-

ios where even a small delay jitter can have a large effect. For instance, suppose

two AIMD flows are sharing a common bottleneck, but one of them is well-paced

while the other sends packets in small bursts. This situation can occur with generic

segment offloading (GSO) [1] used by the sender for CPU efficiency, WiFi frame ag-

gregation [59], or delayed ACKs [72, 26]. As the queue gets nearly full, the flow that

sends packets in bursts is more likely to lose packets. When this happens, this flow

reduces its cwnd and the queue stops being full until a while later when again the

bursty flow is more likely to lose packets. The figure below illustrates this using an

ns3 [3] simulation for the Reno [65] (an instantiation of AIMD) and Cubic [61] con-

gestion control algorithms. We also reproduced similar results in a Mahimahi [112]

emulation.
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Figure 1-3: Congestion window evolution when two flows are run on a 6 Mbit/s, 60
ms link and 60 packets (1 BDP) of buffer. The lower flow’s receiver uses delayed
ACKs of up to 4 packets while the other ACKs every packet. The CCAs used are
Reno (left) and Cubic (right). The ratio of throughput obtained between the two
flows is 2.7× and 3.2× for Reno and Cubic respectively.
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1.2 Performance verification overview

This dissertation introduces performance verification as an alternative to queuing and

control theory to bridge the gap between theory and practice. We demonstrate that it

can capture a multitude of real-world phenomena when applied to different heuristics

to obtain results that until now we inaccessible to theory:

• In analyzing CCAs, it captures complex sub-RTT phenomena [12, 11].

• In analyzing classic scheduling algorithms such as work stealing and “shortest

remaining processing time first” scheduling, it captures non-idealities such as

context-switching costs and blocking tasks [56].

• In analyzing the Linux CPU load balancer, it found new performance bugs

because it considers all possible ways in which tasks can be distributed across

CPUs [56].

We also used the technique to not only analyze, but systematically synthesize,

new CCAs that are provably performant by construction [5].

1.2.1 Modeling strategy

The key to capturing real-world complexities in a simple mathematical model is to

use non-deterministic and non-stochastic models. Such models describe the set of

ways in which the environment reacts to heuristic decisions. We want our heuristics

to perform well under all behaviors in this set. Critically, in contrast to most prior

work, it does not specify any probability distribution over that set. We made this

choice because the real world involves many complex joint probability distributions

that are hard to specify. For instance, some network routers send packets in large

groups because that is more efficient. The size of this group depends on many factors,

including link rate and the router’s queue occupancy. Modeling this requires us to

know the joint probability distribution of link rates, propagation delays, group sizes

and more. Specifying only a set of behaviors and not the associated distribution
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greatly simplifies the modeling task. Further, we allow the model to be a superset

of environment behaviors that we wish our heuristics to be robust against. Allowing

the model to be larger can make it simpler to describe.

One can treat a non-deterministic model of the environment as an adversary.

For instance, one could have an adversary that delays network packets in any pattern

that it likes, subject to minimal constraints. If we can prove that a congestion control

algorithm (CCA) works well in this model, then it works well under all conditions

the adversary can emulate.

The key challenge, and the part where a system designer’s insight is essential, is in

determining how to restrict the adversary. The restrictions encode the assumptions

we make about the environment. They must be loose enough that most real-world

environments satisfy them. Yet they must be tight enough that a heuristic can provide

meaningful guarantees, because if the adversary is too powerful (i.e. assumptions are

too minimal), no heuristic can work. Chapter 4 discusses how we design an adversary

to reason about congestion control. We have also developed a general strategy for

designing such adversaries for other heuristics [56].

The model translates a system designer’s instincts about the real world to for-

mal mathematics. If done well, rigorous reasoning under the model will yield useful

insights for the real world. Two criteria assess the success of the modeling effort:

Is the adversary too powerful?

The adversary should be weak enough that there exists some heuristic that offers

worst-case performance guarantees under the adversary without compromising too

much on the common/ideal case. For instance, in our work on congestion control,

we designed a CCA that offers worst-case guarantees, with the only cost being that

delay is increased by a constant additive amount.

In our work we have often found that, in our models, widely deployed heuristics

fail to achieve properties that they were presumed to achieve. For instance, although

designed to achieve reasonable inter-flow fairness, we proved that current methods

to develop delay-bounding CCAs cannot always avoid starvation, an extreme form of
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unfairness. How do we tell whether this is merely an artifact of the model or whether

such cases actually occur in practice? This requires a human expert to examine

the adversary behavior that causes the heuristic to fail and determine how often the

identified phenomenon might occur in the real world. For widely deployed CCAs, we

found that starvation occurs when network delay variations due to real-world factors

such as ACK aggregation and end-host scheduling cause different flows to estimate

congestion differently. It was easy to reproduce starvation even in simple network

scenarios.

If all identified issues have a real-world counterpart, the modeling effort has been

successful in ensuring the adversary is not too powerful. Else, the adversary needs to

be restricted further.

Is the adversary powerful enough?

This criterion is simpler to satisfy and is the main benefit of using a non-deterministic

model over a stochastic one. We simply need to prove that the adversary can emulate

each environment behavior we care about. Often we can do this for entire classes of

behaviors. For instance, an adversary that can delay packets in any pattern it likes as

long as the delay is bounded can capture any bounded probability distribution with

arbitrary dependencies between packets. Often we can also prove that the model can

capture arbitrary combinations of behaviors.

The hard part of this step is in identifying the types of behaviors that occur in the

real world. Once identified, ensuring the model can capture them is typically easy.

1.2.2 The properties we want to prove

While stochastic models predict the average or tail (e.g. 99th percentile) statistics of

throughput, delay etc., non-deterministic models predict worst-case behavior. These

can be expressed as theorems. For instance, we could prove that a CCA moves

toward the correct sending rate exponentially quickly no matter what the adversary

does. Upon reaching steady state, we prove bounds on the CCA’s worst case link
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utilization and self-inflicted delay.

For many widely deployed heuristics, these properties do not hold. In this case,

worst case analysis can reveal weaknesses in these algorithms, giving insight into

where improvements are needed.

Worst case predictions about performance are often qualitative, rather than quan-

titative. This can make them more insightful. For instance, we found instances where

widely deployed CCAs can obtain arbitrarily low utilization or arbitrarily large un-

fairness when subjected to an adversary that can perturb packets by arbitrarily small

amounts. These statements are true in the limit that the link rate goes to infinity.

For constants that occur commonly in practice, we found that CCAs can be over 10×

away from optimal.

1.2.3 How we get computers to help us

To reason about a non-deterministic model, one must quantify over all adversary ac-

tions. This is made more complicated by the fact that, for practical reasons, heuristics

tend to have mechanisms to handle corner cases (e.g. via “if conditions”) which make

them hard to reason about analytically. In this thesis, we frequently rely on auto-

mated reasoning to explore the combinatorially many adversary actions to prove and

disprove properties about heuristics.

For this purpose, we use SMT solvers [35]. An SMT solver takes a first-order logic

formula as input. It attempts to find an assignment to the variables of that formula

such that the formula evaluates to true. If no such assignment exists, it outputs

“unsat” (for unsatisfiable). We create a formula that has a satisfying assignment if

and only if there exist adversary actions that can cause the heuristic to violate a given

property. If the solver finds an assignment, it has “broken” the heuristic under our

model. If it outputs “unsat”, it has proven that no such adversary action exists.

Humans can use the solver interactively to explore questions about heuristics by

creating variants of the original formula. They can modify the property, heuristic or

the adversary to see where heuristics do and do not break. From this exploration, they

can construct real-world scenarios where heuristics break or prove theorems about the
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heuristics’ performance using lemmas proved automatically by the solver.

1.3 Summary of contributions

Performance verification

This dissertation uses techniques developed to verify the correctness of programs to

verify the performance of resource allocation heuristics used in computer systems.

Key to this is an approach to use non-deterministic, non-stochastic models of the

environment that capture complex real-world behaviors in simple mathematical ab-

stractions.

Congestion control

Over the past decade, numerous CCAs have been developed and deployed on the

internet. However, they all experience unexpectedly poor performance on certain

network paths, affecting users every day. In response, the research community and

industry have developed many innovative methods to improve congestion control.

Large teams of engineers in the industry work on this problem.

Congestion control is challenging because real-world network paths exhibit a wide

range of complex behaviors like wireless frame aggregation and channel quality varia-

tions, policers, end-host scheduling jitter, delayed acknowledgments, and more. A key

problem in CCA development is evaluation: how can developers, operators, and the

networking community gain confidence in any given proposal? It is impossible even

for seasoned engineers to contemplate the composition of every “weird” thing that

could happen along a path, much less model or simulate these behaviors faithfully.

This thesis develops the method of performance verification to lead to a deeper

understanding and use those methods to design better protocols. It makes three

contributions:

• CCAC [12]: We discovered a simple mathematical description that captures the

effects of these complex real-world phenomena and built a tool, CCAC, that
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can verify performance properties of CCAs.

Using CCAC we found previously unknown ways in which three widely deployed

algorithms—AIMD, BBR and Copa—perform poorly. We were also able to use

insights from the tool to modify BBR and prove that the modified version always

converges to full utilization and bounded delay in our model. Facebook/Meta

uses this version of BBR today for most of their user-facing traffic.

The proofs produced by CCAC are the first to include the complex network be-

haviors discussed above. Prior work on congestion control has only proved prop-

erties on links whose rate is either constant or described by a simple stochastic

process.

• Starvation [11]: Encouraged that we could use CCAC to formally prove the ex-

istence of an algorithm that could achieve high utilization with bounded delays,

we turned our attention to multiple flows sharing a bottleneck link, expecting to

formally prove that this modified BBR achieved fairness. Surprisingly, the tool

found that not only was it unfair, but that it could be arbitrarily unfair—one

flow could obtain all the bandwidth, starving the other flows. We then found

that none of the other prior delay-bounding end-to-end protocols, including the

original BBR and Copa, could avoid starvation

Intriguingly, we found a property shared by all known delay-bounding end-

to-end CCAs: when run on ideal constant bit-rate links, they all maintain a

constant queue size, making small oscillations (if any) about an equilibrium.

While this looks like an intuitive and even desirable property, we proved that

any CCA with this property will definitely starve on some network path.

Does starvation occur in the real world? If so, why hasn’t it been observed

before? It is hard to detect starvation in the wild because no entity has the

visibility needed to correctly assign blame between the CCA and a genuine lack

of network capacity. This may be why it has not been noticed before. Never-

theless, starvation is easy to reproduce even in simple settings. For example,

BBR starves when the flows have different propagation delays and the network
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has some delay-jitter of any kind. Both are extremely common on the internet.

• Copa [13]: Prior to working on CCAC, we designed a new CCA, Copa [13],

which incorporates two key ideas. First, it includes a filter that helps it dis-

tinguish queuing delay at the bottleneck from other sources of delay variations.

Second, it detects whether it is sharing a link with a non-delay-sensitive CCA

that is playing by a different, and incompatible, set of rules and adapts by tran-

sitioning to a more competitive mode. Facebook/Meta has been using Copa

for live video uploads since 2019 because it provides better performance for

their workload [51]. Experience designing Copa showed us that the key chal-

lenge in congestion control is that it is not straightforward to infer congestion

from packet delay and loss, and that the key confounding factor is the complex

behaviors exhibited by real network paths. This motivated our later work on

CCAC and starvation in congestion control.

Follow on work

I collaborated on two projects inspired by this thesis [5, 56]. The first [5] develops

conceptual, mathematical and automated tools to explore the design space of con-

gestion control algorithms. The goal is to find a CCA that provably achieves given

properties under the CCAC network model. It uses program synthesis to make the

computer output a design that is provably performant by construction. As part of

the program synthesis, it uses the automated CCAC verifier to criticize candidate

designs. Our key insight is a theorem that identifies a complete set of congestion

signals for the CCA to monitor. It proves that if there exists any CCA that achieves

good performance properties under our model, then there also exists a CCA that sets

the rate as a pure function of the congestion signals we identified. Identifying the

right congestion signals has historically been a major challenge in CCA design. Tens

of candidates have been proposed in the literature [73, 27, 9, 13, 31, 38, 152], lead-

ing to ambiguity about the “best” choice. Given a non-deterministic network model,

this theorem conclusively settles this question. Note, this project focuses on the case
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where there is only a single flow in the bottleneck, which is a common scenario in the

internet [53, 98]. Overcoming our result on starvation in CCA remains interesting

future work.

We initially developed performance verification for understanding congestion con-

trol, but later understood its generality and developed a methodology to apply it to

other domains. In the second project [56], we undertook four case studies to demon-

strate this approach. The first demonstrated our tool’s ability to provide new insights

into work-stealing schedulers by establishing bounds on their optimality, while con-

sidering context-switching costs. Context-switching costs are hard to incorporate in

hand-written proofs. In the second case, we examined the Linux CFS load balancer’s

performance and identified a new bug that could potentially disrupt the work conser-

vation property. Our third case study demonstrated the methodology’s applicability

to resource allocation problems beyond CPU schedulers by verifying a recent obser-

vation [121] that TCP unfairness can cause traffic synchronization. In our final study,

we expanded the classical results of the Shortest Remaining Processing Time First

algorithm (SRPT) to cases that allow task preemption and blocking.
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Chapter 2

Related work

2.1 Congestion control

The algorithms

Congestion control has a long history, starting with the early loss-based TCP Tahoe [89]

to the more principled AIMD algorithm in DECbit [34], TCP Reno [73], and NewReno [65].

These were improved upon for several years [45, 18, 148, 17, 102, 46, 124] to improve

congestion detection/recovery and speed of convergence, culminating in the develop-

ment and deployment of Cubic [61] and Compound [139].

Since then, link rates have increased significantly, wireless links (with their time-

varying link rates) have become common, and the Internet has become more global

with terrestrial paths exhibiting higher round-trip times (RTTs) than before. Faster

link rates mean that many flows start and stop quicker, increasing the level of flow

churn, but the prevalence of video streaming and large bulk transfers (e.g., file shar-

ing and backups) means that these long flows must co-exist with short ones whose

objectives are different (high throughput versus low flow completion time or low in-

teractive delay). At the same time, application providers and users have become far

more sensitive to performance, with notions of “quality of experience” for real-time

and streaming media [16, 136], and various metrics to measure Web performance being

developed [57, 58, 10, 24, 111]. Many companies have invested substantial amounts

33



of money to improve network and application performance. Thus, the performance of

congestion control algorithms, which are at the core of the transport protocols used

to deliver data on the Internet, is important to understand and improve.

Like TCP Reno and NewReno, the Cubic and Compound algorithms are primarily

loss-based, and increase queue occupancy until a loss occurs. When buffers on the

path are large compared to the bandwidth-delay product (BDP), they can cause

excessive delay, a phenomenon known as “buffer-bloat” [54]. This motivated the

development of Active Queue Management (AQM) [47, 113, 118] and delay-based

CCAs [27, 143, 9].

Modern congestion control research has evolved in multiple threads. One thread

of research has focused on important special cases of network environments or work-

loads, rather than strive for generality. The past few years have seen new congestion

control methods for datacenters [6, 7, 8, 120], cellular networks [145, 152], Web ap-

plications [42], video streaming [55, 93, 109], vehicular Wi-Fi [41, 96], and more.

The performance of special-purpose congestion control methods is often significantly

better than prior general-purpose schemes.

Another thread has been led by Google in developing BBR [31, 33], a hand-crafted

CCA refined through real-world testing. A fourth thread of end-to-end congestion

control research has argued that the space of congestion control signals and actions is

too complicated for human engineering, and that algorithms can produce better ac-

tions than humans (e.g., Remy [144, 127], PCC [38, 39, 104], and deep learning-based

methods [150, 75, 76, 4]). These approaches define an objective function to guide the

process of coming up with the set of online actions (e.g., on every ACK or periodically)

that will optimize the specified function. Remy and the deep learning methods per-

form this optimization offline, producing rules that map observed congestion signals

to sender actions. PCC and its variants perform online optimizations.

Despite the rich history and research into congestion control, a robust algorithm

that performs well across a diverse array of network paths remains elusive. This

dissertation aims to address this gap by developing theoretical tools for systematically

evaluating CCA performance across diverse paths.
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Analysis of the algorithms

Congestion control has been subject to extensive theoretical analysis using both de-

terministic and statistical models of the network [34, 103, 129]. For instance, recent

work has analyzed the ability of delay and ECN to create unique fixed points that

flows can converge to and studied their stability once converged [156, 138]. These

papers prove, for instance, that a CCA that converges to a time-invariant delay that

does not change with the number of senders cannot be fair. Another body of work ex-

amines which CCA properties can be achieved simultaneously [153, 154]. While prior

work has analyzed CCAs on paths with non-congestive packet loss, to our knowledge

this is the work with a theoretical analysis of paths with non-congestive delay jitter.

A related line of work is on formal verification of the implementation of a CCA

given a specification of the algorithm using manual [23] and automated [135, 132,

133, 134] techniques. This line of work identifies bugs in the implementation of

an algorithm but does not make any statements on the performance of the studied

algorithm. For instance, a verification of the implementation can try all patterns of

packet losses to see if an AIMD implementation drops its window on loss. It does

not, however, answer the query of whether it should drop its window on loss.

Our path model introduced in chapter 4 is similar to the ones developed in network

calculus [91, 25]. We adapt those ideas to create a model well-suited to analyzing

CCAs. We ensure that our model is expressive, while avoiding behaviors that no

CCA can handle. Our approach differs from traditional network calculus in a key

aspect; for us, the rate at which packets are sent into the network is a function of

the network’s past behavior. This models the closed-loop control created by CCAs.

However, it complicates analysis and precludes the use of standard network calculus

techniques. To manage the complexity, we use an SMT solver. Two prior works use

network calculus to simulate [82] and theoretically analyze [15] CCAs. Their goal

is to make the analysis of a simple deterministic network easier. In contrast, we

use a non-deterministic path model, giving us many degrees of freedom to expose

unexpected CCA behavior.
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2.2 Formal verification

Formal verification is a field that seeks to ensure the correctness and reliability of

computer hardware and software programs by writing human and/or computer inter-

pretable proofs of their behavior. The foundations of the field were set in the 1960s

and 70s by the works of Dijkstra [37], Hoare [63], King [83] and Floyd [43].

Later emphasis shifted to automated proof checking and writing to deal with the

complex of real software and hardware. Today we have mature proof assistants [20,

114, 115, 36], SAT and SMT solvers [35, 130, 19] and high-level interfaces to these

solvers [90, 117, 122, 92, 137, 90, 122].

Most of this work has focused on questions of correctness : “Does the program

produce the correct output?” “Does the program terminate?” “Is the distributed

guaranteed to make progress?”. This thesis applies these tools to questions of heuristic

performance. The key technical advancement is in posing them as sharply defined

yes/no questions that faithfully represent real-world complexities. Previous work has

either oversimplified the mathematical analysis or used purely empirical measures of

performance that do not capture all circumstances that may occur in practice.

Two threads of research seek to verify performance. However the questions they

seek to answer are different than ours. One thread seeks to quantify the amount of

resources (CPU cycles, memory bytes etc.) used by a computer program [66, 86,

67]. Another thread seeks to verify whether the resources available in a system are

sufficient for a certain mix of tasks, often motivated by proving tight bounds on

real-time system performance [97].

Formal verification has been applied to computer networking as well [87, 52, 21,

22], but again in answering questions of correctness such as “Are all endpoints reach-

able with this routing mechanism?”, “Are all packets arriving from the outside guar-

anteed to first traverse this node?” or “Is this network cycle-free?”.
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Chapter 3

Overview of our work on congestion

control

Congestion control is hard because real-world network paths exhibit a wide range of

complex behaviors due to token-bucket filters, rate limiters, traffic shapers, network-

layer packet schedulers with various artifacts, link-layer schedulers that vary link

rates, physical-layer vagaries, link-layer acknowledgment (ACK) aggregation, higher-

layer ACK compression or aggregation, delayed ACKs, and more. CCAs estimate

congestion using packet loss and delay. However due to the diversity of paths, it is

hard to separate delays and losses that happen due to congestion from those that

occur for other reasons.

This thesis develops techniques to study the impact such paths can have on conges-

tion control performance and shows surprising ways in which widely deployed CCAs

fail even in simple scenarios.

3.1 Verifying the performance of congestion control

The process of evaluating and gaining confidence with a CCA today involves some

combination of simulation [2, 3], prototype implementation with tests on a modest

number of emulated [30, 112, 62] and real-world paths [150, 149], and, in some cases,

empirical analysis via controlled A/B tests at large content providers. Simulations
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and small-scale tests are invaluable in the design and refinement stages, but provide

little confidence about performance on the trillions of real-world paths.

If one has access to servers at a large content provider, then A/B tests are feasible

where a new CCA can be tried on a fraction of the users to compare its performance

with another scheme. If the measured results of the new CCA compare well, it

increases confidence in its behavior, but still does not guarantee that it will perform

well in all scenarios. Moreover, as is likely, the new CCA will not perform better in

the A/B tests for all users. The aggregate results of an A/B test may hide significant

weaknesses that arise in certain cases. When such cases are identified, understanding

the behavior of a CCA requires a massive data analysis, which may be futile because

the operator might not have visibility into the network conditions that led to poor

performance. We also note that most of the community does not work at a “hyper-

scaler” with access to such a live-testing infrastructure, yet has good ideas that deserve

serious consideration.

3.1.1 Overview of CCAC

To better understand CCA behavior in the presence of ambiguity in congestion sig-

nals, we have developed the Congestion Control Anxiety Controller (CCAC), pro-

nounced “seek-ack” or “see-cack”. CCAC allows the user to express a CCA in first-

order logic, and a hypothesis about performance properties as logical formulae. Then,

it uses an automated prover to do the bulk of the work. The theorem prover either

proves that the performance property always holds under CCAC’s path model, or

generates counterexamples invalidating the hypothesis.

The path model. The model abstracts complex network paths by a single path-

server with a FIFO queue followed by a fixed delay, leveraging ideas from Network

Calculus [25, 91]. The path-server introduces variable delay per packet. It can choose

when to transmit or drop packets in its queue subject to certain constraints. The

constraints seek to emulate a link with a fixed average capacity and a limited buffer,

but allow for short-term deviation from this average including an arbitrary per-packet

delay jitter up to 𝐷 seconds (§4.2.1). The user can use this model to reason about
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CCA specification:⋀︀
𝑡(( 𝑙𝑜𝑠𝑠_𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑𝑡 ∧ 𝑐𝑎𝑛_𝑑𝑒𝑐𝑟𝑡)⇒ cwnd𝑡 =

1
2
cwnd𝑡−1)⋀︀

𝑡((¬𝑙𝑜𝑠𝑠_𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑𝑡 ∧ 𝑐𝑎𝑛_𝑖𝑛𝑐𝑟𝑡)⇒ cwnd𝑡 = cwnd𝑡−1 + 𝛼)
Query:⋁︀

𝑡(𝑙𝑜𝑠𝑠_ℎ𝑎𝑝𝑝𝑒𝑛𝑒𝑑𝑡 ∧ cwnd𝑡 ≤ 1BDP)
buffer size = 2 BDP, max. jitter = 1 RTT

Figure 3-1: Query used to discover instances where AIMD can cause loss prematurely.
𝑐𝑎𝑛_𝑖𝑛𝑐𝑟 and 𝑐𝑎𝑛_𝑑𝑒𝑐𝑟 prevent AIMD from increasing/decreasing more than once
per RTT.

variable capacity links as well (§4.3).

This model follows our performance verification philosophy of using non-deterministic

non-random models (see §1.2.1). As a result, it captures a wide range of underlying

network-specific behaviors. Non-determinism helps here for three reasons. First, the

probability distribution of link delays on the internet is unknown, ever-changing, and

depends on one’s vantage point. Second, many in-network processes such as ACK ag-

gregation and token-bucket filters are deterministic, not random. Third, we are often

interested in the performance on the long tail of low-quality links (paths), whose be-

haviors would be buried by aggregate metrics. To our knowledge, this paper presents

the first analysis of worst-case CCA behavior in such an expressive model.

Input to CCAC. A CCAC user expresses their CCA and properties of interest

as first-order-logic formulae. In principle, such formulae can represent any circuit, but

CCAC’s ability to reason about it depends on how the user expresses the CCA. Thus,

the user’s ingenuity is essential in expressing the CCA in a way that enables automated

reasoning. The user expresses a CCA as a function that maps past ACKs to a cwnd

and/or rate. Further, they express a property of the CCA as arbitrary constraints on

the cwnd, utilization, delay, or packet loss, connected by logical operators. Examples

of hypotheses (queries) include: “Does cwnd ever fall below 90% of BDP in 8 RTTs?”

and “Is there any case where the queue length starts below 1.5 BDP, but increases

beyond 1.5 BDP within 20 RTTs?”

In §5, we show how we encode the description of the path-server, the CCA, and
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hypotheses about the CCA as a Satisfiability Modulo Theories (SMT) problem, al-

lowing CCAC to use Z3 [35] as its automated theorem prover.

CCAC’s Operation. Typically, the user will formulate queries to capture bad

CCA behavior. CCAC searches through all possible behaviors of the path-server,

subject to its constraints, to find a network trace where the CCA fails to achieve

the property. If a trace exists, CCAC outputs it. Otherwise, CCAC outputs “unsat”

informing the user that no such bad behavior exists, which proves the user’s hypothesis

about the CCA. When the user finds bad behavior using CCAC they can (a) live with

it, (b) improve the algorithm so that the bad behavior no longer exists, or (c) restrict

the path-server’s model to exclude the cases that trigger the bad behavior. In the last

case, the user will know what additional constraints on the network are necessary for

the CCA to work.

The user repeats this process until they are confident that they understand the

bounds on the performance of their CCA. However, CCAC can only make state-

ments over finite time horizons when network parameters such as the link rate and

propagation delay are constant. This does not prove the CCA always exhibits good

behavior over arbitrarily long time horizons with varying network parameters (e.g.,

varying link capacity). Nevertheless, the user can prove these general long-term the-

orems by mathematical induction over lemmas that CCAC can prove (see §6.2.2 for

an example).

Example. Figure 3-1 shows the CCAC query used to discover the behavior of

AIMD discussed earlier. CCAC evaluates the behavior of algorithms over a finite

number of time steps. The behavior of the algorithm is defined at every time step;

if loss (congestion) is detected and it has been an RTT since the last reduction in

cwnd, then halve cwnd. If no loss is detected for an RTT, then increase cwnd by 𝛼.

The query asks if loss can happen when cwnd is less than or equal to 1 BDP. CCAC

answered “yes” to this query and produced traces that contained the behaviors we

discussed for AIMD earlier, which we elaborate on in §6.2.

Assumptions. Because CCAC focuses on worst-case behavior, a central goal of

its design is to exclude excessively antagonistic behavior that no CCA can handle.
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Thus, the path model only includes a carefully chosen subset of paths (see §4.2.1). Our

model of TCP timeouts is different from the standard for the same reason (see §4.2.2).

We represent network state using cumulative functions that preclude the modeling

of packet reordering. CCAC’s mechanism to detect packet losses emulates endpoints

that use an unbounded number selective acknowledgment (SACK) blocks. This corre-

sponds to the QUIC protocol [71], while TCP is limited to a maximum of four SACK

blocks [102].

3.2 Starvation in congestion control

The above results apply when the flow we analyze is not sharing its bottleneck queue

with any other flow. This scenario is common on the internet due to extensive de-

ployment of traffic shapers and fair queuing [53, 98]. Nevertheless, multiple flows do

often share the same bottleneck queue too. We study this next.

CCAs are designed to cooperate and achieve reasonable fairness when multiple

flows share the same bottleneck queue. Due to network jitter, we expected some

degree of unfairness and hoped to prove bounds on it as a function of the delay jitter.

For loss-based CCAs, unfairness was indeed bounded. However loss-based CCAs have

significant weaknesses, which motivated the development of delay-bounding CCAs

(see §2.1).

What CCAC found for delay-bounding CCAs was surprising. Although designed

to be cooperative and achieve reasonable fairness, for every delay-bounding CCA that

we studied, CCAC found scenarios where they experience starvation, an extreme form

of unfairness. At first, we suspected the path-model we used was too adversarial; that

such scenarios would never occur on the internet. However closer inspection revealed

that starvation occurs under fairly simple and common scenarios on the internet. Next

we tried simple modifications to existing CCAs in an attempt to mitigate scenarios

identified by CCAC. None of these worked.

Thus we began suspecting that there may be a fundamental difficulty for delay-

bounding CCAs to avoid starvation. In characterizing this difficulty, we identified a
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common property, delay-convergence that is shared by all delay-bounding CCAs we

are aware of. On ideal network paths with a constant bottleneck rate and propaga-

tion delay, a delay-convergent CCA eventually converges to a small delay range and

oscillate within that range. We proved that for all delay-convergent CCAs the exist

network scenarios where they experience starvation.

The proof identifies an important consequence of delay-convergence. Because most

CCAs attempt to work across many orders of magnitude of rates, they must map a

large rate range into a small delay range. Thus, even small changes in estimated

queuing delay would induce enormous changes in the inferred rate. This observation

suggested to us that perhaps bandwidth may not be shared equitably unless delays

were perfectly measurable.

However network jitter prevents CCAs from being able to measure the congestive

component of delay perfectly. CCA designers use a variety of techniques to attempt

to distinguish queuing from non-queuing (non-congestive) variations, including aver-

ages (Vegas, FAST, BBR) [27, 143, 31], minimums (LEDBAT, Copa) [13, 125] and

maximums (Verus) [152] of RTT, maximums of rate (BBR) [31], and repeating ex-

periments (PCC) [38]. However the problem is inherently difficult due to the wide

variety of delay patterns observed in real-world paths. Our work shows that tiny

imperfections in estimating congestion can lead to large amounts of unfairness.

It is important to note that starvation is a strong form of unfairness, going well

beyond traditional notions of RTT unfairness or even one flow getting a constant

factor higher throughput than the other. We prove that there is no finite 𝑠 ≥ 1

where the faster flow will always get less than 𝑠 times the throughput of the slower

one. To demonstrate that these results are not contrived or hypothetical, we use

insights from the proof to show empirical scenarios with BBR, Copa, and PCC where

starvation occurs — simple topologies with equal propagation RTTs where the ratio

of throughput between two flows is 10 : 1.1

This result sounds pessimal for delay-bounding CCAs, so the question is whether

we are doomed to choose between bounding delays and avoiding starvation. We

1This ratio would be higher but for limitations of our link emulator.
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discuss how we might be able to achieve both desirable goals by being explicit about

non-congestive delays in CCA design, ensuring that the CCA’s delay variations in

equilibrium are at least half as as large as the non-congestive jitter expected along a

path. If that is not the case, then our results prove that starvation is inevitable.

3.2.1 Delay-convergence

Informally, our theorem states that all delay-convergent CCAs will starve. Now

we define delay-convergence, a property that is common to most (if not all) delay-

bounding CCAs developed to date, despite their many operational differences. They

all seek to converge to a fixed sending rate and queuing delay, making only small

(if any) oscillations about that point. This design pattern offers two benefits. First,

stable sending rates provide stable performance for the application. Second, many

schemes, either implicitly or explicitly, map sending rates to corresponding (inferred)

queuing delays, which makes it easier to reason about their behavior. As a result,

many end-to-end delay-bounding CCAs employ this strategy including Vegas [27],

FAST [143], Sprout [145], BBR [31], PCC Vivace [39], Copa [13], PCC Proteus [104],

and Verus [152].

We define a delay-convergent CCA based on how it behaves when a single flow

runs on an ideal path. An ideal path has a constant bottleneck link rate 𝐶, minimum

RTT (round-trip propagation delay) 𝑅𝑚, and a bottleneck queue large enough that

overflows never occur. Naturally, such a large enough queue size only exists for CCAs

that bound their maximum queue.

Definition 1. A CCA 𝒜 is delay-convergent if two conditions hold when it is run

on an ideal path with a given 𝑅𝑚:

1. There is a time 𝑇 after which the RTT experienced is always in a bounded

interval [𝑑min(𝐶), 𝑑max(𝐶)], where 𝐶 is the bottleneck rate. Let 𝛿(𝐶) ≜ 𝑑max(𝐶)−

𝑑min(𝐶).

2. Both 𝑑max(·) and 𝛿(·) are bounded for 𝐶 not approaching zero, i.e., there exists
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a link rate 𝜆 > 0 and finite bounds 𝑑max and 𝛿max such that 𝑑max(𝐶) < 𝑑max and

𝛿(𝐶) < 𝛿max for all 𝐶 > 𝜆.2

Time

R
TT

0

Converged region

Figure 3-2: Ideal-path behavior of a delay-convergent CCA, 𝒜.

Figure 3-2 depicts this definition, showing the time evolution of the RTT for a

hypothetical CCA, 𝒜. As we will see, CCAs that ensure a smaller 𝛿max —and hence

are “more convergent” —are more susceptible to starvation. In particular, we prove

that starvation can occur if the delay ambiguity caused by non-congestive jitter delay

is > 2𝛿max. For many CCAs, 𝛿max is small because they strive to keep delay variations

small compared to 𝑅𝑚. Hence even a little ambiguity can cause starvation.

For instance, 𝛿(𝐶) is 0 for Vegas, FAST, and BBR in cwnd-limited mode; 4𝛼
𝐶

for

Copa, where 𝛼 is the packet size (4𝛼
𝐶

< 0.5 ms when 𝐶 > 96 Mbit/s and 𝛼 = 1500

bytes); 𝑅𝑚/4 for BBR in pacing mode (see §8.2); and 𝑅𝑚/20 for PCC Vivace. We

show that all these protocols suffer from starvation even in simple two-flow scenarios

with small non-congestive jitter.
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Figure 3-3: The rate-delay graph for a hypothetical delay-convergent algorithm. The
𝐶 of the ideal path varies while its 𝑅𝑚 is fixed.

For a fixed 𝑅𝑚, a delay-convergent CCA maps each link rate 𝐶 to a delay range

in steady state. Figure 3-3 shows how this range may vary as 𝐶 changes. 𝑑max(·) and
2A finite 𝑑max guarantees that a CCA is delay-convergent. We still discuss 𝛿max separately

because it controls how susceptible a CCA is to starvation.
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𝑑min(·) are typically non-increasing functions of 𝐶 because CCAs typically increase

their rate as the RTT decreases. However, our results do not require that the delay

bounds are monotonic functions of 𝐶.
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Figure 3-4: How various delay-bounding CCAs map delay to sending rates for various
CCAs. The shaded region shows 𝑑𝑚𝑎𝑥 and 𝑑𝑚𝑖𝑛 for each algorithm. BBR has two
modes (shown). The region’s width is 𝛿(𝐶). For Vegas, FAST and BBR (cwnd
limited), 𝑑𝑚𝑎𝑥 = 𝑑𝑚𝑖𝑛, hence it is a line, not a region. For them, 𝛿(𝐶) = 0. Section 8
describes how these mappings arise from the dynamics of these algorithms. Delay
increases as 𝐶 → 0 for all CCAs since a transmission delay of 1/𝐶 is unavoidable.

Figure 3-4 shows the rate-delay graphs for some real-world delay-convergent CCAs.

For all these CCAs, 𝛿(𝐶) is small (or grows smaller with 𝐶).

3.2.2 Example of starvation

Chapter 7 formalizes and proves our result. Here, we describe an example that gives

insight how non-congestive delay can lead to starvation. Consider a CCA such as

Vegas or FAST that seeks to maintain 𝛼 packets in the queue per flow in equilibrium.

𝛼 is a parameter of the algorithm (e.g. 𝛼 = 4 packets). Over an ideal path, once the

CCA hits this target, its rate stabilizes and the queue length never changes. Hence

𝛿𝑚𝑎𝑥 = 0, and the RTT is 𝑅𝑚 + 𝛼/𝐶 as shown in Figure 3-4.

The issue is that, to achieve this equilibrium, the CCA must measure the queuing

delay with high precision. For example, with 𝛼 = 4 and each packet being 1500 bytes,

𝛼/𝐶 = 0.5 ms for 𝐶 = 96 Mbit/s and 0.05 ms for 𝐶 = 960 Mbit/s. Thus a difference

of only 0.45 ms in the estimated queuing delay can cause the CCA to vary its sending

rate by 10×! Therefore, if the delay measurement ambiguity exceeds this amount, it

can easily cause severe unfairness or starvation.
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This problem is not limited to Vegas or FAST or even CCAs with decreasing

rate-delay functions as shown in Figure 3-3. Any delay-convergent CCA that seeks

to bound delay variation below the level of jitter (delay ambiguity) of the network

will suffer from the same problem. At a high level, the fundamental issue is that

very different link rates are consistent with similar delay measurements for such a

CCA. By applying different non-congestive delays to the paths of different flows, the

adversary can cause the flows to perceive very different link rates and drive them to

starvation.

3.3 Copa: a new delay-based CCA

Before we worked on formally understanding CCA performance, we designed Copa, a

delay-based CCA that emphasized correctly interpreting delay measurements in the

presence of non-congestive delay. It incorporates three ideas. First, it shows that a

target rate equal to 1/(𝛿𝑑𝑞), where 𝑑𝑞 is the (measured) queuing delay, optimizes a

natural function of throughput and delay under a Markovian packet arrival model.

Second, it adjusts its congestion window in the direction of this target rate, converging

quickly to the correct fair rates even in the face of significant flow churn. These two

ideas enable a group of Copa flows to maintain high utilization with low queuing delay.

However, when the bottleneck is shared with loss-based congestion-controlled flows

that fill up buffers, Copa, like other delay-sensitive schemes, achieves low throughput.

To combat this problem, Copa uses a third idea: detect the presence of buffer-fillers

by observing the delay evolution, and respond with additive-increase/multiplicative

decrease on the 𝛿 parameter. Experimental results show that Copa outperforms

Cubic (similar throughput, much lower delay, fairer with diverse RTTs), BBR and

PCC (significantly fairer, lower delay), and co-exists well with Cubic unlike BBR and

PCC. Copa is also robust to non-congestive loss and large bottleneck buffers, and

outperforms other schemes on long-RTT paths.

Facebook/Meta uses Copa for live video uploads because Copa improves their

end-to-end application metrics [51]. Chapter 11 describes the algorithm in detail.
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Chapter 4

Congestion control path model

In section 1.2.1, we discussed our performance verification methodology, which advo-

cates a non-deterministic model of the environment. In this chapter, we delve into

our model to analyze congestion control. To make it easier to understand, we initially

present a simpler model in section 4.1. This simplified model assumes that all buffers

on the network path have infinite capacity. Later, in section 4.2, we expand the model

to account for finite buffers. The models in this chapter only deal with a single flow.

Chapter 7 extends them to multiple flows.

4.1 A simple model that assumes infinite buffers

Our simple model assumes that buffers on the network path are infinitely large and

excludes other factors that may cause packet loss. Thus, every packet is acknowledged

without fail. The focus of this model is to determine the delay, specifically the Round

Trip Time (RTT), between when a packet is sent and when the sender receives its

acknowledgment (Ack). To accomplish this, the model divides the RTT into three

components, with particular emphasis on distinguishing between congestive and non-

congestive sources of delay variation.

1. Congestive (bottleneck queuing) delay, which is the sum of the queuing delay in-

curred by packets waiting to be sent on the bottleneck link and the transmission

time over the bottleneck link;
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2. Minimum packet propagation RTT (or delay), denoted 𝑅𝑚, defined as the time

it takes for a single packet to traverse the non-bottleneck portions of the path

and for the sender to receive an ACK (this includes both the speed-of-light

propagation delay of the entire path and the packet transmission delays on each

link except the bottleneck);

3. Non-congestive delay, which we define as jitter delays due to network elements

(perhaps also at the bottleneck) that may temporarily hold packets or ACKs

but are not by themselves persistent rate bottlenecks.

We model these delays as shown in figure 4-1:

CCA

Figure 4-1: The simple network model of the loop between the sender and receiver.

The packets transmitted by the CCA are directed to an infinitely large First-In-

First-Out (FIFO) queue, which represents the congestive delay. These packets are

dequeued from the queue at a steady rate of 𝐶 bits per second. Additionally, they

experience a minimum packet propagation RTT of 𝑅𝑚.

After leaving the queue, the packets encounter a component that introduces a

non-deterministic, bounded delay. This delay captures the non-congestive delay ex-

perienced along the network path. Specifically, this component can delay packets by

any duration between 0 and D seconds, without altering their order.

After this stage, the packets are acknowledged to the CCA at the sender’s end.

Examples of non-congestive delay include packet aggregation (which leads to

ACKs arriving in bursts), overhead from end-host or in-network scheduling, and

timing variations resulting from hardware offloading. In practical scenarios, non-

congestive delay can vary widely. It may range from hundreds of microseconds caused
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by operating system thread scheduling [106] to tens of milliseconds induced by link-

layer technologies like Wi-Fi [59]. Each of these factors introduces unpredictable

fluctuations, leading to variations in the RTT. To complicate matters further, paths

can include multiple such sources of non-congestive delay.

Is the model powerful enough?

With its ability to non-deterministically introduce bounded delays, it can emulate a

wide range of behaviors. Let us consider a concrete example to illustrate this point.

Many wireless devices employ frame aggregation, where packets like acknowledg-

ments (ACKs) are combined into larger bursts for more efficient transmission. To

demonstrate, let us assume the following algorithm: frames will not be forwarded

from the queue for a specific wireless destination device until it either contains at

least 10 KBytes of payload or the oldest payload component has been waiting for

over 10 milliseconds. Once this condition is met, all packets in the frame for that des-

tination are promptly forwarded. This algorithm ensures that packets are forwarded

at the maximum rate achievable for that particular destination until the queue holds

fewer than 10 KBytes.

Our model emulates this behavior as follows. Most of the waiting time in the algo-

rithm is modeled by the FIFO queue. When the queue contains less than 10 KBytes,

the packet waits for a maximum of 10 milliseconds. This part of the waiting time is

modeled by the non-deterministic delay component as long as 𝐷 > 10 milliseconds.

In addition to emulating individual behaviors like this, we want our model to

also be capable of emulating combinations of these behaviors. Instead of proving our

simple model can emulate these, we shall directly prove this for our primary model

in section 4.2.

The adversary must be restricted enough to ensure that there exists some CCA

that works well against it. If the adversary possesses excessive power, CCAs would

be unable to make any assumptions about the network, rendering them ineffective.

Therefore, we impose a constraint on the non-congestive delay, bounding it by a

constant value, 𝐷. This constraint also aligns with the natural behavior of network
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components, which are designed to forward packets rather than to hold on to them

indefinitely. Thus, unless a packet becomes trapped in a congested queue, network

components will forward it within a finite timeframe (i.e. 𝐷 seconds).

4.2 The full model that allows for finite buffers

The model presented in this section serves as the foundation for all the analysis con-

ducted in this dissertation. The key improvement over the simpler version (see §4.1),

is that it allows for network components with finite buffers while also allowing every

behavior allowed by the simpler version. However, it is worth noting that the simpler

version still suffices to understand most of the subsequent content in this disserta-

tion. With it, one can even gain an intuitive understanding of the counter-examples

uncovered by our automated tool (CCAC) that involve finite buffers.

To create a model that captures a broad range of network behaviors, we ensure

it satisfies two properties. First, it can emulate known behaviors such as link-layer

aggregation, token-bucket filters, and arbitrary per-packet delay up to 𝐷 seconds

(see §4.2.1). Arbitrary delays can be used to emulate scheduling errors, MAC schedul-

ing artifacts, and delay-measurement errors. Second, it composes ; i.e., for any two

path-servers, there exists a path-server, perhaps with different parameters, that can

do anything that the two path-servers can do when placed serially. Hence, the path-

server can also emulate any sequential composition of the above behaviors.

Our initial attempts at creating a general path model produced models that were

“too expressive” and allowed behaviors that no CCA can handle. We discuss some of

these behaviors and how our final model avoids them in §4.2.1. We believe we have

struck a good balance between expressiveness and restricting unreasonable behavior

because CCAC produces network behaviors that are plausible on real networks.

Intuition. The path-server can be described as a generalized token-bucket filter

(TBF) as shown in Figure 4-2. First, consider a standard TBF. It has two queues,

one for packets and another for tokens. Tokens arrive continuously at a fixed rate

of 𝐶 bytes/second and a packet of size 𝑥 bytes can be dequeued only if the token
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Figure 4-2: CCAC’s path model.

𝐶 – link rate 𝑅𝑚 – propagation delay
𝛽 – buffer size 𝐷 – max per-packet jitter
𝛼 – MTU size dupacks (threshold) – 3𝛼
𝑇 – number of time steps cwnd(𝑡) – congestion window
𝑄(𝑡) – packet queue length 𝑇 (𝑡) – token queue length
𝐴(𝑡) – cumulative arrivals 𝑆(𝑡) – cumulative service
𝑊 (𝑡) – cumulative waste 𝐿(𝑡) – cumulative losses
𝐿𝑑(𝑡) – cum. losses detected 𝜏𝑜(𝑡) – timeout happened

Table 4.1: Glossary of symbols.

queue has at least 𝑥 bytes worth of tokens. If no packets arrive for a while, tokens

accumulate to a maximum of 𝐾 bytes. Any tokens that come after the token queue

is full are wasted. Then, if packets arrive in a burst, the TBF can transmit a burst of

up to 𝐾 bytes at once, temporarily exceeding the link rate 𝐶.

Our path-server generalizes the standard TBF. When a token arrives at the token

queue, the path-server can non-deterministically choose to either admit it or waste it.

Wasting a token is allowed only when there are more tokens than the total number

of bytes in the packet queue. Tokens represent transmission opportunities at the

bottleneck. Wasted tokens represent transmission opportunities that were wasted

because there were packets at the bottleneck.

Like a TBF, when a packet is dequeued, a number of tokens equal to the packet’s

size are dequeued. However, unlike a TBF, the path-server can choose to delay sending

packets even when tokens are available, subject to the constraint that once a token is
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admitted, the token cannot be in the queue for more than 𝐷 seconds. This represents

the fact that transmission opportunities may not appear periodically. There may

be up to 𝐷 seconds of jitter, which the the path-server can use to emulate various

network effects. One corollary of the 𝐷-second bound is that the path-server can

never accumulate more than 𝐶 ·𝐷 tokens.

Recall that the path-server models an entire path, not just the bottleneck. There-

fore, the packets in the path-server’s queue represent packets enqueued throughout

the path, not just at the bottleneck. The bottleneck queue is represented by the

difference between the total number of bytes in the packet queue and the number of

available tokens. Hence, the server can waste tokens only if this difference is < 0,

indicating that the bottleneck is empty.1 To emulate a bottleneck buffer of 𝛽 bytes,

the server drops packets when the bottleneck queue exceeds 𝛽 bytes. One can set 𝛽

to a finite value in units of BDP. One can also set 𝛽 to ∞ or let CCAC search over

all its possible values to find one that satisfies the query.

We note that, when we first developed the model, it was just a set of constraints

discussed below. It was devoid of any physical interpretation beyond the rough in-

tuition that the path server should transmit roughly 𝐶 packets per second, while

allowing for some short term jitter. We simply sought a model that satisfied two

mathematical properties described in section 4.2.1. The non-deterministic TBF in-

terpretation described above was added after-the-fact.

Formal definition. Let 𝑄(𝑡) and 𝑇 (𝑡) denote the number of bytes in the packet

and token queues, respectively. 𝐴(𝑡) denotes the cumulative number of bytes that

have arrived at the server till time 𝑡. Similarly 𝑆(𝑡), 𝐿(𝑡), and 𝑊 (𝑡) are the cumulative

number of bytes serviced from the path-server, bytes lost, and tokens wasted, respec-

tively (see Table 4.1). A number of constraints bound the behavior of the network,

which we express as constraints on these functions:

• Tokens arrive at rate 𝐶 bytes/s but at time 𝑡, 𝑆(𝑡) of them have been used and

𝑊 (𝑡) of them have been wasted. Hence, 𝑇 (𝑡) = 𝐶𝑡−𝑊 (𝑡)− 𝑆(𝑡).

1Note that if packets are arriving too slowly, the server is forced to waste tokens to avoid keeping
a token for more than 𝐷 seconds.
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Figure 4-3: Graphical representation of the constraints.

• The queue length is the number of bytes that have arrived but have not been

serviced or lost. Hence, 𝑄(𝑡) = 𝐴(𝑡)− 𝐿(𝑡)− 𝑆(𝑡).

• Wastage can only happen when there are more tokens than packets. That is,

𝑇 (𝑡) ≤ 𝑄(𝑡) ⇒ 𝑊 ′(𝑡) = 0, where 𝑊 ′(𝑡) is the time derivative indicating how

much waste occurred.

• Loss is disallowed unless the bottleneck queue, 𝑄(𝑡) − 𝑇 (𝑡), exceeds 𝛽 bytes.

Hence, 𝑄(𝑡)− 𝑇 (𝑡) < 𝛽 ⇒ 𝐿′(𝑡) = 0. We also have 𝑄(𝑡)− 𝑇 (𝑡) ≤ 𝛽.

• Naturally, 𝑄(𝑡) ≥ 0 and 𝑇 (𝑡) ≥ 0 and the cumulative functions 𝐴(𝑡), 𝑆(𝑡), 𝐿(𝑡),

and 𝑊 (𝑡) are all non-decreasing. Since wastage can happen only when tokens

enter the queue, 𝐶𝑡−𝑊 (𝑡) should also be non-decreasing.

• Finally, the server would not have admitted tokens if they were going to stay in

the queue for more than 𝐷 seconds. Hence, all tokens that arrived 𝐷 seconds

ago and were not wasted must have been used by now. That is, 𝑆(𝑡) ≥ 𝐶 · (𝑡−

𝐷)−𝑊 (𝑡−𝐷). Together with 𝑇 (𝑡) > 0, we have that 𝐶 · (𝑡−𝐷)−𝑊 (𝑡−𝐷) ≤

𝑆(𝑡) ≤ 𝐶𝑡−𝑊 (𝑡). These are the bounds on the service curve, 𝑆(𝑡).
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Visualization. To make it easier to present examples of network behavior in our

model, we use the graphical representation shown in Figure 4-3. The representation

is akin to a TCP’s time-sequence graph, where the 𝑥-axis represents time and the

𝑦-axis represents the cumulative number of bytes arriving at the path-server (i.e.,

arrival curve) or served from it (i.e., service curve). Figure 4-3(A) illustrates a simple

example with the arrival curve in blue, the service curve in red, and the bounds

on the service curve in black. Note that 𝐴(𝑡) − 𝐿(𝑡) is the cumulative number of

bytes admitted to the queue. The horizontal gap between the black curves is 𝐷.

The horizontal gap between the arrival and service curve represents the time spent

by a packet in the path-server’s queue (which does not include 𝑅𝑚, the propagation

delay). The vertical gap represents 𝑄(𝑡). The vertical gap between the service curve

and upper black curve equals 𝑇 (𝑡) and represents the largest burst possible at this

time.

Wastage is disallowed when 𝑇 (𝑡) ≤ 𝑄(𝑡). Substituting 𝑇,𝑄, and rearranging, we

get 𝐶𝑡−𝑊 (𝑡) ≤ 𝐴(𝑡)− 𝐿(𝑡). Hence, wastage is possible only when the arrival curve

is less than the upper black curve (see Figure 4-3(B)). When wastage happens, the

slope of the black curve is smaller than 𝐶, indicated by dotted lines in the figure.

Figure 4-3(C) shows we can define a loss threshold curve, which is the upper black

curve plus 𝛽. The arrival curve must remain below this line, and loss is allowed only

when the arrival curve touches this line. The sender detects losses when it receives

dupacks number of acknowledgments of packets after the loss event. Figure 4-3(D)

shows how a CCA that simply maintains a constant cwnd controls 𝐴(𝑡) in response

to 𝑆(𝑡). Here, 𝐴(𝑡) = 𝑆(𝑡 − 𝑅𝑚) + cwnd because the ACKs leaving the server will

reach the sender 𝑅𝑚 seconds later, which maintains cwnd packets in flight.

4.2.1 The set of paths the model captures

The behavior of a real network path can be decomposed into a series of “boxes”.

Individual boxes represent various phenomena such as bottleneck links and link-layer

aggregation. In some cases, it helps to decompose one physical device as multiple

boxes. For instance, the sender’s network stack can be broken into a component that
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packetizes and another that paces packets with timing errors.

Individual “boxes”. Now we discuss which real network boxes the path-server

can emulate. Since it is a generalized TBF, it can naturally implement a regular TBF

as shown in Figure 4-4. If the TBF has a link rate of 𝐶 and a burst size of 𝐾, then we

can emulate it with a path-server with the same link rate and 𝐷 = 𝐾/𝐶. When the

sender stops sending, tokens accumulate, allowing the path-server to burst when the

sender bursts (i.e., the arrival curve has a large single-step increase). The path-server

can burst a maximum of 𝐶 ·𝐷 bytes, buffering the rest. Then, the TBF sends data

from its buffer at a rate of 𝐶.

The path-server can also emulate all behaviors in our simpler model in section 4.1

(see Theorem 5 in Appendix A.4). Thus, it can emulate a wide range of phenomena

such as packetization, link-layer aggregation, scheduling errors, MAC-layer jitter, and

arbitrary delays (≤ 𝐷). The second example in Figure 4-4 shows the behavior of a

link-layer aggregator. Regardless of the sending rate of the arrival curve, the service

curve aggregates packets (which can be caused by link-layer aggregation) and sends

them in bursts. Note that the simple model cannot emulate token bucket filters with

finite buffers, while the path-server can.

Composition. If network boxes 𝜏1 and 𝜏2 can be emulated by path-servers with

infinite buffers (𝛽 =∞) and parameters (𝐶1, 𝐷1) and (𝐶2, 𝐷2), then the composition

of 𝜏1 and 𝜏2 can be emulated by a path-server with parameters (min(𝐶1, 𝐶2), 𝐷1+𝐷2)

(see Theorem 9 in Appendix A.4), where 𝐶,𝐷, 𝛽 are the link rate, jitter parameter,

and buffer size, respectively. When buffers are finite, our result is weaker: if 𝐶1 ≤

𝐶2 and 𝛽2 ≥ 𝐶1𝐷1, then their composition can be emulated by a path-server with

parameters (min(𝐶1, 𝐶2), 𝐷1 +𝐷2, 𝛽1) (see Theorem 7 in Appendix A.4). We do not

have results for when 𝐶1 > 𝐶2 and buffers are finite.

Design decisions. The weakening of results with the constraint 𝛽2 ≥ 𝐶1𝐷1 is

by design. If the path-server is able to emulate a bursty box followed by one with a

small buffer, it can emulate a network that drops packets no matter what the CCA

does. This is because, even if the CCA sent evenly spaced packets, the bursty box

can generate bursts of up to 𝐶𝐷 bytes larger than the buffer size of the small-buffered
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Figure 4-4: Examples of how the path-server emulates a token bucket filter and link-
layer aggregation.

box, leading to packet drops that a CCA cannot avoid. While such paths are possible

on the Internet, it is not useful to include them in the model because no CCA can

help here. Thus, Theorem 7 considers only the case when the buffer size of 𝜏2 is big

enough to absorb bursts created by 𝜏1 (𝛽2 ≥ 𝐶1𝐷1). Indeed, we prove that when

𝐶1 ≤ 𝐶2 and 𝛽2 ≥ 𝐶1𝐷1, the second box can never lose packets (see Theorem 6 in

Appendix A.4). Operationally, we achieved this by defining the condition for loss on

𝑄(𝑡) − 𝑇 (𝑡) and not on 𝑄(𝑡), even though the latter might seem more natural (and

is what we used in earlier iterations of our model).

Another design decision was to limit the time a token can spend in the queue to

𝐷 seconds. It may seem more natural to limit the number of tokens in the queue

to 𝐾 = 𝐶𝐷 ≈ 𝐵𝐷𝑃 bytes instead (this is what we used in earlier iterations of the

model). Here, there is nothing forcing the path-server to use tokens. If the sender

sends fewer than 𝐾 bytes (say, because its initial cwnd < 𝐾), the server can hold on to

the packets indefinitely, causing the sender to timeout. Requiring the initial window

to be equal to the BDP is unreasonable, since determining the BDP is precisely the

CCA’s job! Exclude this behavior by using 𝐷 instead of 𝐾 is a clean resolution.

4.2.2 Expressing CCAs

A CCA controls the sender’s transmission rate based on observed network behavior.

In CCAC, a CCA determines the cumulative arrivals, 𝐴(𝑡), by determining the con-

gestion window, cwnd(𝑡), and pacing rate, 𝑟(𝑡). At time 𝑡, the CCA can observe the
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service curve up to time 𝑡−𝑅𝑚, since feedback is delayed by 𝑅𝑚. The CCA can also

observe 𝜏𝑜(𝑡) and 𝐿𝑑(𝑡), which are functions built into CCAC. 𝜏𝑜(𝑡) indicates whether

a timeout happened at time 𝑡. 𝐿𝑑(𝑡) captures the cumulative number of losses de-

tected. Losses are detected through duplicate ACKs and timeouts. As a convenience,

the logic to calculate queuing delay based on 𝐴 and 𝑆 is also built into CCAC. The

user needs to write constraints that determine 𝐴(𝑡) as a function of the observables.

Figure 3-1 shows how to implement AIMD in CCAC.

Timeouts. If we implement timeouts according to RFC 6289 [124], the path-

server can cause timeouts by simply emulating a smooth network in the beginning

to keep rttvar (variation in RTT) low. Then, it can suddenly increase delay by 𝐷

seconds to cause a timeout. While this scenario is possible in real networks, CCAC

would produce excessively antagonistic worst-case behavior in this case. Instead,

we trigger a timeout only when all in-flight packets have been lost. The sender

would certainly timeout when this happens, and this mechanism avoids antagonistic

timeouts.

4.3 Discussion of modeling choices

Variable link rates. We use two approaches to capture variable link rates. The

jitter allowance, 𝐷, captures short-term variations. Long-term variations, like changes

in the rate of a wireless channel, require 𝐶 to be variable. However, 𝐶 is constant

in our model. To model a variable 𝐶, the user uses CCAC to prove lemmas about

a CCA’s behavior over a fixed link rate for some duration 𝑇 ′. Then, one can use

mathematical induction on these lemmas to prove that as the fixed rate changes, the

CCA will move toward a correct set of of cwnd and rate values for that link rate. One

can pick 𝑇 ′ to be the smallest (CCA-dependent) value such that the lemmas hold.

Sections 6.2 and 6.3 show examples of this approach for AIMD and Copa.

Had we allowed the path-server to vary 𝐶 with time, the path-server would have

been able to emulate any network (i.e., it can pick any 𝑆(𝑡) ≤ 𝐴(𝑡)). No CCA

can function on a network where the capacity can vary arbitrarily, rendering CCAC
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useless since no interesting theorems about the CCA can then be proved with it (since

they will not be true).

Choice of 𝐷. The path-server can capture jitter up to 𝐷 seconds. There are

two ways of setting 𝐷. First, if we know the path, we can calculate what 𝐷 would

be sufficient to model the individual components. Then, our composition theorems

state that the net 𝐷 is the sum of the 𝐷s on the path. Alternately, we believe setting

𝐷 to be one RTT is appropriate for congestion control because that is the timescale

at which end-to-end CCAs can react to changes in the network. CCAs must hedge

against fluctuations in the rate at smaller timescales. For longer timescales, they can

simply adapt their rate to follow the network. Note that for any two path-servers

with the same link rate and buffer size, with jitter parameters 𝐷1 > 𝐷2, the first

path-server can emulate a superset of the paths emulated by the second path-server.

Non-congestive loss. 𝐿(𝑡) captures loss due to congestion. It is possible to

model non-congestive loss as well by defining another function 𝐿nc(𝑡) that is con-

strained as 0 ≤ 𝐿nc(𝑡) ≤ 𝜂 · (𝐴(𝑡) − 𝐿(𝑡)), where 𝜂 is the maximum non-congestive

loss rate.
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Chapter 5

Formal analysis using an SMT solver

In this section, we show how CCAC uses SMT solvers. An SMT formula is a first-

order logic formula over predicates. In CCAC, we only use predicates that are Boolean

variables or linear arithmetic inequalities, as they are more efficient for automated

analysis. Each linear predicate takes the form
∑︀

𝑖 𝑏𝑖𝑣𝑖 ≥ 𝑐 where 𝑏𝑖 and 𝑐 are real or

integer constants and 𝑣𝑖 are the real variables on the formula.1

An SMT solver attempts to find a satisfying assignment to the variables of the

formula. If no such assignment exists, it outputs “unsat” (for unsatisfiable). CCAC

uses the SMT solver, Z3 [35], to search through the space of all possible network traces

generated from the interactions between the path model and the CCA. In this section,

we describe the key ideas needed to express the path model in SMT constraints.

Representation. Our model for the network and CCAs include several functions

over continuous time (i.e., functions of the form 𝑓(𝑡) where 𝑡 is a real number, like

the service and loss curves). To encode those functions in SMT constraints, we could

use a single variable 𝑈𝑓 to represent a function 𝑓 . 𝑈𝑓 would be an uninterpreted

function with a single real input and a single real output. However, using a mixture

of uninterpreted functions and linear arithmetic constraints proved to be intractable

for our purposes. Thus, we represent those functions as a sequence of real variables.

For example, we express the service curve, 𝑆, as 𝑆0, . . . , 𝑆𝑇 , denoting 𝑆’s values at
1Linear equations with real variables are easier for an SMT solver to handle than integer variables

because they use linear programming as a subroutine. We use real variables everywhere, except for
representing the state in BBR’s state machine as an integer.
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Figure 5-1: (A) While the bounds on 𝑆(𝑡) in the continuous model look like the
dotted lines, we over-approximate that region using the solid lines as bounds. (B) In
the discrete model, the queuing delay at time 𝑡 can be any value between the upper
and lower bounds.

times 𝑡 ∈ {0, · · · , 𝑇}.2 Constraints can also be discretized. For instance, to express

∀𝑡, 𝑄(𝑡) ≥ 0, we add 𝑄0 ≥ 0 ∧ · · · ∧𝑄𝑇 ≥ 0 to the formula.3

For computational efficiency, 𝑇 must be small, leading to a coarse discretization

with only 1 to 3 time steps per 𝑅𝑚.4 Thus, the discretized constraints and func-

tions can become a poor approximation to the continuous ones. To nevertheless get

meaningful results, we adopt the following strategy.

Superset property. When formulating the constraints over discrete time, we

ensure that they allow a superset of behaviors possible with the original constraints,

so that any network trace that conforms to the continuous model is reproducible in

the discrete SMT formulation. Hence, any bounds proved in the discrete model will

be true in the continuous model as well.

Writing constraints that respect the superset property is often simple. In many

cases, since the discrete model only constrains functions at discrete time steps (i.e.,

𝑡 = 0, 1, .., 𝑇 ), it admits more behaviors than the continuous model. For example,

𝑆(𝑡) is constrained with 𝐶𝑡−𝑊 (𝑡) as upper bound and 𝐶(𝑡−𝐷)−𝑊 (𝑡−𝐷) as lower

bound, shown as dotted lines in Figure 5-1(A). When discretized, the bounds on 𝑆

become step functions that contain their continuous counterpart.

2We index to 𝑇 rather than 𝑇 − 1 since that includes 𝑇 time steps.
3For the rest of the paper, we use 𝑋(𝑡) to represent functions over continuous time and 𝑋𝑡 for

the SMT discretization.
4Congestion control has a natural time scale of 1 RTT since that is the feedback delay.
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Sometimes ensuring the superset property is more complicated. One example is

computing the queuing delay used by the CCA. Recall that delay(𝑡) can be defined

as the horizontal distance between 𝑆 and 𝐴 − 𝐿 at 𝑆(𝑡). However, in the SMT

formulation, 𝑆, 𝐴, and 𝐿 are only defined at discrete time steps. Thus, as shown in

Figure 5-1(B), a horizontal line drawn from 𝑆(𝑡) (red dot) can cross 𝐴−𝐿 anywhere

between 𝑡1 and 𝑡2 (the blue dots). As such, the SMT formulation allows delay𝑡, the

discrete counterpart of delay at time 𝑡, to take any value between 𝑡 − 𝑡1 and 𝑡 − 𝑡2.

To express this in SMT constraints for each ∆𝑡 ∈ {0, · · · , 𝑡}, we add the constraints

𝑆𝑡 > 𝐴𝑡−Δ𝑡 − 𝐿𝑡−Δ𝑡 → delay 𝑡 ≤ ∆𝑡 and 𝑆𝑡 ≤ 𝐴𝑡−Δ𝑡 − 𝐿𝑡−Δ𝑡 → delay 𝑡 ≥ ∆𝑡.5

Appendix A.3 discusses how we constrain 𝐿𝑑
𝑡 to maintain the superset property.

Due to the superset property, a trace that satisfies the discrete SMT formulation

may not necessarily exist in the continuous model. As such, a bound proved using

CCAC may be looser than necessary, or a corner case caught by CCAC may not be

reproducible in the original model. The saving grace is that a human can always

look at the trace generated by CCAC to ensure that it makes sense, as we have

done in our case studies. In our experience, traces generated by CCAC always had

a correspondence with real networks, even if it occasionally exploited the relaxation

due to discretization.

Initial state. Unless specified by the user, we leave the initial state uncon-

strained. In particular, when CCAC explores the space of all possible network traces,

it has full freedom to pick any initial values for variables like the queue size, wastage,

and the number of lost packets. We will show in our case studies how to use this

feature to prove properties over an infinite time horizon.

5.1 Expressing CCAs

A CCA controls the sender’s transmission rate based on observed network behavior.

In CCAC, a CCA determines the cumulative arrivals, 𝐴(𝑡), by determining the con-

gestion window, cwnd(𝑡), and pacing rate, 𝑟(𝑡). At time 𝑡, the CCA can observe the

5We omit handling the corner case when 𝑆𝑡 = 𝐴𝑡−Δ𝑡 − 𝐿𝑡−Δ𝑡 for clarity.
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service curve up to time 𝑡−𝑅𝑚, since feedback is delayed by 𝑅𝑚. The CCA can also

observe 𝜏𝑜(𝑡) and 𝐿𝑑(𝑡), which are functions built into CCAC. 𝜏𝑜(𝑡) indicates whether

a timeout happened at time 𝑡. 𝐿𝑑(𝑡) captures the cumulative number of losses de-

tected. Losses are detected through duplicate ACKs and timeouts. As a convenience,

the logic to calculate queuing delay based on 𝐴 and 𝑆 is also built into CCAC. The

user needs to write constraints that determine 𝐴(𝑡) as a function of the observables.

Figure 3-1 shows how to implement AIMD in CCAC.

Timeouts. If we implement timeouts according to RFC 6289 [124], the path-

server can cause timeouts by simply emulating a smooth network in the beginning

to keep rttvar (variation in RTT) low. Then, it can suddenly increase delay by 𝐷

seconds to cause a timeout. While this scenario is possible in real networks, CCAC

would produce excessively antagonistic worst-case behavior in this case. Instead,

we trigger a timeout only when all in-flight packets have been lost. The sender

would certainly timeout when this happens, and this mechanism avoids antagonistic

timeouts.

SMT interface. Recall that each CCA can introduce its own set of variables and

constraints to set cwnd(𝑡) and/or 𝑟(𝑡). In our SMT formulation, we have variables

cwnd0, . . . , cwnd𝑇 and 𝑟0, . . . , 𝑟𝑇 as discretized versions of 𝑐𝑤𝑛𝑑(𝑡) and 𝑟(𝑡), respec-

tively. The user must discretize other CCA-specific variables and constraints and

express the CCA as first-order-logic formulae. Specifically, for a CCA that uses a

congestion window, we include constraints of the form cwnd𝑡 = 𝑓( ¯cwnd, �̄�, �̄�), where

¯cwnd is the vector of all previous window values, 𝑄 is the vector of all state variables

maintained by the algorithm, and 𝐸 is the vector of all the information derived from

the network such as loss and delay. While Z3 supports nonlinear constraints, we

manage to avoid them, improving efficiency. For example, a common technique is to

express a nonlinear function using linear constraints via a lookup table. For instance,

we used it in Copa to multiply queuing delay and cwnd.

Asking Queries about CCAs.

Queries (hypotheses) about CCAs in CCAC must be expressed as first-order-logic

formulae. For instance, to ask whether the network utilization can drop below a
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threshold 𝑢, we can add the formula 𝑆𝑇−1−𝑆0 < 𝑢𝑇 to our SMT formulation and ask

CCAC whether or not it is satisfiable. If it is, the solver will output an assignment

to all the variables (i.e., 𝑆𝑡, 𝐴𝑡, 𝐿𝑡, and 𝑊𝑡) along with the CCA’s variable that will

cause the utilization to drop below 𝑢. If there is no such assignment, CCAC will have

proved that the CCA will always achieve utilization of at least 𝑢 over a period of 𝑇

time steps.

By default, CCAC is designed to be free to choose many parameters. For instance,

it can pick a network with a BDP that is small relative to the MTU (𝛼). This may

not be interesting to the user, so they can add an additional constraint such as 𝛼 ≤
1
5
𝐶𝑅𝑚. Hence, CCAC allows the user to explore many counterexamples depending

on their interest. As another example, we do not need CCAC to tell us that AIMD

reduces cwnd in response to non-congestive loss, as this is well-understood. Hence,

we simply disabled non-congestive loss to focus on loss caused by buffer overflow. For

the queries we asked in this paper, this leads to more interesting and unexpected

counterexamples.

5.2 Parameters and linearity

The model has parameters like the link rate, 𝐶, and the propagation delay, 𝑅𝑚.

In addition, each CCA may introduce its own parameters. We would like to prove

properties for any choice of these parameters. Ideally, we would leave all of them as

variables that are picked by the solver. However, that is not always possible and, for

some parameters, we must resort to other techniques. To better understand how to

pick parameter values, we will start by explaining parameter units.

There are two units in our framework: time and bytes. Without loss of generality,

we can pick them such that 𝐶 = 1 and 𝑅𝑚 = 1. Hence, our formulation quantifies

over all 𝐶 and 𝑅𝑚 “for free”. Having 𝐶 be a constant helps because many constraints

involve a product of 𝐶 with a variable. If 𝐶 were a variable, picked by the solver,

multiplication with 𝐶 would make the constraint non-linear. The same benefit holds

for 𝑅𝑚. In addition, some model constraints relate values of functions across time
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steps that are 𝑅𝑚 or 𝐷 apart. For instance, the sender can use 𝑆𝑡−𝑅𝑚 as the number

of ACKs received so far to set cwnd at time 𝑡. Thus, both 𝑅𝑚 and 𝐷 need to be

integers. 𝑅𝑚 is a small integer that controls the number of time steps per RTT. As

such, it controls the granularity of discretization. The user needs to pick 𝐷 and in

so doing they can sweep over different values of 𝐷/𝑅𝑚. 𝐷/𝑅𝑚 is the value of 𝐷

measured in units of propagation delay.

Parameters that do not appear in a product with another variable can be left as

variables whose value will be picked by the SMT solver. Examples of such parameters

are the buffer size, 𝛽, and the additive increase constant, 𝛼, in algorithms like AIMD

and Copa. Note that when the solver picks 𝛼, it is implicitly picking the number of

packets in a BDP, 𝐶𝑅𝑚/𝛼.
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Chapter 6

CCAC case studies

We demonstrate the power of CCAC through three case studies in the next three

sections: BBR [31], AIMD [34], and Copa [13]. CCAC’s model of these algorithms

is simplified and does not correspond exactly to code. That said, we make three

observations. First, CCAC resembles some implementations of CCAs that also re-

act only a small number of times per RTT due to CPU limitations. These have

been empirically demonstrated to have similar behavior [108]. This is because the

fundamental timescale of operation for a CCA is one RTT. Second, CCAC captures

complexities such as duplicate ACKs and timeouts. Third, congestion control is far

from being a solved problem and CCAs are not yet fully understood at an abstract

level. Thus, CCAC is still able to uncover surprising behaviors. Further, for simplic-

ity, our analyses of BBR and Copa assume that the sender has a correct estimate of

𝑅𝑚.

In each case, we formulate queries that probe the studied algorithm for “bad

behavior”. CCAC produces counterexamples that allow us to discover unexpected

behavior in all three algorithms that significantly impair their performance. We also

use CCAC to prove bounds on the worst-case performance of AIMD and Copa.
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Figure 6-1: Network behavior generated by CCAC that prevents BBR from discov-
ering bandwidth.

6.1 Case study 1: BBR

BBR [31] is a complicated rate-based algorithm that relies on a number of “if” con-

ditions. However, the core idea of BBR is simple; the sender calculates the BDP as

the current rate multiplied by the minimum RTT, i.e., as the (total number of bytes

ACKed in the last RTT) * (min RTT) / (RTT). The sender sets its BDP estimate

to the maximum value calculated over the last 10 RTTs. BBR sets its cwnd to twice

this estimate and its pacing rate to (BDP estimate) / RTT. It has an 8-RTT cycle.

In the first RTT of the cycle, it attempts to probe available bandwidth in the net-

work through “pulsing”. Thus, it increases the pacing to a value larger than the value

calculated using the above formula. In the second RTT, it significantly decreases the

pacing rate to clear the queue generated in the previous RTT. Then, it maintains the

calculated rate for the remaining 6 RTTs.

We implement this core idea in CCAC, encoding it in SMT constraints. Then,

we ask queries of the form “Can BBR achieve less than 𝑥% utilization?”, for different

values of 𝑥. To do so, we add the constraint 𝑆𝑇−𝑆0 ≤ 𝑥𝐶𝑇 , which instructs the solver

to find instances where the total number of bytes served, (𝑆𝑇 − 𝑆0), is a fraction, 𝑥,

of the maximum, 𝐶𝑇 . We also add periodic boundary conditions to ensure that the

trace output can be repeated. In the absence of these, the solver can produce a trace

where BBR gets low utilization because its initial cwnd is low and does not ramp up

in 20 RTTs; we are looking for low utilization in steady-state. Concretely, we add
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𝑄0 = 𝑄𝑇 ∧ 𝐿0 − 𝐿𝑑
0 = 𝐿𝑇 − 𝐿𝑑

𝑇 ∧ 𝑄0 − 𝑇0 = 𝑄𝑇 − 𝑇𝑇 to the constraints. While the

execution time depends on the query, queries up to 20 time steps finish within a few

minutes on a standard laptop.

CCAC generates examples of poor utilization, even for arbitrarily small values of

𝑥. Our next step is to analyze these low-utilization examples. Figure 6-1 shows a

schematic of the examples produced. When BBR increases the pacing rate to probe

for network bandwidth, the pulse is small (i.e., the increase in pacing rate is small),

and the network does not serve it at a higher bandwidth. Hence, BBR’s probe fails

(i.e., the BDP estimate remains small).

BBR’s design incorporates a feature that we think helps it avoid this behavior

in many networks; BBR’s BDP estimate is the maximum calculated over the last

10 RTTs. Thus, it usually over-estimates the quantity because most networks have

some delay jitter. This overestimation implies BBR will cause queue build-ups on

jittery paths. This finding is consistent with empirical observations that BBR often

maintains 1 RTT of queuing in practice [131, 141]. However, if the network is clean

with a smooth service, the problem CCAC identifies can manifest itself.

One approach to solve this problem is to intentionally overestimate the pacing

rate. For instance, the sender can pace BBR flows at twice the prescribed rate. In

fact, recently, Facebook made this change to their BBR implementation in mvfst [70],

the version of QUIC [71] they use in production. We implemented that version of

the algorithm in CCAC. We found that CCAC no longer finds any cases where the

algorithm gets <100% utilization in the steady state when the buffer is infinite.1

We believe that intentionally over-estimating the pacing rate can increase delay on

average, while the worst-case delay remains the same as before.
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Figure 6-2: An example where ACK aggregation causes loss even when the congestion
window is small.
6.2 Case study 2: AIMD

In this section, we first describe the surprising AIMD behavior we discovered using

CCAC. Then, we show how we can prove bounds on AIMD’s behavior that are valid

over an infinite time horizon. Our implementation of AIMD is ACK-clocked and

unpaced. The algorithm sends packets when 𝐿𝑑, 𝑆, or cwnd increase. It seeks to

maintain cwnd bytes in flight. A packet is “in flight” when it has neither been ACKed

nor marked as lost: inflight = 𝐴(𝑡)− 𝐿𝑑(𝑡)− 𝑆(𝑡− 𝑅𝑚). When inflight drops below

cwnd, the sender sends a packet. Our AIMD implementation handles duplicate ACKs

and timeouts. It increases its cwnd only when it gets enough ACKs and does not react

more than once to the same loss event. Due to the discretization of time in CCAC,

however, AIMD reacts only once per time step. The query is of the form shown in

Figure 3-1.

6.2.1 The surprise

We study how jitter can cause AIMD to incorrectly reduce its cwnd due to buffer

overflow even when the buffer is large. Thus, our query (Figure 3-1) aims to find

scenarios where AIMD can observe packet loss when cwnd is small. Specifically,

we add the following constraint:
⋁︀

𝑡(𝐿𝑡 > 𝐿𝑡−1 ∧ 𝑐𝑤𝑛𝑑𝑡 ≤ 𝑡ℎ𝑟𝑒𝑠ℎ) (in Figure 3-
1Note that this is not a formal proof that the modified version will always have high utilization.

We show how these proofs can be constructed for AIMD and Copa in the next two sections, leaving
the formal proof of BBR’s properties to future work.
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A full buffer
(β = 2CRm)

Packet is
dropped

...

2CRm evenly
spaced packets

By the time this is acked, both
cwnd and inflight are 2CRm. Hence

the sender is ready to burst

...

Burst of CRm
packets are

dropped Time

Figure 6-3: At the end of this sequence of packets, 1) the sender has reduced its cwnd
from 4𝐶𝑅𝑚 to 2𝐶𝑅𝑚 due to loss, 2) the server has dropped 𝐶𝑅𝑚 packets 3) inflight
= cwnd = 2𝐶𝑅𝑚 making the sender ready for another burst. Packets go from left to
right.
1, 𝑙𝑜𝑠𝑠_ℎ𝑎𝑝𝑝𝑒𝑛𝑒𝑑 is simply 𝐿𝑡 > 𝐿𝑡−1). CCAC uncovered two ways in which this

situation can occur. We discuss these in turn.

Loss due to ACK bursts. We start with a well-understood behavior that CCAC

uncovered. Consider an unpaced and ACK-clocked CCA. If ACKs arrive in a burst,

the CCA will send packets in a burst. A burst of ACKs can cause the algorithm to

send a burst of packets, overwhelming the buffer and causing packet drops.

CCAC generated an example of this behavior, shown in Figure 6-2. Suppose 𝐷 =

𝑅𝑚 and cwnd = 𝛽 = 𝐶𝑅𝑚. For ease of understanding, assume that cwnd is roughly

constant, say because it is large compared to the additive constant. Initially, the path-

server maintains zero queue and hence the sender sends at a rate cwnd/𝑅𝑚 = 𝐶. At

time A in the figure, the path-server decides to stop transmitting to emulate an ACK

aggregator that withholds ACKs, only to send them in a burst later at time B. The

ACK aggregator can pause packets for at most 𝐷 seconds. When it sends a burst at

time B, the ACKs reach the sender 𝑅𝑚 time steps later, at time C. These ACKs causes

the sender to send a large burst of size 𝐶𝐷 = 𝐶𝑅𝑚 = 𝛽 bytes, overwhelming the

buffer and causing packet loss. Note that this can happen even when cwnd < 𝐶 ·𝑅+𝛽,

which is the threshold at which fluid models predict loss will happen. In general, this

phenomenon can cause packet drops when cwnd > 𝛽 and 𝛽 < 𝐶𝐷.
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Loss due to loss-bursts. We now discuss a finding that took us by surprise,

again with an unpaced and ACK-clocked AIMD CCA. CCAC found that a burst can

also happen if 𝐿𝑑(𝑡) increases suddenly (recall that inflight = 𝐴(𝑡)−𝐿𝑑(𝑡)−𝑆(𝑡−𝑅𝑚)).

But this discovery is surprising because cwnd is halved when losses are detected! Thus,

we would expect cwnd− inflight to not increase.

CCAC found that this safeguard can fail, by finding a situation where losses

occur in two steps. The first loss halves cwnd. Then, packets are ACKed until

inflight = cwnd. Now, the sender detects a burst of losses and does not halve its cwnd

again because it is part of the same loss event [46] (cwnd decreases only if the packet

that was lost was sent after the last cwnd decrease).

A concrete example of this behavior arises when 𝐷 = 𝑅𝑚 and 𝛽 = 2𝐶𝑅𝑚 (we

use CCAC to prove bounds for other values of 𝛽 and 𝐷 later). First, the path-

server inflates the propagation delay to 𝑅𝑚 + 𝐷. This allows cwnd to increase to

𝐶(𝑅𝑚 + 𝐷) + 𝛽 = 4𝐶𝑅𝑚 without loss. When the cwnd exceeds this quantity, one

packet gets dropped and the sender reduces its cwnd to 2𝐶𝑅𝑚, while still having

4𝐶𝑅𝑚 packets in flight. After the loss, the path-server services the next 2𝐶𝑅𝑚 packets

evenly. However, the sender does not transmit any packets in response because the

number of packets in flight is still larger than cwnd. At the end of this process,

inflight = cwnd.

Now, the path-server does not service any packets for the next 𝑅𝑚 time steps.

Then, it drops 𝐶𝑅𝑚 packets and services the remaining 𝐶𝑅𝑚 packets in a burst. Thus,

rather than receiving 2𝐶𝑅𝑚 ACKs, the sender receives only 𝐶𝑅𝑚 ACKs, indicating

that an additional 𝐶𝑅𝑚 packets were lost. However, this burst in loss does not trigger

another cwnd decrease since the sender recently decreased cwnd. Now, 𝐿𝑑(𝑡) increases

by 𝐶𝑅𝑚 and 𝑆(𝑡−𝑅𝑚) also increases by 𝐶𝑅𝑚 because of the last burst. This empties

the in-flight packets and causes the sender to burst 𝐶𝑅𝑚 + 𝐶𝑅𝑚 = 2𝐶𝑅𝑚 packets

at once. The combined burst is twice as large as what the path-server can burst at

once. This burst is enough to overwhelm the buffer again (recall, 𝛽 = 2𝐶𝑅𝑚), causing

another packet drop. This drop occurs for a packet that was sent when cwnd was

already 2𝐶𝑅𝑚. Hence, the sender will reduce its cwnd again to 𝐶𝑅𝑚. We discuss this
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example in more detail in Appendix A.2.

Figure 6-3 depicts the above discussion. It shows the spacing (in time) between

packets that arrive at the server just as its buffer is about to exceed capacity for

the first time (when cwnd = 4𝐶𝑅𝑚). The packets are spaced this way because the

path-server sent ACKs in that pattern 𝑅𝑚 time steps earlier. Note that when the

path-server services a packet, the effect is seen 𝑅𝑚 time steps later in the sender’s

packet transmissions.

An important question to consider here is: If the minimum cwnd in this scenario

is 𝐶𝑅𝑚, doesn’t the sender always achieve full utilization? No, because jitter in

delay can inflate the RTT. Hence, when cwnd = 𝐶𝑅𝑚, utilization can be as low as

cwnd/(𝑅𝑚 + 𝐷), which is just 50% of 𝐶 in this example. This phenomenon can

happen repeatedly, causing consistently low utilization.

Mitigation 1: limit transmissions per ACK. At first glance, RFC6582 [46]

handles this case. It says “the implementation is encouraged to take measures to

avoid a possible burst of data, in case the amount of data outstanding in the network

is much less than the new congestion window allows. A simple mechanism is to limit

the number of data packets that can be sent in response to a single acknowledgment.”

Note, however, that our burst due to loss is followed by a burst of actual ACKs. Thus,

the problem occurs despite this mitigation.

Mitigation 2: Pacing. Premature losses can occur when pacing is implemented

with slack. For instance, the Linux kernel used a pacing of 2cwnd/smoothed_rtt.

The factor of 2 does not prevent premature losses, because bursts can still occur.

Recently, Google produced a patch reducing it to 1.2 because they noticed a perfor-

mance improvement [110], which perhaps happened for the reasons discussed above.

We used CCAC to confirm that losses can indeed occur when cwnd < 𝐶𝑅𝑚+𝛽 when

the sender is paced in this way.

The example above was when 𝛽 = 2𝐶𝑅𝑚. Naturally, beyond a certain buffer

size the network cannot orchestrate a burst large enough to overwhelm the buffer

prematurely (when cwnd = 𝛽 < 𝐶𝑅𝑚+𝛽). However, it is difficult for even experienced

engineers to determine this threshold, especially when multiple phenomena interact.
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Figure 6-4: State diagram we use to prove AIMD and Copa’s steady-state behavior.
In the next subsection, we show how CCAC can help us discover and prove this

threshold (Theorem 2).

6.2.2 AIMD’s steady-state analysis

CCAC only searches through traces that are a finite number of time steps long. Nev-

ertheless, we can stitch together statements proved over finite time to prove theorems

about arbitrarily large time horizons. We focus on “steady state behavior” and exclude

transients that occur when network parameters such as the link rate or propagation

delay change. To do so, we first leave the initial conditions unconstrained; if the net-

work parameters were different before 𝑡 = 0, they could leave the network in any state

and we continue our analysis from there. Then, we assume 𝐶 and 𝑅𝑚 are constant

and prove that the CCA moves toward the steady state.

A steady state for a given CCA is a set of network states such that as long as the

network parameters remain unchanged (1) if the network enters it, it will never leave

it and (2) it will always enter the steady state, regardless of initial conditions. In our

case studies, a steady state is defined by bounds on cwnd, queue length, and number

of undetected losses. The steady state for a CCA may not be unique and only needs

to be as “tight” as needed by the theorems we wish to prove about them. Note that

our approach to steady-state analysis allows us to reason about variable link rates as

well, since we prove that the cwnd always moves in the “right” direction. Hence, as

the link rate varies, the cwnd will always track it.
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The user’s intuition and experience are essential to arrive at the steady state.

They can pose different queries to CCAC to validate their guesses. For AIMD, we

guess that the steady state is defined by an upper bound on cwnd and the maximum

number of undetected losses, 𝐿𝑡 − 𝐿𝑑
𝑡 . We guess 𝑚𝑎𝑥_𝑐𝑤𝑛𝑑 = 𝐶(𝑅𝑚 +𝐷) + 𝛽 + 𝛼

and 𝑚𝑎𝑥_𝑢𝑛𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 = 𝐶(𝑅𝑚 +𝐷) + 𝛼. With these guesses, we prove the following

theorem:

Theorem 1. For AIMD, if 𝐶𝑅𝑚 > 5𝛼,2 the steady state is defined by cwnd <

𝐶(𝑅𝑚 +𝐷) + 𝛽 and 𝐿(𝑡) − 𝐿𝑑(𝑡) < 𝐶(𝑅𝑚 +𝐷) + 𝛼. Under the CCAC path model,

AIMD will eventually enter this steady state from any initial state. Further, once

entered, AIMD will never leave the steady state.

To prove this theorem, we divide the state space of AIMD as shown in Figure 6-4.

Then, we prove the following lemmas, which show that both cwnd and undetected

losses always move in the right direction (shown with arrows in the figure). The proof

uses these lemmas:

1. If cwnd0 > 𝑚𝑎𝑥_𝑐𝑤𝑛𝑑∧𝐿0−𝐿𝑑
0 ≤ 𝑚𝑎𝑥_𝑢𝑛𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑∧𝐶𝑅𝑚 > 4𝛼 then cwnd𝑇 <

cwnd0 − 𝛼

2. If 𝐿0 − 𝐿𝑑
0 > 𝑚𝑎𝑥_𝑢𝑛𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 ∧ 𝐶𝑅𝑚 > 5𝛼 then at least one of the following

holds

(a) 𝐿𝑇 −𝐿𝑑
𝑇 ≤ 𝐿0−𝐿𝑑

0−𝐶 (i.e., undetected losses decrease by at least 𝐶) and

cwnd𝑇 ≤ 𝑚𝑎𝑥_𝑐𝑤𝑛𝑑

(b) cwnd0 > 𝑚𝑎𝑥_𝑐𝑤𝑛𝑑 ∧ cwnd𝑇 < 𝑐𝑤𝑛𝑑0 − 𝛼

3. Once AIMD has reached steady state, it will remain there. That is, if 𝐿0 −

𝐿𝑑
0 ≤ 𝑚𝑎𝑥_𝑢𝑛𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 ∧ cwnd0 ≤ 𝑚𝑎𝑥_𝑐𝑤𝑛𝑑 ∧ 𝐶𝑅𝑚 > 3𝛼 then

⋀︀
𝑡 𝐿𝑡 − 𝐿𝑑

𝑡 ≤

𝑚𝑎𝑥_𝑢𝑛𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 ∧ cwnd𝑡 ≤ 𝑚𝑎𝑥_𝑐𝑤𝑛𝑑.

2We constrain the BDP to be more than 5𝛼, because small BDPs elicit a different type of worst-
case behavior which we don’t study for the sake of brevity. The threshold was determined by
repeatedly querying CCAC and it happened be a small integer.
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Lemma (2) implies that if the number of undetected packets and cwnd are both

larger than the threshold, then first cwnd will fall below the threshold. At this point,

the number of undetected losses will fall until it is also below the threshold. Combined

with (1) and (3), the lemmas prove the theorem.

To prove a statement using CCAC, we add its negation as a constraint and confirm

that CCAC returns “unsatisfiable”. Each proof works for a specific value of 𝛽 (specified

in number of BDPs). We sweep over several values between 0.1 to 4 BDP and prove

the theorem for each. Having established the steady state, we prove bounds on

premature drops. Using insights from experimenting with CCAC, we formulate the

following theorem:

Theorem 2. If 𝛽 <= 𝐶(𝑅𝑚 +𝐷), loss can happen if and only if cwnd ≥ 𝛽 − 𝛼. For

other values of 𝛽, the condition is cwnd ≥ 𝐶(𝑅𝑚 − 1) + 𝛽 − 𝛼.

The latter threshold in the theorem agrees with the fluid model except for the

−𝐶 term. This term comes from discretization, because the discretized path-server

can burst 𝐶 · 1 bytes more than the continuous version (see Figure 5-1(A)). The

finer our discretization, the smaller this difference. Recall from Section 5.2 that units

of time are arbitrary, and the absolute value of 𝑅𝑚 only controls the granularity of

discretization. Higher values lead to larger SMT formulae, requiring CCAC to take

longer to solve. The quantity of interest is actually 𝑅𝑚/𝐷. Hence, we prove the result

for 𝑅 = 2;𝐷 = 1, 2, 3 and 𝑅 = 3;𝐷 = 1, 2, 3 while sweeping over 𝛽 ∈ (0.1, 4𝐶𝑅𝑚]

and conjecture that the theorem is true in general.

6.3 Case study 3: Copa

Copa [13] is a delay-based algorithm like Vegas [27] and Fast [143] that we designed

and is described in section §11. It incorporates two new ideas. First, while Vegas

computes queuing delay as (RTT - minimum RTT), Copa uses (Standing RTT -

minimum RTT). Standing RTT is the minimum RTT over a short period of time,

typically the last RTT. Copa increases its rate when the estimated queuing delay
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is low, and decreases its rate otherwise. Thanks to the use of Standing RTT, it

decreases its rate only when there is persistent queue buildup. Second, Copa has

a mode-switching algorithm that helps it detect if it is sharing the bottleneck with

cross traffic that uses a buffer-filling CCA (e.g., Cubic). If so, it switches to a more

aggressive mode, similar to AIMD or Cubic, to compete with such traffic.

6.3.1 Worst-case utilization

Our goal is to understand the value of using Standing RTT and whether it guarantees

high utilization. We implement Copa in CCAC without mode-switching and ask it a

series of queries of the form “Can Copa achieve less than 𝑥% utilization?”, for different

values of 𝑥. This is the same query that we used for BBR and includes the same

periodicity constraint. We find that CCAC generates examples of poor utilization,

even for small values of 𝑥. This section describes how we used CCAC to understand

why Copa might perform poorly.

The intuition behind Copa’s Standing RTT idea is that when Copa is sending

at less than link rate, the queuing delay would be zero at least once every RTT.

Thus, (Standing RTT - min RTT) would be zero, allowing Copa to increase its cwnd.

Since it would not be prudent to expect a real measurement to be exactly zero, Copa

also increases its rate if it believes the queue is nearly empty; that is, it has fewer

than 1/𝛿 packets, where 𝛿 is a constant parameter of the algorithm (e.g. Facebook’s

implementation of Copa used 𝛿 = 1/25 [50]).

One would expect Copa to always be able to maintain high utilization. However,

the counterexample generated by CCAC tells a different story. Figure 6-5 shows that

Copa maintained a persistent queue of up to 𝐶𝐷 packets, or ≈ 𝐶𝑅𝑚 ≫ 1/𝛿 packets

(recall that the queue length is the horizontal distance between 𝐴(𝑡) and 𝑆(𝑡)). This

caused the sender to decrease cwnd. So why was our3 understanding incongruous with

this counterexample?

When utilization is low, we expect the arrival curve to almost meet the service

curve frequently, representing an emptying of the queue. However, in Figure 6-5,
3Two of the authors of this paper were the designers of Copa.
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the arrival and service curves don’t come close, meaning that a standing queue is

maintained persistently in the network. This behavior causes Copa to overestimate

delay despite the Standing RTT mechanism, degrading throughput. Copa decreases

its rate unless the standing queuing delay it measures is less than 1/(𝛿𝑟), where 𝑟 is

its current rate. Intuitively, in the worst case, the network can maintain a standing

queue of 𝐷, which means it can fool Copa into reducing its rate down to a negligible

rate of 1/(𝛿𝐷).

We now try to identify a path where such behavior can occur. We start by trying

to identify a single network box that can produce this behavior. To do so, we change

the model to allow waste only when 𝑄(𝑡) = 0, while in the original model it is

allowed when 𝑇 (𝑡) ≥ 𝑄(𝑡). The modified model retains its ability to emulate many

network boxes but it no longer composes; it cannot emulate a cascade of these boxes

(see §4.2.1). When we ran the same query with this non-composing model, we found

that CCAC no longer generates examples of Copa achieving very low utilization.

This is because, if the CCA is sending packets at a rate lower than the link rate, the

non-composing model will have to waste tokens so that they don’t expire. Waste is

allowed only when 𝑄(𝑡) = 0. This forces the path-server to empty the queue, which

Copa detects and increases its rate.

What is the difference between the composing and non-composing model? How

can multiple boxes maintain a standing queue, even when a single box cannot? The

answer is that a standing queue can arise when the different boxes empty their queues

at different points in time. For example, consider a Wi-Fi device, 𝑊 , that has to

share the medium with other devices. When 𝑊 gains medium access, it sends at

a high instantaneous rate, while on average it has a lower rate of 𝐶. Suppose 𝑊 is

followed by another box with little jitter and comparable or lower average throughput

as illustrated by the dotted line in Figure 6-5.4 Here, the first box has arrival curve

𝐴(𝑡) and service curve 𝑆1(𝑡) and the second one has arrival curve 𝐴2(𝑡) = 𝑆1(𝑡)
5 and

service curve 𝑆(𝑡). As evident in the figure, the arrival curve and the service curve

4We added the dotted line by hand; the rest of the figure was generated by CCAC.
5To emulate delay 𝑑 we can set 𝐴2(𝑡) = 𝑆1(𝑡− 𝑑). This does not materially change the analysis

since 𝑑 can be included in 𝑅𝑚.
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Figure 6-5: A trace generated by CCAC that causes Copa to severely under-utilize
network capacity. Here, 𝐶 = 1𝐵𝐷𝑃/𝑅𝑚 and Copa is severely under-utilizing the
link. A network can have a standing delay when it has more than a single box, even
if the individual boxes do not maintain a standing queue. 𝑆2(𝑡) and 𝐴1(𝑡) denote 𝑆
and 𝐴 of the first and second boxes respectively.

never meet after 𝑡 = 0, producing the behavior seen in the counterexample generated

by CCAC.

As designers of Copa, we had not considered the fact that multiple boxes may

be able to create persistently high delays despite a lack of persistent queues in any

individual box, and discovered it only when working with CCAC. We also found that

Copa performs well not only when the condition for waste is 𝑄(𝑡) = 0, but also if it

is 𝑄(𝑡) ≤ 𝛼
2𝛿

, which confirms that Copa’s 𝛿 works as designed. The same holds for

proofs in the next section.

6.3.2 Copa’s steady-state analysis

We analyze Copa’s steady state behavior using a similar approach to §6.2.2. Here,

we analyze the special case where 𝐷 = 𝑅𝑚 and the buffer is infinite. We guess that

in steady state Copa maintains a queue length smaller than 4𝐶𝑅 + 2/𝛿 and cwnd

between 𝐶𝑅− 1/𝛿 and 4𝐶𝑅+ 2/𝛿 (see Figure 6-4). We use CCAC to show that (a)

Copa will eventually enter the set of states S and (b) once entered, it never leaves S.
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For instance, to prove A→S in Figure 6-4, we ask CCAC to find an example where

the initial cwnd and queue length are in A and at time 𝑇 “bad things” happen (i.e.,

𝐴𝑇 −𝑆𝑇 > 4𝐶𝑅𝑚 +2𝛼/𝛿 ∨ (cwnd𝑇 < cwnd0 +𝛼/𝛿 ∧ cwnd𝑇 < 𝐶𝑅𝑚− 1/𝛿)). If CCAC

finds no such instance, it proves the converse of the above. That is, if Copa is in A,

it moves toward 𝑆. We similarly prove assertions from B and C, and finally prove

that if Copa starts from state S, it remains there. This proves that S is Copa’s steady

state.6

Utilization. To determine the minimum utilization for Copa, we first constrain

the initial conditions to be within the steady state and ask CCAC to give examples

where 𝑆𝑇 − 𝑆0 < 𝑥𝐶𝑇 . We conduct a binary search to find that 𝑥 = 0.5 is the

minimum value where CCAC can find an example. This proves that Copa always

achieves at least 50% utilization in steady state.

But Copa always ensures its cwnd ≥ 𝐶 · 𝑅𝑚 − 1/𝛿, so why is the bound only

50%? Why is not nearly 100%, as the fluid model would predict? The reason is

the same as for AIMD. The server can inflate delay by 𝐷 = 𝑅𝑚, which slows down

ACKs and, hence, packet transmissions. This happens even though this restricted

path model cannot maintain a large standing queue. Transient queues are enough to

hurt utilization. We confirm that this bound is tight by asking CCAC to produce an

example with 50% utilization with periodic boundary conditions (i.e., initial queue

length, cwnd etc. are equal to the final values). The periodicity ensures that we can

continue the pattern indefinitely, ensuring that the behavior is not transient.

Delay. Copa was designed to maintain a maximum queuing delay of 3𝛼/𝛿 bytes,

so why does our analysis show a much higher value? Examples generated by CCAC

show that this is a feature, not a bug, in Copa. When the network is jittery, Copa

will (and should) increase its cwnd even if the maximum queue length is large, since it

looks at the standing-RTT, not the latest RTT like Vegas does. Vegas would decrease

its cwnd to nearly zero, adversely degrading its throughput.

Does this mean Copa always maintains a small minimum RTT, even though the

6Copa has some uninteresting corner-cases when 𝛼/𝛿 is large relative to a 𝐶𝑅𝑚 (BDP), so we
constrain it to be < 𝐶𝑅𝑚/5 in all analysis.
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maximum may be large? Unfortunately not. CCAC found examples with large

minimum RTTs as well. This happens if the network is jittery to begin with, causing

Copa to increase cwnd and then becomes smooth. In the period that Copa reduces

its cwnd, the queue length will be large. Utilization can be <100% for the same

reason; Initially the network is smooth, causing Copa to maintain a cwnd ≈ 1BDP,

but becomes jittery later, causing low utilization.
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Chapter 7

Statement and proof of the starvation

theorem

The previous section’s case studies focused on individual flows. However, as noted in

section 3.2, our usage of CCAC for studying competition between two or more flows

led us to instances of “starvation” - a severe form of unfairness - in all delay-bounding

CCAs. In this section, we state and prove a key result: for every delay-convergent

CCA (refer to §3.2), a scenario exists in our model (see §4) where one of the two

competing flows experiences starvation.

7.1 Extension of our network model

First, we extend the models presented in chapter 4 to capture multiple flows. We only

extend the simpler model since its behaviors are a subset of the full model. Thus any

impossibility result we prove with it, must also hold for any extension of the simple

model.

The new model shown in figure 7-1 has all flows using the same bottleneck queue,

emulating that the flows share a bottleneck in a real network. However they each

can experience different non-congestive delays because their non-deterministic delay

components (denoted as “𝐷”) are separate. This emulates that the rest of their paths

might be separate.
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CCA 1

CCA 2

Figure 7-1: The simple network model for multiple flows

7.2 Definitions

Next, we define a few terms. We assume, without loss of generality, that all flows in

the network start at time ≥ 0. We define the throughput of a flow at time 𝑡 to be the

number of bytes acknowledged between time 0 to 𝑡 divided by 𝑡. We are interested

in starvation, an extreme form of unfairness. We propose the following definition.

Definition 2. Consider two flows 𝑓1 and 𝑓2 starting from arbitrary initial conditions

(e.g., one of the flows could have run for a long time and the other just starting). The

network is s-fair if there always exists a finite time 𝑡 such that for all time beyond

𝑡, the ratio of the throughput achieved by the faster flow to the slower one is smaller

than 𝑠.

Definition 3. Starvation is said to occur if the network is not 𝑠-fair for any finite

𝑠.

This definition allows for massive unfairness without causing starvation. For ex-

ample, if in steady state the two flows achieve a throughput ratio of a million to one,

we would still say that there is no starvation. Our analysis asks if any finite ratio is

achievable and proves that it is impossible for delay-convergent CCAs.

To prove that starvation occurs, we need to show that there exist starting states

and network behavior after which the flows never improve their bandwidth allocation

no matter how long they run. This is surprising because we expect our CCAs to

eventually converge to a good allocation no matter the initial allocation. Flows start

with unequal allocations, for instance, when one starts after the other. We also show
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empirically that for Copa, BBR and PCC it is quite easy to cause starvation even

when the flows start at the same time.

One might think that this starvation claim requires CCAs to run at high efficiency;

for example, perhaps a focus on 100% utilization leads to aggressive behavior causing

starvation. We find that our result applies to CCAs that always utilize at least some

constant fraction of the link capacity, which can be quite small (say 1%), and far from

extreme efficiency. We only need to eliminate “silly” CCAs such as “set cwnd = 10

always”, which are inefficient and impractical, but avoid starvation.

Definition 4. A CCA is f-efficient if, when run on an ideal path with bottleneck

link rate 𝐶 and minimum RTT 𝑅𝑚, it eventually gets a throughput of at least 𝑓𝐶;

i.e., for any 𝑡, there exists a 𝑡′ > 𝑡 such that the number of delivered bytes in the

period 0 to 𝑡′ is at least 𝑓𝐶𝑡′.

We define 𝑓 -efficiency in this way because we need to make statements about all

delay-convergent CCAs, even absurd ones. For instance one can contrive a CCA for

which the limit of the throughput as 𝑡 → ∞ does not exist. Practical CCAs are

usually better behaved. We believe this definition adequately captures steady-state

throughput since throughput must be at least 𝑓𝐶 infinitely many times.

7.3 Starvation theorem

The following theorem states our result about the inevitability of starvation for delay-

convergent CCAs. It assumes the flow is never application limited; variable load only

makes the congestion control problem harder.

Theorem 3. For any deterministic, 𝑓 -efficient, delay-convergent CCA 𝒜, any prop-

agation delay 𝑅𝑚, any throughput ratio 𝑠 ≥ 1, and any 𝐷 > 2𝛿max, there exists a

network scenario with two flows (specified via an initial state and two per-flow tra-

jectories of non-congestive delays), such that one flow gets a throughput 𝑥1 and the

other flow gets a throughput 𝑥2 ≥ 𝑠 · 𝑥1.
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The outline for the proof is as follows. Appendix A.5 fills in the mathematical

details that we omit here.

Step 1. Recall that the bound 𝑑max has a corresponding 𝜆; 𝛿(𝐶) < 𝛿max and

𝑑max(𝐶) < 𝑑max for all 𝐶 > 𝜆. We identify two bottleneck link rates 𝐶1, 𝐶2 ≥ 𝜆, such

that 𝐶2 is much larger than 𝐶1 (at least a factor 𝑠/𝑓 larger) but the CCA 𝒜, when

run independently on links with these two rates, converges to delays in two ranges

that are close to each other. Here, “close” means that the delay ranges achieved at

rates 𝐶1 and 𝐶2 lie within an interval of size 𝛿𝑚𝑎𝑥 + 𝜖. We will prove that for any

𝜖 > 0, we can always find such a 𝐶1 and 𝐶2 for a delay-convergent CCA (we will pick

𝜖 later).

Link Rate
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Our claim follows from a pigeonhole principle argument illustrated above. Recall

that the delays for any link rate > 𝜆 must fall in the interval [𝑅𝑚, 𝑑
𝑚𝑎𝑥]. Now there

are only a finite number of non-overlapping intervals of size 𝜖 that can fit in [𝑅𝑚, 𝑑
𝑚𝑎𝑥]

(at most ⌈(𝑑𝑚𝑎𝑥 −𝑅𝑚)/𝜖⌉ of them). But consider, for example, the infinite sequence

of link rates (𝜆0, 𝜆1, . . .), defined as 𝜆𝑖 = 𝜆 · (𝑠/𝑓)𝑖. We have: 𝜆𝑖 ≥ 𝜆 for all 𝑖 and

𝜆𝑗 ≥ (𝑠/𝑓) ·𝜆𝑖 for all 𝑗 ≥ 𝑖. Since this is an infinite sequence of link rates, we can find

a pair 𝜆𝑗 ≥ (𝑠/𝑓) · 𝜆𝑖 such that 𝑑𝑚𝑎𝑥(𝜆𝑖) and 𝑑𝑚𝑎𝑥(𝜆𝑗) fall within the same interval

of size 𝜖, i.e. |𝑑max(𝜆1)− 𝑑max(𝜆2)| < 𝜖. Let 𝐶1 = 𝜆𝑖 and 𝐶2 = 𝜆𝑗. The claim follows

because the delay range for any link rate has size at most 𝛿𝑚𝑎𝑥.

Step 2. Consider the trajectories of sending rate and delay when running a flow
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using CCA 𝒜 independently on ideal paths with link rates 𝐶1 and 𝐶2. Recall that

an ideal path has zero non-congestive delay. The figure below shows an example of

a hypothetical delay-convergent algorithm that converges after times 𝑇1 and 𝑇2 in

the two cases. The CCA converges to similar but distinct delay ranges on the two

links. However, it converges to very different sending rates in the two cases. Let

𝑥1 and 𝑥2 denote the long-term throughput achieved on links of capacity 𝐶1 and 𝐶2

respectively. Clearly 𝑥1 ≤ 𝐶1, and since CCA 𝒜 is 𝑓 -efficient, 𝑥2 ≥ 𝑓𝐶2. It follows

that 𝑥2 ≥ 𝑓𝐶2 ≥ 𝑓 · (𝑠/𝑓)𝐶1 = 𝑠 · 𝐶1 ≥ 𝑠 · 𝑥1, where we have used the fact that

𝐶2 ≥ (𝑠/𝑓)𝐶1.
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Step 3. To recap, so far we have identified two link rates 𝐶1, 𝐶2 such that the

CCA converges to delays in a similar range but its sending rates are far apart on

these links. In the final step, we construct a 2-flow scenario on a shared link with rate

𝐶1 + 𝐶2 and propagation delay 𝑅𝑚, such that the two flows follow exactly the same

trajectories we found in Step 2. Therefore, in this scenario, the two flows converge to

throughputs 𝑥1 and 𝑥2 that satisfy our starvation criteria: 𝑥2 ≥ 𝑠 · 𝑥1.

Our starting observation is that for a deterministic CCA,1 the sending rate at
1While CCAs such as BBR and PCC employ randomness, it does not materially affect the result

(see §8).
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any time 𝑡 is a function of the delays observed up to time 𝑡 and the initial state

of the algorithm. Therefore, if we can set the non-congestive delays in the 2-flow

scenario such that each flow observes a total delay that is identical to one of the

delay trajectories from Step 2, then the two flows’ sending rates will follow the rate

trajectories from Step 2 as well. We will refer to controlling the non-congestive

delay on a flow’s path to achieve a specific delay trajectory as emulating that delay

trajectory. The question is can we emulate the delay trajectories from Step 2 by

adding up to 𝐷 seconds of non-congestive delay to each flow’s path in the 2-flow

scenario?

To complete the construction of the 2-flow scenario, we must specify the initial

state of the two flows’ CCAs, the initial state of the shared link’s queue, and the

trajectories of the non-congestive delay for the two flows at all times. Let 𝑑1(𝑡) and

𝑑2(𝑡) be the delay trajectories and 𝑟1(𝑡) and 𝑟2(𝑡) be the rate trajectories achieved

for links 𝐶1 and 𝐶2 respectively in Step 2. Assume that the flows converged to

their eventual delay ranges at times 𝑇1 and 𝑇2, as shown in the figure above. Define

𝑑1(𝑡) = 𝑑1(𝑡 + 𝑇1), 𝑟1(𝑡) = 𝑟1(𝑡 + 𝑇1), 𝑑2(𝑡) = 𝑑2(𝑡 + 𝑇2), 𝑟2(𝑡) = 𝑟2(𝑡 + 𝑇2) as time-

shifted versions of the delay and rate trajectories such that the time origin is set to

the time of convergence. These trajectories correspond to the bold segments shown

in the figure.

We initialize the internal state of the two flows to the states of the corresponding

flow in Step 2 at times 𝑇1 and 𝑇2. Our goal now is to emulate the delays 𝑑1(𝑡) and

𝑑2(𝑡) for all 𝑡 ≥ 0 by choosing the non-congestive delay for the two flows appropriately.

Let 𝛿⋆1(𝑡) and 𝛿⋆2(𝑡) be the non-congestive delays for flows 1 and 2 respectively, and

let 𝑑⋆(𝑡) be the sum of the propagation delay 𝑅𝑚 and queuing delay in the 2-flow

scenario.2 Note that 𝑑⋆(𝑡) is common to both flows. To achieve emulation, we need

to ensure that: 𝑑⋆(𝑡) + 𝛿⋆1(𝑡) = 𝑑1(𝑡) and 𝑑⋆(𝑡) + 𝛿⋆2(𝑡) = 𝑑2(𝑡) for all 𝑡 ≥ 0.

We control 𝛿⋆1(𝑡) and 𝛿⋆2(𝑡), but what is 𝑑⋆(𝑡)? To get a handle on 𝑑⋆(𝑡), let’s

assume for the moment that our delay emulation is successful and the two flows send

precisely at the rates 𝑟1(𝑡) and 𝑟2(𝑡). Then, we can compute the queuing delay in

2We use a superscript ⋆ for all signals in the 2-flow scenario.
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the 2-flow scenario exactly: it is simply the delay of a queue with net arrival rate of

𝑟1(𝑡) + 𝑟2(𝑡) and net drain rate of 𝐶1 + 𝐶2. In the proof (see App. A.5 for details),

we use this observation to show that 𝑑⋆(𝑡) is given by:

𝑑⋆(𝑡) =
𝐶1𝑑1(𝑡) + 𝐶2𝑑1(𝑡)

𝐶1 + 𝐶2⏟  ⏞  
Time-varying

− (𝛿max + 𝜖)⏟  ⏞  
Constant

.

𝑑⋆(𝑡) has two components: (i) a time-varying part that is a weighted average of the

delay trajectories 𝑑1(𝑡) and 𝑑2(𝑡) from Step 2; (ii) a constant part that depends on

the initial queuing delay chosen in the 2-flow scenario. This initial delay is 𝑑⋆(0), and

we are free to set it to any value ≥ 𝑅𝑚.

For delay emulation to succeed, we must be able to satisfy 𝑑⋆(𝑡) + 𝛿⋆𝑖 (𝑡) = 𝑑𝑖(𝑡)

for some 𝛿⋆𝑖 (𝑡) ∈ [0, 𝐷] for all 𝑡 ≥ 0 and 𝑖 ∈ {1, 2}. This can be done if and only if

𝑑⋆(𝑡) satisfies two properties:

1. 𝑑⋆(𝑡) ≤ min{𝑑1(𝑡), 𝑑2(𝑡)}, i.e. 𝑑⋆(𝑡) must be a lower bound on 𝑑1(𝑡) and 𝑑2(𝑡).

This guarantees that the non-congestive delay is non-negative.

2. max{𝑑1(𝑡), 𝑑2(𝑡)} < 𝑑⋆(𝑡) +𝐷, i.e. 𝑑⋆(𝑡) +𝐷 must be an upper bound on 𝑑1(𝑡)

and 𝑑2(𝑡). This guarantees that the non-congestive delay is ≤ 𝐷.

The last step of the proof shows that we can choose the initial delay 𝑑⋆(0) such

that 𝑑⋆(·) satisfies both properties. We defer the details to Appendix A.5, but the

reason this works is that the delay values for 𝑑1(𝑡) and 𝑑2(𝑡) are never too far from

each other. Recall that Step 1 ensured that the delays lie within an interval of size

𝛿𝑚𝑎𝑥 + 𝜖. In this step, we were free to pick any 𝜖 > 0. To make our proof work in the

appendix, we will pick 𝜖 = (𝐷 − 2𝛿max)/2. Since we are given a 𝐷 > 2𝛿max by the

“invoker” of this theorem, 𝜖 > 0. The figure below shows how 𝑑⋆(·) is situated relative

to 𝑑1(·) and 𝑑2(·) for our running example.

87



D
el

ay

Time

Se
nd

in
g 

ra
te

Time

Weigted
average

88



Chapter 8

Starvation in the real-world

Extreme unfairness tantamount to starvation can occur when multiple flows share a

bottleneck link but the rest of the path they traverse is different. This section shows

that starvation is not merely theoretical, but can be observed in real-world delay-

convergent CCAs even in simple settings. The scenarios we show are inspired by our

proof.

We discuss several CCAs here, explaining why certain CCAs are delay-convergent

and giving their oscillation range (i.e., 𝑑min(𝐶) and 𝑑max(𝐶)). Then we describe the

trace produced by Theorem 3 to cause one of the flows to starve and discuss how

it can arise in realistic network path. The only non-delay-convergent CCAs we are

aware of are loss based. We discuss them as well.

We have a simple criterion for deciding whether a network scenario is realistic.

First, it should possible for a composition of real network elements to produce the

behavior. Second, the behavior should not be a sequence of coincidences. That is,

the probability of the behavior happening should not decrease with the duration of

that behavior; if flows were to be on such a network, one of the flows must be very

likely to starve. As we we will see, the paths we come up with are common on the

Internet.
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8.1 Vegas, FAST, and Copa

These CCAs all have the same equilibrium, though their dynamics differ. They all

try to maintain a constant number (𝛼) of packets in the queue. Even with a single

flow, these algorithms can send at a rate that is arbitrarily smaller than the link

rate. This happens when they overestimate their queuing delay and slow down. They

can overestimate their queuing delay on paths with non-congestive delays or if they

underestimate their minimum RTT, 𝑅𝑚.

Copa attempts to mitigate these problems by computing queuing delay as standing

RTT - min RTT, instead of latest RTT - min RTT where standing RTT is the

minimum RTT observed over a short period of time (min RTT is the minimum over

a long period). Unfortunately, this method is not robust to persistent non-congestive

delay. CCAC [12] found a way to use multiple network elements to fool this statistic

even when there is no persistent non-congestive delay.

The following simple scenario drives Copa to starvation. Run a Copa flow on a

120 Mbit/s link with 𝑅𝑚 of 60 ms. Send one packet with a 59 ms RTT to cause it

to under-estimate its minimum RTT. Here Copa achieved a throughput of 8 Mbit/s,

which was caused by a 1 ms error in measuring the delay of one packet. We did this

experiment with the Mahimahi emulator [112].

This single-flow phenomenon also occurs with two or more flows. e.g., when the

delay jitter happens only for one flow. We repeat the above experiment with two flows

where only one flow gets the 59 ms packet. In this case, one flow gets 8.8 Mbit/s

while the other gets 95 Mbit/s. Vegas and FAST can also be compromised in similar

ways.

8.2 BBR

BBR has two modes of operation. The first mode is the one described in the original

paper [31]. Here, BBR’s sending rate is limited by its pacing rate, which is set to

(pacing gain)·(bandwidth estimate). The pacing gain is typically 1, allowing
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BBR to send at its estimated bandwidth. Every 8 RTTs, pacing gain is increased

to 1.25 to probe and see if more bandwidth is available. After this, pacing gain is

reduced to 0.75 to drain any queue created during the gain. The bandwidth estimate

is the maximum bandwidth measured over the last 10 RTTs, where bandwidth is

measured by dividing the number of acknowledged bytes over 1 RTT intervals.

If more bandwidth were available during the probe phase (or at any other time),

bandwidth estimate would have increased. The way BBR seeks to achieve fairness

is by having different flows probe at different random times, as described in a fairness

analysis document [140]. In the pacing mode, 𝑑min(𝐶) = 𝑅𝑚 and 𝑑max(𝐶) = 1.25𝑅𝑚.

If 𝐷 > 𝛿max = 0.25𝑅𝑚, our network model can prevent one of the flows from recog-

nizing that additional bandwidth is available during the probe phase, causing it to

send at a rate that is arbitrarily small compared to its fair share. This situation is

identical to the one described in the CCAC paper [12] and happens in the presence of

a network element, such as a cellular base station, whose bandwidth allocation lags

behind the flow’s demand. Our proof constructs exactly this behavior. By contrast,

if 𝐷 is smaller, BBR can be broken in the cwnd-limited mode that is described below.

Because the bandwidth estimate uses a max filter, BBR tends to over-estimate

the link rate when ACKs do not arrive smoothly, since there will be some RTT

during which we get greater than average rate. As a result, the queue can grow

indefinitely. To prevent such buffer-bloat, BBR incorporates uses cwnd to cap the

number of in-flight packets. Hence when BBR has overestimated the bandwidth, it

is in the cwnd-limited mode [64, 142]. In this mode, cwnd controls the behavior and

dynamics of the pacing rate and its increase/decrease during bandwidth probing are

not material to the sender’s transmissions.

Starvation in cwnd-limited mode Here, cwnd is set to 2·(bandwidth estimate)·(𝑅𝑚

estimate) + 𝛼. The 𝛼 term is called quanta in the BBR document [32], and is in-

tended to “allow enough quanta in flight on the sending and receiving hosts to reach

high throughput even in environments using offload mechanisms”. This term was

removed in a later version, but another additive term extra_acked was added in its
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stead [33]. We believe the 𝛼 performs a critical function in addition to the intended

one; it enables fairness in cwnd-limited mode by forcing a unique fixed point.

We now calculate the equilibrium point for BBR on an ideal path. At equilibrium,

its bandwidth estimate equals the ACK arrival rate, which equals the sending rate,

cwnd/RTT. Hence we have

cwnd = 2𝑅𝑚 · (bandwidth_estimate) + 𝛼

= 2𝑅𝑚 · cwnd/RTT + 𝛼

Thus, equilibrium_sending_rate = cwnd
RTT

= 𝛼
RTT−2𝑅𝑚

(Figure 3-4). At equilibrium,

RTT > 2𝑅𝑚, achieving full utilization.

When there is only one flow, the sending rate is 𝐶 because the link is fully utilized.

This gives cwnd = 𝐶𝑅𝑚 + 𝛼. We can repeat this calculation for multiple flows using

the additional constraint that ACKs for the 𝑖th flow arrive at the rate of 𝐶 cwnd𝑖∑︀𝑛
𝑗=1 cwnd𝑗

.

Then we get cwnd𝑖 = 2𝐶𝑅𝑚/𝑛 + 𝑛𝛼. At this equilibrium, the queuing delay is

2𝑅𝑚 + 𝑛𝛼/𝐶.

This behavior is similar to Vegas, FAST, and Copa where at equilibrium the

queuing delay was 𝑅𝑚+𝑛𝛼/𝐶. The only difference is that BBR maintains an extra 𝑅𝑚

of delay. But this is an important difference; unless BBR overestimates the congestive

delay by 𝑅𝑚, it maintains non-zero queuing delay and achieves full utilization. In

contrast, even a single Vegas/FAST/Copa flow can under-utilize the link if they mis-

estimate the RTT by 𝛼/𝐶. However, fairness is still achieved for BBR by the 𝑛𝛼/𝐶

term. If we remove the +𝛼 term and recalculate the equilibrium, we find that any

value of cwnd1 and cwnd2 can be a fixed point as long as cwnd1 + cwnd2 = 2𝑅𝑚𝐶,

even if cwnd1 = 0 and cwnd2 = 2𝑅𝑚𝐶! If one BBR flow is running and has occupied

the entire link, when a new flow comes, it will not achieve its fair share. While the

+𝛼 term fixes the problem, 𝑛𝛼/𝐶 is a rather small value of delay to measure and

becomes smaller as 𝐶 grows. Hence the same precision is required as in Vegas, FAST

and Copa. The analysis suggests that when flows with different RTTs compete, the

smaller RTT starves, as has been observed empirically before [64].
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Empirical evaluation BBR is a complex protocol, spanning 900 lines of code. To

confirm that our simplified theoretical model for BBR is useful, we conducted some

experiments. We used Mahimahi [112] to run two BBR flows (implemented in the

Linux kernel v5.13.0) with 𝑅𝑚 of 40ms and 80ms over a common bottleneck link of 120

Mbit/s for 60 seconds. Since there were two BBR flows, their interaction and natural

OS jitter was enough to push them into cwnd-limited mode. In this situation, one flow

got an average of 8.3 Mbit/s and the other got 107 Mbit/s, an order-of-magnitude

difference in sending rates.

Delay-convergence in BBR Strictly speaking, the cwnd-limited mode does not

meet our definition for delay-convergent CCAs with 𝛿(𝐶) = 0 because (1) some jitter

is necessary for this mode to be active while our definition is over ideal links and (2)

BBR periodically stops transmitting to probe for minimum RTT. During a probe,

RTT falls to 𝑅𝑚, so 𝛿(𝐶) is 𝑅𝑚 ̸= 0. These are, however, mere technicalities and our

starvation proof still works. First, instead of running in an ideal link, we need to run

on a link with some jitter. Second, our proof works even if the CCA has oracular

knowledge of 𝑅𝑚; alternatively, we can stop emulation when the CCA is probing for

RTT and the rest of the argument holds, since BBR will ignore the data collected

during probe. Further, BBR employs randomness in when it probes for bandwidth

while our theorem only applies to deterministic CCAs. However, this does not make

a difference as demonstrated by the empirical experiment above.

8.3 PCC Vivace

The PCC Vivace paper [39] showed that on an ideal link it converges to a fair through-

put allocation that fully utilizes the link and maintains zero queuing delay. It regu-

larly increases and decreases its rate to check if that will increase its utility function.

Based on the largest constants given in the paper this will cause the queuing delay

to oscillate at most between 𝑅𝑚 and 1.05𝑅𝑚. These form 𝑑min(𝐶) and 𝑑max(𝐶) with

𝛿max = 𝑅𝑚/20. PCC’s rate-delay curve is shown in Figure 3-4. Like BBR, PCC also
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Figure 8-1: Congestion window evolution when two flows are run on a 6 Mbit/s, 60
ms link and 60 packets (1 BDP) of buffer. The lower flow’s receiver uses delayed
ACKs of up to 4 packets while the other ACKs every packet. The CCAs used are
Reno (left) and Cubic (right). The ratio of throughput obtained between the two
flows is 2.7× and 3.2× for Reno and Cubic respectively.

employs randomness, but it this does not make a difference to the result. (In fact, we

conjecture that Theorem 3 is true for randomized CCAs too.)

To empirically test if PCC experiences starvation, we ran two PCC Vivace flows

in a Mahimahi emulator with 60 ms propagation delay and 120 Mbit/s bandwidth.

For one of the flows, ACKs are received only at integer multiples of 60 ms, preventing

finer delay measurement. This flow only achieved 9.9 Mbit/s while the other flow got

99.4 Mbit/s. We used Vivace’s kernel module for the experiments [74]. 1

8.4 Loss-based CCAs

CCAs like NewReno [65] or Cubic [61] are not delay-convergent. We study their

fairness in two ways. First, we extended CCAC to handle multiple flows (see Ap-

pendix A.1) and used it to discover bad behavior when there is non-congestive delay

jitter. Second, we modify our model to allow it to preferentially drop packets for one

flow.

Let us take delay jitter first. Suppose two flows share a bottleneck, but one of

1We needed a relatively large jitter of 60 ms because Mahimahi is a noisy emulator. Linux user-
space scheduling adds several ms of jitter to both flows. We need the flows to have different jitter.
A cleaner, less-variable network emulation environment will produce a configuration with smaller
non-congestive jitter for starvation to occur.
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them is well-paced while the other sends packets in bursts. This situation can occur

with generic segment offloading (GSO) [1] used by the sender for CPU efficiency,

ACK aggregation (say due to WiFi [59]), or delayed ACKs [72, 26]. As the queue

gets nearly full, the flow that sends packets in bursts is more likely to lose packets.

When this happens, this flow reduces its cwnd and the queue stops being full until a

while later when again the bursty flow is more likely to lose packets. Packet bursts

can reduce the utilization even when there is only a single flow on the link, but only

when the bursts are large [12]. However when two or more flows are present, even

a small burst can cause unfairness. This is illustrated using an ns3 [3] simulation in

Figure 8-1 and was alluded to earlier (see §1.1). We also reproduced similar results

in emulation in Mahimahi.

One flow using delayed ACKs of 4 packets can cause it to get 1/3 the throughput

of the other flow. Nevertheless this is not starvation since the unfairness is bounded.

In loss-based AIMD, when the faster flow reduces its cwnd (which it eventually must

when it occupies nearly all of the link), it gives the slower flow time to ramp up before

it starts to decrease its cwnd again. In Cubic, the faster flow will eventually overshoot

the entire bandwidth-delay product (BDP) as governed by the cubic function. The

slower flow can only increase its cwnd and experience losses two or three times before

this happens. Hence the unfairness is bounded. We used CCAC to prove that there

is no trace of length 10 RTTs where starvation is unbounded for two AIMD flows.

Proving this result for any trace length is future work.

PCC Allegro [38] While loss-based AIMD is not delay-convergent and is therefore

immune to small delay jitter, it converges to a loss rate as a function of the BDP [103]:

cwnd ∝ 1√
loss rate

. If we add to the network model the ability to arbitrarily drop a

small fraction of packets, we can get the CCA to under-utilize the link when the BDP

is sufficiently large. This is well known and works even when only a single flow is

present.

PCC’s behavior is more interesting. To get around this problem, the loss-based

PCC variant, PCC Allegro, has a loss threshold that it can tolerate. As long as
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the packet loss rate is lower than this threshold, it will fully utilize the link. In our

framework, this is analogous to BBR in cwnd mode always maintaining 𝑅𝑚 seconds of

queuing; as long as error in delay measurement is smaller than 𝑅𝑚, BBR fully utilizes

the link. Just as BBR is an improvement to the Vegas family, PCC is a loss-resilient

improvement to the Reno family. However, just like BBR, PCC can also experience

starvation when one of the flows (but not the other) experiences even small amounts

of congestion signal; for BBR it is propagation delay, for PCC it is random loss. The

reason is analogous; the space of loss rates is smaller than the space of sending rates.

As empirical validation, we ran two PCC flows for 60 seconds on a 120 Mbit/s

Mahimahi link with 40 ms RTT and 1 BDP buffer. One of the flows experienced a

random loss rate of 2% and got only 10.3 Mbit/s while the other, which experienced

no random loss, got 99.1 Mbit/s. PCC is supposed to be resilient to up to 5% loss.

Indeed, when we ran two flows with 2% loss, they shared the link fairly and efficiently.

The same held true with one flow with 2% loss. Like BBR, PCC breaks only when

two flows are present and experiences unequal congestion signal (here, loss). We do

not believe it is possible to circumvent this problem with algorithms that map loss

rates (or delays) to sending rates.
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Chapter 9

Implications of the starvation result

The main lesson from this paper is that to avoid starvation delay-convergent CCAs

must explicitly model and design for non-congestive delays. This affects the design

space of CCAs in three key ways:

1. If 𝐷 is the bound on network jitter, the CCA must maintain at-least 𝐷 seconds

of delay to be 𝑓 -efficient (§9.1).

2. To avoid starvation, it is not enough to maintain a queue that is larger 𝐷, but

the variation in delay must be larger as well (see §9.2).

3. If we have an upper bound on the link rate, then we can achieve all three

objectives without large variance in queuing delay. The delay bound achieved

is a function of 𝐷 and our maximum tolerable unfairness (§9.3).

The rest of this section expands on these ideas, and concludes by proving an

impossibility result for delay-bounded (non-delay-convergent) CCAs.

9.1 Is an 𝑓-efficient, delay-convergent CCA achiev-

able?

Can a CCA simultaneously achieve 𝑓 -efficiency and delay-convergence if we can toler-

ate starvation? The answer is not obvious because current schemes like BBR, Copa,
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Vegas, and FAST do not, as shown in the recent CCAC paper [12]. That paper found

counterexamples consistent with the delay-jitter network model of this paper showing

scenarios where 𝑓 -efficiency is not achieved for any 𝑓 > 0.

We are not aware of any existing CCAs that are both 𝑓 -efficient and delay-

convergent. That said, we have not analyzed every algorithm in depth. Perhaps

the best hope is offered by BBR. The CCAC paper showed that if BBR were mod-

ified to have a higher pacing rate, CCAC could no longer find any example where

BBR under-utilizes the link. We believe this happens because the higher pacing rate

forces BBR to operate in the cwnd-limited mode, since the behavior is identical to

when BBR over-estimates the pacing rate (see §8.4). In this mode, 𝑑max(𝐶) ≥ 2𝑅𝑚,

which is large.

Note, however, that CCAC did not prove that BBR is 𝑓 -efficient. It merely ruled

out the existence of under-utilization over short (≤ 10 RTTs) sequences of network

behavior. It also assumed a sender with oracular knowledge of 𝑅𝑚.

We conjecture, however, that it is possible to design an 𝑓 -efficient, delay-convergent

CCA if we ignored starvation. Perhaps the modified BBR is such an algorithm.

Any such CCA must maintain a larger delay than the network jitter, or risk under-

utilization. The following lemma formalizes this.

Theorem 1. Any deterministic CCA for which there exists a link rate 𝐶 and min-

imum RTT 𝑅𝑚 such that 𝑑max(𝐶) ≤ 𝐷 can experience arbitrarily low utilization in

our network model with parameter 𝐷.

Proof. The idea is similar to our proof for Theorem 3. Let the delay experienced

by the CCA on an ideal path of rate 𝐶 and propagation delay 𝑅𝑚 be 𝑑(𝑡). Let its

sending rate be 𝑟(𝑡). We will construct a network with propagation delay 𝑅𝑚 and

𝐶 ′ ≫ 𝐶 such that the delay experienced by the CCA is exactly 𝑑(𝑡). As a result, the

CCA will transmit at exactly 𝑟(𝑡) since the CCA is deterministic. This is possible

because we will choose 𝐶 ′ to be large enough that the queuing delay, 𝑞(𝑡) ≤ 𝑑(𝑡). Now

𝑑(𝑡) ≤ 𝑑max(𝐶) ≤ 𝐷 where the first inequality follows from the definition of 𝑑max(·).

Hence 0 ≤ 𝑑(𝑡) − 𝑞(𝑡) ≤ 𝐷, which is the condition we need for emulation. Since the
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actual link rate, 𝐶 ′, can be arbitrarily larger than the rate ≈ 𝐶 at which the CCA

sends, starvation occurs.

9.2 Larger oscillations may avoid starvation

Theorem 3 shows that a CCA whose ideal-path delay variation, 𝛿max, is smaller than

one-half of the non-congestive delay in the network, 𝐷, cannot simultaneously be 𝑓 -

efficient, bound delays, and avoid starvation. Hence the only way to achieve all three

properties is to design a CCA that has large delay variation on ideal paths (i.e., at

equilibrium).

Why might large delay variations avoid starvation? The reason why CCAs with

small variations starve is that there isn’t enough space to assign all achievable rates

to distinct-enough delay ranges. This is because once a CCA has converged to a small

delay range, it keeps receiving the same signal over and over. It cannot distinguish

delay variations due to congestion from those due to non-congestive jitter.

Delay

0

Measured delay
Range in which

(congestive delay + )
can lie

Discrete blocks in
which delay can lie

An imprecise but useful mental model is to think of measurement ambiguity as

discretizing measurement. When we measure an RTT of 𝑑, we know that up to 𝐷 of

it may be non-congestive. The material portion of 𝑑 for our purposes is in the range

[max(0, 𝑑−𝐷), 𝑑]. Let us divide the RTT 𝑑 into discrete blocks of size 𝐷. This range

tells us that the correct (congestive delay + 𝑅𝑚) must lie in one of the two blocks

highlighted in the picture above.

A delay-convergent algorithm with 𝛿max ≤ 𝐷 gets the same set of blocks over and

over again. But one with larger variation can get different blocks/bits of information
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each time. This forms an infinitely large stream of bits in which to encode the

correct sending rate. Different bit streams can now be assigned to different sending

rates. This helps sidestep the pigeonhole argument, which forms the bedrock of our

impossibility proof.

For instance, sending rate can be encoded in the frequency of oscillation of delay,

rather than its absolute value. Given enough samples, it may be possible to measure

frequency with arbitrary precision, avoiding starvation. Loss-based algorithms like

AIMD do this; AIMD’s sending rate is determined by the frequency at which packets

drop. While our analysis does not include packet losses, it is interesting to note

that AIMD has large oscillations relative to 𝐷. Hence smaller delay jitter does cause

starvation (§8.4). If the oscillations (and hence the buffer size) were smaller than 𝐷,

it is indeed possible to starve AIMD; one flow always sends packets in bursts that

are larger than the buffer, experiencing drops, while the other flow grows its cwnd

to be arbitrarily larger than the first flow. We conjecture that AIMD on delay is an

interesting design space for researchers to seek starvation-free CCAs.

9.3 Avoiding starvation in a bounded rate range

A CCA that seeks to converge to a small range of delays must map sending rates that

are far away to delays that are more than 𝐷 apart, or risk starvation. While this is

not possible for an infinitely large range of rates, it becomes possible if we know that

the correct sending rate will come from a bounded range. In practice, we may know

such bounds a priori from a knowledge of network parameters (e.g., access link rate

at the sender) or by profiling applications.

Rather than worry about perfect flow-level fairness, which might not be an inter-

esting goal in practice [28], we seek to be 𝑠-fair; i.e., bound unfairness to a maximum

specified throughput ratio of 𝑠 > 1. For a given 𝐷, and maximum tolerable delay

𝑅max, we define a figure-of-merit for a rate-delay curve as the ratio of the maximum

rate it supports to the minimum: 𝜇+

𝜇−
. Rates in today’s Internet can span several

orders of magnitude, from < 100 KBit/s to ≈ 10 Gbit/s. Hence having 𝜇+

𝜇−
≥ 103 and

100



perhaps ≈ 105 is desirable.

For Vegas, FAST, and Copa, the rate-delay function is 𝜇(𝑑) = 𝛼/(𝑑−𝑅𝑚), where

𝜇 is the sending rate [13]. The function for BBR’s cwnd-limited mode is 𝜇(𝑑) =

𝛼/(𝑑 − 2𝑅𝑚). The arguments in this section are similar for both these functions, so

we analyze the Vegas/FAST/Copa function here.

To achieve 𝑠-fairness for all 𝜇 ∈ [𝜇−, 𝜇+], we want the difference in the delays seen

between 𝜇 and 𝑠𝜇 to exceed 𝐷. This gap will ensure that rates that are more than 𝑠

away from each other are mapped to distinguishable delays. The difference in delays

for our rate-delay function is:

(︂
𝑅𝑚 +

𝛼

𝜇

)︂
−
(︂
𝑅𝑚 +

𝛼

𝑠𝜇

)︂
> 𝐷

⇒𝜇 <
𝛼

𝐷

(︂
1− 1

𝑠

)︂
.

This gives us 𝜇+. 𝜇− is the rate corresponding to 𝑑 = 𝑅max, so 𝜇− = 𝛼/(𝑅max−2𝑅𝑚).

Hence, for the Vegas family,

𝜇+

𝜇−
=

𝑅max −𝑅𝑚

𝐷

(︂
1− 1

𝑠

)︂
≈ 𝑅max

𝐷
. (9.1)

We can, however, do much better with

𝜇(𝑑) = 𝜇−𝑠
𝑅max−𝑑

𝐷 (9.2)

When 𝑑 = 𝑅max, 𝜇 = 𝜇− as desired. 𝜇+ occurs when 𝑑 = 𝑅𝑚 + 𝐷. This

is the minimum RTT required to ensure full utilization (Lemma 1). Hence, 𝜇+ =

𝜇−𝑠
(𝑅max−(𝑅𝑚+𝐷))/𝐷. Thus,

𝜇+

𝜇−
= 𝑠

𝑅max−𝑅𝑚−𝐷
𝐷 = 𝑂

(︁
𝑠

𝑅max

𝐷

)︁
.

This range is exponentially larger than the Vegas family and can span several orders

of magnitude of link rates, as desired. For instance, for 𝐷 = 10, 𝑠 = 2 and 𝑅max = 100
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ms we can support a range of 210 ≈ 103. With 𝑠 = 4, that increases to 220 ≈ 106.

A real-world CCA may make the following modifications to this rate-delay curve.

(1) This function never increases its rate beyond 𝜇+. This is simply solved by using a

Vegas-like function for 𝑑 < 𝐷 that goes to infinity. Such a CCA will scale to arbitrarily

large link rates, but risk starvation when rate exceeds 𝜇+. (2) If the CCAs have a

method to estimate 𝑅𝑚, they can set 𝑅max as a function of 𝑅𝑚: e.g. 𝑅max = 𝑅𝑚+100

ms. Note that both Equation 9.2 and the Vegas family can send at rates lower than

𝜇−, but will increase delay beyond 𝑅max. For rates < 𝜇−, delays increase more slowly

for the Vegas family than for Equation 9.2.

Algorithm 1 A delay-convergent CCA that uses 𝜇−𝑠
𝑅max−(𝑑−𝑅𝑚)

𝐷 . The following is
run every 𝑅𝑚. Here, 𝑑 is the latest measured RTT, 𝜇 is the current sending rate and
𝑎, 0 < 𝑏 < 1, 𝜇−, 𝑅

max are parameters of the algorithm.

if 𝜇 < 𝜇−𝑠
𝑅max−(𝑑−𝑅𝑚)

𝐷 then
𝜇← 𝜇+ 𝑎

else
𝜇← 𝑏𝜇

end if

An Algorithm Algorithm 1 shows a CCA that uses Equation 9.2. This algorithm is

incomplete on several fronts. It does not feature a mechanism to discover 𝑅𝑚 or handle

short buffers by slowing down in the presence of loss. It increases its rate additively,

and does not feature the faster increase times of modern algorithms. Further it does

not have a cwnd cap to be resilient to sudden drops in link capacity [18]. We show

this merely to illustrate an idea, not propose a deployable CCA.

To verify this algorithm, we used CCAC to produce traces where the algorithm

is either inefficient or more than 𝑠-unfair. CCAC was unable to produce such traces,

giving us some confidence that they key ideas work. CCAC helped us fine-tune some

details of the algorithm such as a) use AIMD instead of the AIAD uses by Vegas

and Copa because the fairness properties of AIMD are critical in the presence of

measurement ambiguity and b) change the rate by the same amount on every RTT

irrespective of the number of ACKs received. Note that this does not constitute a
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proof, since CCAC only searched over finite traces. We have not yet performed the

steady-state analysis method described in the CCAC paper.

Estimating 𝑅𝑚 is a common challenge for delay-convergent CCAs, and may require

fundamental new insights from the community. Estimating 𝑅𝑚 is hard because it

requires all flows to coordinate and empty the queue at the same time. Copa’s

mechanism works well in the absence of delay ambiguity, but not otherwise. BBR’s

mechanism works when there is a single flow, but its RTT probe does not always

succeed in coordinating across multiple flows.

9.4 An absolute upper bound

We have also proved that no deterministic CCA can be simultaneously 𝑓 -efficient,

delay-bounding (but not delay-convergent, i.e., the delay bounds can grow with the

bottleneck rate), and starvation-free. This theorem uses a stronger network model

than those in Section 4; here the adversary can also vary the link rate arbitrarily. We

call this the “strong” model. Since there are no bounds on the link rates, this adver-

sary is very powerful. Perhaps too powerful, for it can create unrealistic networks.

Thus we still believe that it may be possible to achieve all three properties on prac-

tical networks. Nevertheless, it serves as a useful upper bound on what is possible.

The proof technique is interesting in that we have found it instructive to study the

network paths it constructs. It often constructs paths similar to ones constructed by

Theorem 3, i.e., consistent with our simpler network model.

Theorem 4. Any deterministic, 𝑓 -efficient, delay-bounding CCA will starve in the

strong model for any value of the propagation delay 𝑅𝑚.

The proof is given in Appendix A.6. This theorem does not need to control the

initial conditions or require both CCAs to be the same.
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Chapter 10

Limitations of our congestion control

analysis method

We believe that this thesis sets the initial steps towards a more comprehensive and

formal understanding of the behavior of CCAs, raising new challenges and opportu-

nities. Thus far, we have focused on end-to-end CCAs and not yet analyzed receiver-

driven protocols, MPTCP [146], schemes using in-network signals such as ECN [44],

INT [81], XCP/RCP [79, 40], and ABC [59]. We discuss a possible way to handle

these in Appendix A.1.

Because our modeling focuses on worst-case behavior, a central goal of its design

is to exclude excessively antagonistic behavior that no CCA can handle. Thus, the

path model only includes a carefully chosen subset of paths (see §4.2.1). Our model

of TCP timeouts is different from the standard for the same reason (see §4.2.2). We

represent network state using cumulative functions that preclude the modeling of

packet reordering. CCAC’s mechanism to detect packet losses emulates endpoints

that use an unbounded number selective acknowledgment (SACK) blocks. This cor-

responds to the QUIC protocol [71], while TCP is limited to a maximum of four

SACK blocks [102].

Our model does not have a composition theorem when buffers are finite and the

first box is faster than the second one (see §4.2.1). Due to discretization, the bounds

CCAC produces may not be tight (see §5). CCAC focuses on worst-case analysis;
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this was a conscious design choice because average-case analysis requires a probability

distribution, which is often unknown and can miss important tail cases (§1.2.1).

CCAC’s CCA implementations are simplified (see §6). Future work can provide

a higher-level interface to writing CCAs, which makes implementing more complex

CCAs easier. CCAC does not have an automated method to map a network trace to

actual network elements that could produce the trace, though in our experience we

were always able to find such elements. There is work in verifying the implementation

of CCAs [135, 132, 133, 134, 23] which is complementary with CCAC’s verification of

the algorithm. End-to-end verification of both the algorithm and its implementation

is also interesting future work. Currently proving statements about infinite time

horizons and variable link rates (see §4.3) is semi-automated, and requires a manual

component as illustrated in our case studies.

Our starvation theorem shows that delay-convergent CCAs cannot be efficient and

delay-bounding. While we conjecture that starvation-freedom, efficiency and bounded

delay are simultaneously achievable if we give up on delay-convergence and deliber-

ately oscillate self-inflicted delay, we do not conclusively settle this question. More

broadly, our methods have uncovered weaknesses in existing CCAs, but a CCA that is

free of weaknesses still remains elusive. Our ongoing work on systematically designing

heuristics in general, and CCAs in particular, may find such a CCA (see §12.1).
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Chapter 11

Copa: A new delay-based congestion

control algorithm

Before we worked on formally understanding CCA performance, we designed Copa, a

delay-based CCA that emphasized correctly interpreting delay measurements in the

presence of non-congestive delay. Facebook uses Copa for live video uploads because

Copa improves its end-to-end application metrics [51].

Copa incorporates four ideas: first, a target rate to aim for, which is inversely

proportional to the measured queuing delay; second, a window update rule that

depends moves the sender toward the target rate; third, a way to filter our non-

congestive delay by using the minimum RTT over a short time window; and fourth,

a TCP-competitive strategy to compete well with buffer-filling flows.

Approach: Inspired by work on Network Utility Maximization (NUM) [80] and

by machine-generated algorithms, we start with an objective function to optimize.

The objective function we use combines a flow’s average throughput, 𝜆, and packet

delay (minus propagation delay), 𝑑: 𝑈 = log 𝜆 − 𝛿 log 𝑑. The goal is for each

sender to maximize its 𝑈 . Here, 𝛿 determines how much to weigh delay compared to

throughput; a larger 𝛿 signifies that lower packet delays are preferable.

We show that under certain simplified (but reasonable) modeling assumptions of

packet arrivals, the steady-state sending rate (in packets per second) that maximizes
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𝑈 is

𝜆 =
1

𝛿 · 𝑑𝑞
, (11.1)

where 𝑑𝑞 is the mean per-packet queuing delay (in seconds), and 1/𝛿 is in units of

MTU-sized packets. When every sender transmits at this rate, a unique, socially-

acceptable Nash equilibrium is attained.

We use this rate as the target rate for a Copa sender. The sender estimates the

queuing delay using its RTT observations, and moves quickly toward hovering near

this target rate. This mechanism also induces a property that the queue is regularly

almost flushed, which helps all endpoints get a correct estimate of the minimum RTT.

Finally, to compete well with buffer-filling competing flows, Copa mimics an AIMD

window-update rule when it observes that the bottleneck queues rarely empty.

11.1 The algorithm

Copa uses a congestion window, cwnd, which upper-bounds the number of in-flight

packets. On every ACK, the sender estimates the current rate 𝜆 = cwnd/RTTstanding,

where RTTstanding is the smallest RTT observed over a recent time-window, 𝜏 . We

use 𝜏 = srtt/2, where srtt is the current value of the standard smoothed RTT esti-

mate. RTTstanding is the RTT corresponding to a “standing” queue, since it’s the

minimum observed in a recent time window.

The sender calculates the target rate using Eq. (11.1), estimating the queuing

delay as

𝑑𝑞 = RTTstanding− RTTmin, (11.2)

where RTTmin is the smallest RTT observed over a long period of time (larger of 10

s or 20× RTT). We find a minimum over a time-period to handle route-changes that

might alter the minimum RTT of the path.

If the current rate exceeds the target, the sender reduces cwnd; otherwise, it

increases cwnd. To avoid packet bursts, the sender paces packets at a rate of 2 ·

cwnd/RTTstanding packets per second. Pacing also makes packet arrivals at the

108



bottleneck queue appear Poisson as the number of flows increases, a useful property

that increases the accuracy of our model to derive the target rate (§11.3). The pacing

rate is double cwnd/RTTstanding to accommodate imperfections in pacing; if it were

exactly cwnd/RTTstanding, then the sender may send slower than desired.

The reason for using the smallest RTT in the recent 𝜏 = srtt/2 duration, rather

than the latest RTT sample, is for robustness in the face of ACK compression [155]

and network jitter, which increase the RTT and can confuse the sender into believing

that a longer RTT is due to queuing on the forward data path. ACK compression

can be caused by queuing on the reverse path and by wireless links.

The Copa sender runs the following steps on each ACK arrival:

1. Update the queuing delay 𝑑𝑞 using Eq. (11.2) and srtt using the standard TCP

exponentially weighted moving average estimator.

2. Set 𝜆𝑡 = 1/(𝛿 · 𝑑𝑞) according to Eq. (11.1).

3. If 𝜆 = cwnd/RTTstanding ≤ 𝜆𝑡, then cwnd = cwnd + 𝑣/(𝛿 · cwnd), where 𝑣 is

a “velocity parameter" (defined in the next step). Otherwise, cwnd = cwnd −

𝑣/(𝛿 · cwnd). Over 1 RTT, the change in cwnd is thus ≈ 𝑣/𝛿 packets.

4. The velocity parameter, 𝑣, speeds-up convergence. It is initialized to 1. Once

per window, the sender compares the current cwnd to the cwnd value at the

time that the latest acknowledged packet was sent (i.e., cwnd at the start of

the current window). If the current cwnd is larger, then set direction to “up";

if it is smaller, then set direction to “down". Now, if direction is the same as

in the previous window, then double 𝑣. If not, then reset 𝑣 to 1. However,

start doubling 𝑣 only after the direction has remained the same for three RTTs.

Since direction may remain the same for 2.5 RTTs in steady state as shown in

figure 11-1, doing otherwise can cause 𝑣 to be > 1 even during steady state. In

steady state, we want 𝑣 = 1.

When a flow starts, Copa performs slow-start where cwnd doubles once per RTT

until 𝜆 exceeds 𝜆𝑡. While the velocity parameter also allows an exponential increase,
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the constants are smaller. Having an explicit slow-start phase allows Copa to have a

larger initial cwnd, like many deployed TCP implementations. Further we limit 𝑣 to

ensure that cwnd can never more than double once per RTT.

11.1.1 Competing with buffer-filling schemes

We now modify Copa to compete well with buffer-filling algorithms such as Cubic

and NewReno while maintaining its good properties. The problem is that Copa seeks

to maintain low queuing delays; without modification, it will lose to buffer-filling

schemes.

We propose two distinct modes of operation for Copa:

1. The default mode where 𝛿 = 0.5, and

2. A competitive mode where 𝛿 is adjusted dynamically to match the aggressiveness

of typical buffer-filling schemes.

Copa switches between these modes depending on whether or not it detects a

competing long-running buffer-filling scheme. The detector exploits a key Copa prop-

erty that the queue is empty at least once every 5 · RTT when only Copa flows with

similar RTTs share the bottleneck (Section 11.2). With even one concurrent long-

running buffer-filling flow, the queue will not empty at this periodicity. Hence if

the sender sees a “nearly empty” queue in the last 5 RTTs, it remains in the de-

fault mode; otherwise, it switches to competitive mode. We estimate “nearly empty”

as any queuing delay lower than 10% of the rate oscillations in the last four RTTs;

i.e., 𝑑𝑞 < 0.1(RTTmax − RTTmin) where RTTmax is measured over the past four

RTTs and RTTmin is our long-term minimum as defined before. Using RTTmax

allows Copa to calibrate its notion of “nearly empty” to the amount of short-term RTT

variance in the current network.

In competitive mode the sender varies 1/𝛿 according to whatever buffer-filling

algorithm one wishes to emulate (e.g., NewReno, Cubic, etc.). In our implementation

we perform AIMD on 1/𝛿 based on packet success or loss, but this scheme could
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respond to other congestion signals. In competitive mode, 𝛿 ≤ 0.5. When Copa

switches from competitive mode to default mode, it resets 𝛿 to 0.5.

The queue may be nearly empty even in the presence of a competing buffer-filling

flow (e.g., because of a recent packet loss). If that happens, Copa will switch to default

mode. Eventually, the buffer will fill again, making Copa switch to competitive mode.

Note that if some Copa flows are operating in competitive mode but no buffer-

filling flows are present, perhaps because the decision was erroneous or because the

competing flows left the network, Copa flows once again begin to periodically empty

the queue. The mode-selection method will detect this condition and switch to default

mode.

11.1.2 Application-layer benefits

Many applications benefit from accurate information about path throughput and

delay. For example, recently there has been a surge of interest in video streaming,

where one of the primary challenges is in estimating the correct bit rate to use.

A low estimate hurts video quality while a high estimate risks experiencing a stall

in playback. Most algorithms tend to under-estimate rates because stalls hurt the

quality of experience more. That, in turn, means they are unable to effectively obtain

the true usable path rate.

We showed how every measurement of the queuing delay provides a new estimate

of the target rate. Hence, to understand what throughput and delay can be expected

from a path, an endpoint only needs to transmit a few packets. The expected perfor-

mance can be calculated from the measured RTT and queuing delay. These packets

can be small, containing only the header and no data, which reduces the bandwidth

consumed by probes. Applications can use this information in many ways.

Copa offers a way for applications to obtain rate information. Senders can use the

techniques we have developed to measure “expected throughput” – i.e., the rate that

a Copa sender will use – by sending only a few small packets, and take an informed

decision regarding what quality of content to transfer. As shown in §11.4.1, Copa’s

rate estimates are accurate and senders are able to jump directly to the correct rate.
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Figure 11-1: One Copa cycle: Evolution of queue length with time. Copa switches
direction at change points A and B when the standing queue length estimated by
RTTstanding crosses the threshold of 𝛿−1. RTTstanding is the smallest RTT in the
last srtt/2 window of ACKs packets (shaded region). Feedback on current actions is
delayed by 1 RTT in the network. The slope of the line is ±𝛿 packets per RTT.

Quick estimation of a transport protocol’s expected transmission rate is also use-

ful for selecting good paths or endpoints. For instance, peer-to-peer networks can

regularly send tiny packets without payload to monitor the throughput and delay

available on the link to a peer. The monitoring is inexpensive, but can enable more

informed decisions. Content Distribution Networks using Copa for data delivery can

use this too, by routing requests to the appropriate servers. For instance, they can

route to minimize the flow-completion time estimated as 2 ·RTT+ 𝑙/𝜆, where 𝑙 is the

flow length and 𝜆 is the rate estimate.

11.2 Dynamics of Copa

Figures 11-1 (schematic view) and 11-2 (emulated link) show the evolution of Copa’s

cwnd with time. In steady state, each Copa flow makes small oscillations about

the target rate, which also is the equilibrium rate (Section 11.3). By “equilibrium”,

we mean the situation when every sender is sending at its target rate. When the

propagation delays for flows sharing a bottleneck are similar and comparable to (or
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Figure 11-2: Congestion window and RTT as a function of time for a Copa flow
running on a 12 Mbit/s Mahimahi [112] emulated link. As predicted, the period
of oscillation is ≈ 5 RTT and amplitude is ≈ 5 packets. The emulator’s scheduling
policies cause irregularities in the RTT measurement, but Copa is immune to such
irregularities because the cwnd evolution depends only on comparing RTTstanding to
a threshold.

larger than) the queuing delay, the small oscillations synchronize to cause the queue

length at the bottleneck to oscillate between having 0 and 2.5/𝛿 packets every five

RTTs. Here, 𝛿 = (
∑︀

𝑖 1/𝛿𝑖)
−1. The equilibrium queue length is (0+2.5)𝛿−1/2 = 1.25/𝛿

packets. When each 𝛿 = 0.5 (the default value), 1/𝛿 = 2𝑛, where 𝑛 is the number of

flows.

We prove the above assertions about the steady state using a window analysis for a

simplified deterministic (D/D/1) bottleneck queue model. In Section 11.3 we discuss

Markovian (M/M/1 and M/D/1) queues. We assume that the link rate, 𝜇, is constant

(or changes slowly compared to the RTT), and that (for simplicity) the feedback delay

is constant, RTTmin ≈ RTT. This means that the queue length inferred from an ACK

at time 𝑡 is 𝑞(𝑡) = 𝑤(𝑡−RTTmin)−𝐵𝐷𝑃 , where 𝑤(𝑡) is congestion window at time

𝑡 and 𝐵𝐷𝑃 is the bandwidth-delay product. Under the constant-delay assumption,

the sending rate is cwnd/RTT = cwnd/RTTmin.

First consider just one Copa sender. We show that Copa remains in steady state

oscillations shown in Figure 11-1, once it starts those oscillations. In steady state,

𝑣 = 1 (𝑣 starts to double only after cwnd changes in the same direction for at least

113



3 RTTs. In steady state, direction changes once every 2.5 RTT. Hence 𝑣 = 1 in

steady state.). When the flow reaches “change point A”, its RTTstanding estimate

corresponds to minimum in the 1
2
srtt window of latest ACKs. Latest ACKs correspond

to packets sent 1 RTT ago. At equilibrium, when the target rate, 𝜆𝑡 = 1/(𝛿𝑑𝑞), equals

the actual rate, cwnd/𝑅𝑇𝑇 , there are 1/𝛿 packets in the queue. When the queue

length crosses this threshold of 1/𝛿 packets, the target rate becomes smaller than the

current rate. Hence the sender begins to decrease cwnd. By the time the flow reaches

“change point B”, the queue length has dropped to 0 packets, since cwnd decreases by

1/𝛿 packets per RTT, and it takes 1 RTT for the sender to know that queue length

has dropped below target. At “change point B”, the rate begins to increase again,

continuing the cycle. The resulting mean queue length of the cycle, 1.25/𝛿, is a little

higher than 1/𝛿 because RTTstanding takes an extra srtt/2 to reach the threshold at

“change point A”.

When 𝑁 senders each with a different 𝛿𝑖 share the bottleneck link, they synchronize

with respect to the common delay signal. When they all have the same propagation

delay, their target rates cross their actual rates at the same time, irrespective of their

𝛿𝑖. Hence they increase/decrease their cwnd together, behaving as one sender with

𝛿 = 𝛿 = (
∑︀

𝑖 1/𝛿𝑖)
−1.

11.3 Justification of the Copa target rate

This section explains the rationale for the target rate used in Copa. We model packet

arrivals at a bottleneck not as deterministic arrivals as in the previous section, but as

Poisson arrivals. This is a simplifying assumption, but one that is more realistic than

deterministic arrivals when there are multiple flows. The key property of random

packet arrivals (such as with a Poisson distribution) is that queues build up even

when the bottleneck link is not fully utilized.

In general traffic may be burstier than predicted by Poisson arrivals [119] because

flows and packet transmissions can be correlated with each other. In this case, Copa

over-estimates network load and responds by implicitly valuing delay more. This
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behavior is reasonable as increased risk of higher delay is being met by more caution.

Ultimately, our validation of the Copa algorithm is through experiments, but the

modeling assumption provides a sound basis for setting a good target rate.

11.3.1 Objective function and Nash equilibrium

Consider the objective function for sender (flow) 𝑖 combining both throughput and

delay:

𝑈𝑖 = log 𝜆𝑖 − 𝛿𝑖 log 𝑑𝑠, (11.3)

where 𝑑𝑠 = 𝑑𝑞 + 1/𝜇 is the “switch delay” (total minus propagation delay). The use

of switch delay is for technical ease; it is nearly equal to the queuing delay.

Suppose each sender attempts to maximize its own objective function. In this

model, the system will be at a Nash equilibrium when no sender can increase its

objective function by unilaterally changing its rate. The Nash equilibrium is the

𝑛-tuple of sending rates (𝜆1, . . . , 𝜆𝑛) satisfying

𝑈𝑖(𝜆1, . . . , 𝜆𝑖, . . . , 𝜆𝑛) > 𝑈𝑖(𝜆1, . . . , 𝜆𝑖−1, 𝑥, 𝜆𝑖+1, . . . , 𝜆𝑛) (11.4)

for all senders 𝑖 and any non-negative 𝑥.

We assume a first-order approximation of Markovian packet arrivals. The service

process of the bottleneck may be random (due to cross traffic, or time-varying link

rates), or deterministic (fixed-rate links, no cross traffic). As a reasonable first-order

model of the random service process at the bottleneck link, we assume a Markovian

service distribution and use that model to develop the Copa update rule. Assuming a

deterministic service process gives similar results, offset by a factor of 2. In principle,

senders could send their data not at a certain mean rate but in Markovian fashion,

which would make our modeling assumption match practice. In practice, we don’t,

because: (1) there is natural jitter in transmissions from endpoints anyway, (2) de-

liberate jitter unnecessarily increases delay when there are a small number of senders

and, (3) Copa’s behavior is not sensitive to the assumption.
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We prove the following proposition about the existence of a Nash equilibrium

for Markovian packet transmissions. We then use the properties of this equilibrium

to derive the Copa target rate of Eq. (11.1). The reason we are interested in the

equilibrium property is that the rate-update rule is intended to optimize each sender’s

utility independently; we derive it directly from this theoretical rate at the Nash

equilibrium. It is important to note that this model is being used not because it is

precise, but because it is a simple and tractable approximation of reality. Our goal is

to derive a principled target rate that arises as a stable point of the model, and use

that to guide the rate update rule.

Theorem 2. Consider a network with 𝑛 flows, with flow 𝑖 sending packets with rate

𝜆𝑖 such that the arrival at the bottleneck queue is Markovian. Then, if flow 𝑖 has the

objective function defined by Eq. (11.3), and the bottleneck is an M/M/1 queue, a

unique Nash equilibrium exists. Further, at this equilibrium, for every sender 𝑖,

𝜆𝑖 =
𝜇

𝛿𝑖(𝛿−1 + 1)
(11.5)

where 𝛿 = (
∑︀

1/𝛿𝑖)
−1.

Proof. Denote the total arrival rate in the queue,
∑︀

𝑗 𝜆𝑗, by 𝜆. For an M/M/1 queue,

the sum of the average wait time in the queue and the link is 1
𝜇−𝜆

. Substituting this

expression into Eq. (11.3) and separating out the 𝜆𝑖 term, we get

𝑈𝑖 = log 𝜆𝑖 + 𝛿𝑖 log(𝜇− 𝜆𝑖 −
∑︁
𝑗 ̸=𝑖

𝜆𝑗). (11.6)

Setting the partial derivative 𝜕𝑈𝑖

𝜕𝜆𝑖
to 0 for each 𝑖 yields

𝛿𝑖𝜆𝑖 +
∑︁
𝑗

𝜆𝑗 = 𝜇

The second derivative, −1/𝜆2
𝑖 − 𝛿𝑖/(𝜇− 𝜆)2, is negative.

Hence Eq. (11.4) is satisfied if, and only if, ∀𝑖, 𝜕𝑈𝑖

𝜕𝜆𝑖
= 0. We obtain the following
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set of 𝑛 equations, one for each sender 𝑖:

𝜆𝑖(1 + 𝛿𝑖) +
∑︁
𝑗 ̸=𝑖

𝜆𝑗 = 𝜇.

The unique solution to this family of linear equations is

𝜆𝑖 =
𝜇

𝛿𝑖(𝛿−1 + 1)
,

which is the desired equilibrium rate of sender 𝑖.

When the service process is assumed to be deterministic, we can model the network

as an M/D/1 queue. The expected wait time in the queue is 1/(2(𝜇 − 𝜆)) − 𝜇/2 ≈

1/2(𝜇− 𝜆). An analysis similar to above gives the equilibrium rate of sender 𝑖 to be

𝜆𝑖 = 2𝜇/(𝛿𝑖(2𝛿
−1 +1)), which is the same as the M/M/1 case when each 𝛿𝑖 is halved.

Since there is less uncertainty, senders can achieve higher rates for the same delay.

11.3.2 The Copa update rule follows from the equilibrium rate

At equilibrium, the inter-send time between packets is

𝜏𝑖 =
1

𝜆𝑖

=
𝛿𝑖(𝛿

−1 + 1)

𝜇
.

Each sender does not, however, need to know how many other senders there are,

nor what their 𝛿𝑖 preferences are, thanks to the aggregate behavior of Markovian

arrivals. The term inside the parentheses in the equation above is a proxy for the

“effective” number of other senders, or equivalently the network load, and can be

calculated differently.

As noted earlier, the average switch delay for an M/M/1 queue is 𝑑𝑠 = 1
𝜇−𝜆

.

Substituting Eq, (11.8) for 𝜆 in this equation, we find that, at equilibrium,

𝜏𝑖 = 𝛿𝑖 · 𝑑𝑠 = 𝛿𝑖(𝑑𝑞 + 1/𝜇), (11.7)
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where 𝑑𝑠 is the switch delay (as defined earlier) and 𝑑𝑞 is the average queuing delay

in the network.

This calculation is the basis and inspiration for the target rate. The does not

model the dynamics of Copa, where sender rates change with time. The purpose of

this analysis is to determine a good target rate for senders to aim for. Nevertheless,

using steady state formulae for expected queue delay is acceptable since the rates

change slowly in steady state.

11.3.3 Properties of the equilibrium

We now make some remarks about this equilibrium. First, by adding Eq. (11.5) over

all 𝑖, we find that the resulting aggregate rate of all senders is

𝜆 =
∑︁

𝜆𝑗 = 𝜇/(1 + 𝛿) (11.8)

This also means that the equilibrium queuing delay is 1 + 1/𝛿. If 𝛿𝑖 = 0.5, the

number of enqueued packets with 𝑛 flows is 2𝑛+ 1.

Second, it is interesting to interpret Eqs. (11.5) and (11.8) in the important special

case when the 𝛿𝑖s are all the same 𝛿. Then, 𝜆𝑖 = 𝜇/(𝛿 + 𝑛), which is equivalent to

dividing the capacity between 𝑛 senders and 𝛿 (which may be non-integral) “pseudo-

senders”. 𝛿 is the “gap” from fully loading the bottleneck link to allow the average

packet delay to not blow up to ∞. The portion of capacity allocated to “pseudo-

senders” is unused and determines the average queue length which the senders can

adjust by choosing any 𝛿 ∈ (0,∞). The aggregate rate in this case is 𝑛 · 𝜆𝑖 =
𝑛𝜇
𝛿+𝑛

.

When 𝛿𝑖s are unequal, bandwidth is allocated in inverse proportion to 𝛿𝑖. The Copa

rate update rules are such that a sender with constant parameter 𝛿 is equivalent to 𝑘

senders with a constant parameter 𝑘𝛿 in steady state.

Third, we recommend a default value of 𝛿𝑖 = 0.5. While we want low delay, we also

want high throughput; i.e., we want the largest 𝛿 that also achieves high throughput.

A value of 1 causes one packet in the queue on average at equilibrium (i.e., when

the sender transmits at the target equilibrium rate). While acceptable in theory,
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jitter causes packets to be imperfectly paced in practice, causing frequently empty

queues and wasted transmission slots when a only single flow occupies a bottleneck, a

common occurrence in our experience. Hence we choose 𝛿 = 1/2, providing headroom

for packet pacing. Note that, as per the above equation modeled on an M/M/1

queue, the link would be severely underutilized when there are a small number (≤ 5)

of senders. But with very few senders, arrivals at the queue aren’t Poisson and

stochastic variations don’t cause the queue length to rise. Hence link utilization is

nearly 100% before queues grow as demonstrated in §11.4.1.

Fourth, the definition of the equilibrium point is consistent with our update rule

in the sense that every sender’s transmission rate equals their target rate if (and only

if) the system is at the Nash equilibrium. This analysis presents a mechanism to

determine the behavior of a cooperating sender: every sender observes a common

delay 𝑑𝑠 and calculates a common 𝛿𝑑𝑠 (if all senders have the same 𝛿) or its 𝛿𝑖𝑑𝑠.

Those transmitting faster than the reciprocal of this value must reduce their rate and

those transmitting slower must increase it. If every sender behaves thus, they will all

benefit.

11.4 Evaluation

To evaluate Copa and compare it with other congestion-control protocols, we use a

user-space implementation and ns-2 simulations. We run the user-space implementa-

tion over both emulated and real links.

Implementations:. We compare the performance of our user-space implemen-

tation of Copa with Linux kernel implementations of TCP Cubic, Vegas, Reno, and

BBR [31], and user-space implementations of Remy, PCC [38], PCC-Vivace [39],

Sprout [145], and Verus [152]. For Remy, we developed a user-space implementation

and verified that its results matched the Remy simulator. There are many available

RemyCCs. When we found a RemyCC that was appropriate for that network, we re-

ported its results. We use Linux qdiscs and Mahimahi [112] to create emulated links.

Our PCC results are for the default loss-based objective function. Pantheon [150], an
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Figure 11-3: Mean ± std. deviation of rates of 10 flows as they enter and leave an
emulated network once a second. The black line indicates the ideal fair allocation.
Graphs for BBR, Cubic, and PCC are shown alongside Copa in each figure for com-
parison. Copa and Cubic flows follow the ideal allocation closely.
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Figure 11-4: A CDF of the Jain indices (higher the better) obtained at various time
slots for the dynamic behavior experiment (§11.4.1). Copa achieves the highest me-
dian Jain fairness index of 0.93 while Cubic, BBR and PCC achieve median indices
of 0.90, 0.73 and 0.60 respectively.

independent test-bed for congestion control, uses the delay-based objective function

for PCC.

ns-2 simulations:. We compare Copa with Cubic [61], NewReno [65], and

Vegas [27], which are end-to-end protocols, and with Cubic-over-CoDel [113] and

DCTCP [6], which use in-network mechanisms.

11.4.1 Dynamic behavior over emulated links

To understand how Copa behaves as flows arrive and leave, we set up a 46 MBit/s

link with 20 ms RTT and 1 BDP buffer using Mahimahi. One flow arrives every

second for the first ten seconds, and one leaves every second for the next ten seconds.

The mean ± standard deviation of the bandwidths obtained by the flows at each time
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slot are shown in Figure 11-3. A CDF of the Jain fairness index in various time slots

is shown in Figure 11-4.

Copa obtains the highest median Jain fairness index, followed closely by Cubic.

They both track the ideal rate allocation closely. BBR and PCC respond much more

slowly to changing network conditions and fail to properly allocate bandwidth. In

experiments where the network changed more slowly, they eventually succeeded in

converging to the fair allocation, but this took tens of seconds.

environments. Copa’s mode switcher correctly functioned most of the time, de-

tecting that no buffer-filling algorithms were active in this period. There were some

erroneous switches to competitive mode for a few RTTs. This happens because when

flows arrive or depart, they disturb Copa’s steady-state operation. Hence it is possible

that for a few RTTs the queue is never empty and Copa flows can switch from default

to competitive mode. In this experiment, there were a few RTTs during which several

flows switched to competitive mode, and their 𝛿 decreased. However, queues empty

every five RTTs in this mode as well if no competing buffer-filling flow is present.

This property enabled Copa to correctly revert to default mode after a few RTTs.

11.4.2 Real-world evaluation

To understand how Copa performs over wide-area internet paths with real cross traf-

fic and packet schedulers, we submitted our user-space implementation of Copa to

Pantheon [150], a system developed to evaluate congestion control schemes. During

our evaluation period, Pantheon had nodes in six countries. Each experiment creates

flows on a particular day using each congestion control scheme between a node and

an AWS server nearest it, and measures the throughput and delay. We separate the

set of experiments into two categories, depending on how the node connects to the

internet (Ethernet or cellular).

To obtain an aggregate view of performance across the dozens of runs, we plot

the average normalized throughput and average queuing delay. Throughput is nor-

malized relative to the run that obtained the highest throughput among all runs in

an experiment to obtain a number between 0 and 1. Pantheon reports the one-way
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Figure 11-5: Real-world experiments on Pantheon paths: Average normalized
throughput vs. queuing delay achieved by various congestion control algorithms un-
der two different types of internet connections. Each type is averaged over several
runs over 6 internet paths. Note the very different axis ranges in the two graphs. The
𝑥-axis is flipped and in log scale. Copa achieves consistently low queuing delay and
high throughput in both types of networks. Note that schemes such as Sprout, Verus,
and Vivace LTE are designed specifically for cellular networks. Other schemes that
do well in one type of network don’t do well on the other type. On wired Ethernet
paths, Copa’s delays are 10× lower than BBR and Cubic, with only a modest mean
throughput reduction.

delay for every packet in publicly-accessible logs calculated with NTP-synchronized

clocks at the two end hosts. To avoid being confounded by the systematic additive

delay inherent in NTP, we report the queuing delay, calculated as the difference be-

tween the delay and the minimum delay seen for that flow. Each experiment lasts

30 seconds. Half of the experiments have one flow lasting 30 s. The other half have

three flows starting at 0, 10, and 20 seconds from the start of the experiment. Note:

we only consider experiments where the highest throughput achieved by any flow is

< 120 Mbit/s, as our user-space program cannot measure delay at granularity finer

than one Linux jiffy (100𝜇𝑠) currently; this corresponds to a target rate of 120 Mbit/s

for Copa.

Copa’s performance is consistent across different types of networks. It achieves sig-

nificantly lower queuing delays than most other schemes, with only a small throughput

reduction. Copa’s low delay, loss insensitivity, RTT fairness, resistance to buffer-bloat,

and fast convergence enable resilience in a wide variety of network settings. Vivace

LTE and Vivace latency achieved excessive delays in a link between AWS S̃︀𝑎o Paulo
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with large RTTs.

and a node in Columbia, sometimes over 10 seconds. When all runs with > 2000 ms

are removed for Vivace latency and LTE, they obtain average queuing delays of 156

ms and 240 ms respectively, still significantly higher than Copa. The Remy method

used was trained for a 100× range of link rates. PCC uses its delay-based objective

function.

11.4.3 RTT-fairness

Flows sharing the same bottleneck link often have different propagation delays. Ide-

ally, they should get identical throughput, but many algorithms exhibit significant

RTT unfairness, disadvantaging flows with larger RTTs. To evaluate the RTT fair-

ness of various algorithms, we set up 20 long-running flows in ns-2 with propagation

delays evenly spaced between 15 ms and 300 ms. The link has a bandwidth of 100

Mbit/s and 1 BDP of buffer (calculated with 300 ms delay). The experiment runs for
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100 seconds. We plot the throughput obtained by each of the flows in Figure 11-6.

Copa’s property that the queue is nearly empty once in every five RTTs is violated

when such a diversity of propagation delays is present. Hence Copa’s mode switching

algorithm erroneously shifts to competitive mode, causing Copa with mode switch-

ing (labeled “Copa” in the figure) to inherit AIMD’s RTT unfriendliness. However,

because the AIMD is on 1/𝛿 while the underlying delay-sensitive algorithm robustly

grabs or relinquishes bandwidth to make the allocation proportional to 1/𝛿, Copa’s

RTT-unfriendliness is much milder than in the other schemes.

We also run Copa after turning off the mode-switching and running it in the

default mode (𝛿 = 0.5), denoted as “Copa D” in the figure. Because the senders share

a common queuing delay and a common target rate, under identical conditions, they

will make identical decisions to increase/decrease their rate, but with a time shift.

This approach removes any RTT bias, as shown by “Copa D”.

In principle, Cubic has a window evolution that is RTT-independent, but in prac-

tice it exhibits significant RTT-unfairness because low-RTT Cubic senders are slow to

relinquish bandwidth. The presence of the CoDel AQM improves the situation, but

significant unfairness remains. Vegas is unfair because several flows have incorrect

base RTT estimates as the queue rarely drains. Schemes other than Copa allocate

nearly no bandwidth to long RTT flows (note the log scale), a problem that Copa

solves.

11.4.4 Robustness to packet loss

To meet the expectations of loss-based congestion control schemes, lower layers of

modern networks attempt to hide packet losses by implementing extensive reliability

mechanisms. These often lead to excessively high and variable link-layer delays, as

in many cellular networks. Loss is also sometimes blamed for the poor performance

of congestion control schemes across trans-continental links (we have confirmed this

with measurements, e.g., between AWS in Europe and non-AWS nodes in the US).

Ideally, a 5% non-congestive packet loss rate should decrease the throughput by 5%,

not by 5×. Since TCP requires smaller loss rates for larger window sizes, loss resilience
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Figure 11-7: Performance of various schemes in the presence of stochastic packet loss
over a 12 Mbit/s emulated link with a 50 ms RTT.

becomes more important as network bandwidth rises.

Copa in default mode does not use loss as a congestion signal and lost packets

only impact Copa to the extent that they occupy wasted transmission slots in the

congestion window. In the presence of high packet loss, Copa’s mode switcher would

switch to default mode as any competing traditional TCPs will back off. Hence Copa

should be largely insensitive to stochastic loss, while still performing sound congestion

control.

To test this hypothesis, we set up an emulated link with a rate of 12 Mbit/s

bandwidth and an RTT of 50 ms. We vary the stochastic packet loss rate and plot

the throughput obtained by various algorithms. Each flow runs for 60 seconds.

Figure 11-7 shows the results. Copa and BBR remain insensitive to loss through-

out the range, validating our hypothesis. As predicted [103], NewReno, Cubic, and

Vegas decline in throughput with increasing loss rate. PCC ignores loss rates up to

≈ 5%, and so maintains throughput until then, before falling off sharply as determined

by its sigmoid loss function.

11.4.5 Simulated datacenter network

To test how widely beneficial the ideas in Copa might be, we consider datacenter

networks, which have radically different properties than wide-area networks. Many

congestion-control algorithms for datacenters exploit the fact that one entity owns
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Figure 11-8: Flow completion times achieved by various schemes in a simulated dat-
acenter environment. Note the log scale.

and controls the entire network, which makes it easier to incorporate in-network

support [6, 8, 107, 120, 60].

Exploiting the datacenter’s controlled environment, we make three small changes

to the algorithm: (1) the propagation delay is externally provided, (2) since it is not

necessary to compete with TCPs, we disable the mode switching and always operate

at the default mode with 𝛿 = 0.5 and, (3) since network jitter is absent, we use

the latest RTT instead of RTTstanding, which also enables faster convergence. For

computing 𝑣, the congestion window is considered to change in a given direction only

if > 2/3 of ACKs cause motion in that direction.

We simulate 32 senders connected to a 40 Gbit/s bottleneck link via 10 Gbit/s

links. The routers have 600 KBytes of buffer and each flow has a propagation delay of

12 𝜇s. We use an on-off workload with flow lengths drawn from a web-search workload

in the datacenter [6]. Off times are exponentially distributed with mean 200 ms. We

compare Copa to DCTCP, Vegas, and NewReno.

The average flow completion times (FCT) are plotted against the length of the

flow in Figure 11-8, with the 𝑦-axis shown on a log-scale. Because of its tendency to
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Figure 11-9: Throughput vs. delay plot for an emulated satellite link. Notice that
algorithms that are not very loss sensitive (including PCC, which ignores small loss
rates) all do well on throughput, but the delay-sensitive ones get substantially lower
delay as well. Note the log-scale.

maintain short queues and robustly converge to equilibrium, Copa offers significant

reduction in flow-completion time (FCT) for short flows. The FCT of Copa is up to

a factor of 4 better for small flows under 64 KBytes compared to DCTCP. For longer

flows, the benefits are modest, and in many cases other schemes perform a little

better in the datacenter setting. This result suggests that Copa is a good solution for

datacenter network workloads involving many short flows.

We also implemented TIMELY [106], but it did not perform well in this setting

(over 7 times worse than Copa on average), possibly because TIMELY is targeted at

getting high throughput and low delay for long flows. TIMELY requires several pa-

rameters to be set; we communicated with the developers and used their recommended

parameters, but the difference between our workload and their RDMA experiments

could explain the discrepancies; because we are not certain, we do not report those

results in the graph.

11.4.6 Emulated satellite links

We evaluate Copa on an emulated satellite link using measurements from the WINDS

satellite system [116], replicating an experiment from the PCC paper [38]. The link

has a 42 Mbit/s capacity, 800 ms RTT, 1 BDP of buffer and 0.74% stochastic loss
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rate, on which we run one flow for 100 seconds. This link is challenging because it

has a high bandwidth-delay product and some stochastic loss.

Figure 11-9 shows the total throughput v. delay plot for BBR, PCC, Remy, Cubic,

Vegas, and Copa. Here we use a RemyCC trained for a RTT range of 30-280 ms for 2

senders with exponential on-off traffic of 1 second, each over a link speed of 33 Mbit/s,

which was the best performer among the ones available in the Remy repository.

PCC obtained high throughput, but at the cost of high delay as it tends to fill the

buffer. BBR ignores loss, but still underutilized the link as its rate oscillated between

0 and over 42 Mbit/s due to the high BDP, with these oscillations also causing high

delays. Copa is insensitive to loss and scales to large BDPs due to its exponential

rate update. Both Cubic and Vegas are sensitive to loss and hence lose throughput.

11.4.7 Co-existence with buffer-filling schemes

A major concern is whether current TCP algorithms will simply overwhelm the delay-

sensitivity embedded in Copa. We ask: (1) how does Copa affects existing TCP flows?,

and (2) do Copa flows get their fair share of bandwidth when competing with TCP

(i.e., how well does mode-switching work)?

We experiment on several emulated networks. We randomly sample throughput

between 1 and 50 MBit/s, RTT between 2 and 100 ms, buffer size between 0.5 and 5

BDP, and ran 1-4 Cubic senders and 1-4 senders of the congestion control algorithm

being evaluated. The flows are run concurrently for 10 seconds. We report the average

of the ratio of the throughput achieved by each flow to its ideal fair share for both

the algorithm being tested and Cubic. To set a baseline for variations within Cubic,

we also report numbers for Cubic, treating one set of Cubic flows as “different” from

another.

Figure 11-10 shows the results. Even when competing with other Cubic flows,

Cubic is unable to fully utilize the network. Copa takes this unused capacity to achieve

greater throughput without hurting Cubic flows. In fact, Cubic flows competing with

Copa get a higher throughput than when competing with other Cubic flows (by

a statistically insignificant margin). Currently Copa in competitive mode performs
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Figure 11-10: Different schemes co-existing on the same emulated bottleneck as Cubic.
We plot the mean and standard deviation of the ratio of each flow’s throughput to
the ideal fair rate. Ideally the ratio should be 1. The mean is over several runs of
randomly sampled networks. The left and right bars show the value for the scheme
being tested and Cubic respectively. Copa is much fairer than BBR and PCC to
Cubic. It also uses bandwidth that Cubic does not utilize to get higher throughput
without hurting Cubic.

AIMD on 1/𝛿. Modifying this to more closely match Cubic’s behavior will help reduce

the standard deviation.

PCC gets a much higher share of throughput because its loss-based objective

function ignores losses until about 5% and optimizes throughput. BBR gets higher

throughput while significantly hurting competing Cubic flows.
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Chapter 12

Future work

This section lays out a future research agenda that aims to make performance verifi-

cation more powerful and easy to use. To that end, it proposes three thrusts.

12.1 Beyond verification: automatically synthesiz-

ing provably performant heuristics

Performance verification allows system designers to convert their intuitions into a

mathematically precise wish list. They can then check their designs against this wish

list. This dissertation demonstrates that the answer is often no, even for widely

deployed heuristics. The natural question to ask here is “what next?”. Future work

develop methods to analyze, but also automatically design heuristics that are provably

performant by construction.

Automated heuristic design has seen renewed interest thanks to advancements

in deep learning methods [100, 101, 99, 147, 88, 149]. Attempts have been made

to apply reinforcement learning to CCA design as well [150, 75, 76, 4, 144, 127].

However, the impact on practical applications has been minimal due to discrepancies

between training environments and real-world scenarios. Our thesis is that non-

deterministic models can help by enhancing the robustness of learned heuristics to

real-world complexities.
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There are two key challenges in automatically synthesizing heuristics.

12.1.1 Challenge: what signals do we monitor?

Identifying the right signals for heuristics to monitor is hard. For each popular heuris-

tic type, a diverse array of signals has been developed over the years, leading to

ambiguity about the “optimal” choice. For example, we discussed earlier that CCAs

summarize delay measurements using averages, minimums, and maximums of RTT;

maximums of rate; and repeating experiments. Likewise, different versions of the

Linux kernel CPU scheduler and load balancer use different sets of signals [95, 49].

Decades of evolution have failed to identify the “correct” answer. Similarly, adaptive

bit rate algorithms for video streaming employ various summaries of playback buffer

size, queue length, and historical rate [69, 77, 151, 128].

As described in section 1.3, our ongoing research has shed light on this question.

We developed a systematic method to derive a sufficient set of signals, given the

(non-deterministic) model and objectives. The signals define the set of all actions the

adversary can take in the future that are compatible with past observations given the

model. We prove that if any heuristic can satisfy the objectives under our model, we

can construct a heuristic whose actions are solely dependent on these signals. This

insight significantly shrinks the heuristic search space, allowing us to utilize automated

program synthesis methods to create novel and provably performant CCAs.

12.1.2 Challenge: how do we synthesize heuristics automati-

cally?

Our ongoing work uses a popular program synthesis technique called Counter-Example

Guided Inductive Synthesis (CEGIS). This has enabled us to automate some of the

human drudgery of determining exactly how quickly to probe for more bandwidth

and how we should decrease our rate to drain excess queues. However, since CEGIS

does not scale to very large programs, and requires all programs and constraints to be

expressed in an SMT-solver friendly manner, its use still involves considerable human
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labor.

Better techniques may be possible. Our observation about a sufficient set of signals

allows us to frame congestion control as a fully observable two player game. This has

two advantages. First, it allows us to synthesize CCAs one “move” at a time. For

example, in CCA design, for every value that the set of signals can take, we can run

a separate search procedure that outputs just a single number: the rate at which

the CCA should transmit packets. In contrast, our previous approach has to design

the entire function that maps signals to rate in a single step. Second, we can use

new advances in the use of neural networks in playing games like Go and Chess [126]

to solve heuristic design problems. The additional scalability may even allow us to

synthesize heuristics more complex than congestion control.

12.2 Verifying the end-to-end performance of sys-

tems

This dissertation verified individual heuristics, exploiting the fact that many can be

described in tens of lines of pseudo-code. However even when individual heuristics are

doing the right things, the interaction of multiple heuristics can cause performance

issues. For instance, meta-stable failures [68, 29] occur when heuristics in the system

enter a bad feedback loop that causes poor performance that is independent of sup-

plied load. This can cause an entire datacenter or groups of datacenters to suffer an

outage. At a smaller scale, application load balancers can interact with network rout-

ing algorithms to cause persistent oscillations [94]. CCAs and algorithms for adapting

video bit rate can interact poorly and benefit from coordinated design [48, 78]. Inter-

actions between video frame retransmissions, CPU scheduling and video rate control

can cause unacceptably high tail latency in real-time gaming applications [105].

A productive line of future work would develop new techniques that can scale to

analyzing multiple heuristics. There are two approaches to increase the scale:

1. Assume-guarantee reasoning: A standard technique to verify the correct-
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ness of large programs using automated reasoning methods is to break it down

into sub-programs. A human guesses what assumptions and guarantees that

each sub-program can make, and uses a computer to prove these guarantees.

They then compose these lemmas together to prove a property about the en-

tire system. The research question is to determine if the same techniques ap-

ply to verifying performance, treating the different heuristics as separate sub-

programs. The key challenge is to guess what lemmas to prove about the

heuristics. New frameworks need to be developed to help determine this.

2. Non-rigorous fuzzing: Fuzzing is an alternative to formal analyses that sac-

rifices rigor in favor of scale and reasoning about real code. Fuzzing can also

leverage machine learning to guide it on where to look for performance prop-

erties. Our primary thesis is that worst case analysis can give valuable insight

about system performance. Rigor, while desirable, is not necessary for that

thesis to work.

12.3 Making performance verification easier to use

To maximize the impact of performance verification by making it a commonly used

tool, ease of use is critical. There are two directions that could help achieve that goal:

1. Develop a set of high-level abstractions that make it easy to specify models of

the environments and heuristics. The key challenge is to compile this high-level

description to efficient SMT encoding. This dissertation used hand-engineered

constraints because higher level languages would produce constraints that are

much harder for SMT solvers.

2. Relaxing rigor can allow us to use fuzzing or machine learning based methods.

These are easier to use since they can take arbitrary programs as models for

the environments and heuristics. The challenge is in the lack of rigor. We

need to develop methods that are good at finding most practically relevant bad

behaviors, even though they do not exhaustively search through all of them.
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3. Since performance verification is a new area of exploration, it would help to

develop educational materials explaining the process.

135



136



Chapter 13

Conclusion

This dissertation argues that performance verification is a new analytical tool to un-

derstand the performance properties of real-world networked systems. It provides an

alternative to queuing and control theory, which are typically too optimistic about

performance of their because limited capacity to accurately model real-world phenom-

ena. Overly optimistic analysis can lead to heuristic designs that fail in unexpected

ways upon deployment.

Using performance verifications, we have shown three types of results in congestion

control. First, we discovered previously deficiencies in widely deployed CCAs. Next,

we developed new CCAs that are provably robust. Lastly, we proved an impossibility

result that all CCAs that follow a widely used design pattern suffer from starvation.

In subsequent work [56], we have shown that performance verification generalize to

other heuristics beyond congestion control.

We hope that performance verification will become an integral part of the work-

flow in designing heuristics. This could remove one source of unreliability in future

networked systems: heuristics making poor decisions that causes failures in spite of

the hardware and software doing exactly what their designers intended.
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Appendix A

Appendix

A.1 CCAC extensions

In-network support. Some CCAs [79, 40, 59, 6] use in-network support. To model

them in CCAC, it does not suffice to simply run the in-network algorithms treating the

path-server as a network server that marks or sets information in packet headers. This

is because the queue on the path-server represents all enqueued packets on the path,

not just those at the bottleneck link. The non-composing model we used for analyzing

Copa in §6.3 offers a solution, because it only models one network “box”. Thus we

can sandwich the non-composing path-server between two composing path-servers to

emulate a link with many boxes where the non-composing path-server represents the

bottleneck. Thus, an algorithm where only the bottleneck link is involved in providing

feedback can be implemented on the non-composing path-server.

Receiver-driven CCA. To emulate such an algorithm where control decisions

are made by the receiver and enforced at the sender, one can use two path-servers,

one from the sender to the receiver and one from the receiver to the sender. Each

side also needs a propagation delay (analogous to 𝑅𝑚), perhaps identical in each

direction. Differences in propagation delay smaller than 𝐷 can be captured by the

non-deterministic path-servers.

Multiple flows. To study starvation, we extended CCAC [12] to handle multiple

flows. This turned out to be fairly straightforward. CCAC tracks, among other
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things, the number of bytes that have arrived at its bottleneck 𝐴(𝑡), and the number

of bytes that have been served from it 𝑆(𝑡). To extend it to multiple flows, we have

to maintain separate functions, one for each flow. So we have
∑︀

𝑖 𝐴𝑖(𝑡) = 𝐴(𝑡) and∑︀
𝑖 𝑆𝑖(𝑡) = 𝑆(𝑡).

At time 𝑡, when a total of 𝑆(𝑡) bytes have been served, we need to determine how

many bytes have been served per-flow. Ideally, we’d like to emulate a FIFO queue.

Let 𝑡′ be the time at which 𝐴(𝑡′) = 𝑆(𝑡). Then we’d want 𝑆𝑖(𝑡) = 𝐴𝑖(𝑡), because that

is when those packets of that flow must have entered the queue. Doing this directly

requires us to intersect two lines, the equation for which involves the multiplication

of two SMT variables. As a general rule, SMT solvers tend to not be very good at

solving for non-linear constraints. We found that this rule applies to CCAC as well.

To get around this, we used the same relaxation method proposed in the CCAC

paper. CCAC discretizes time relatively coarsely. It then ensures that the set of

behaviors admitted in the discrete model is a super-set of the behaviors admitted in

the continuous model. This way, any theorems proved in the discrete model also hold

in the continuous model. However the discrete model may contain behaviors that the

continuous model does not. Hence one must be careful to not make the discrete set

too large.

We found the following approach to strike a good balance between ease of SMT

modelling and not deviating too far from the continuous model. We merely ensured

that if the queuing delay at time 𝑡 is d𝑡 per CCAC’s definition, then 𝑆𝑖(𝑡) > 𝐴𝑖(𝑡−d𝑡).

A.2 AIMD counterexample in detail

We discuss further the example in Section §6.2 where CCAC found a way to exploit

AIMD to cause a burst of 2𝐶𝐷 bytes. Figure A-1 shows a trace of the various

quantities in the path model that induces such a burst at time 7𝑅𝑚.

The path-server begins by inflating the RTT to be 𝑅𝑚 +𝐷, which causes cwnd to

increase to 𝐶(𝑅𝑚 +𝐷) + 𝛽 = 4𝐶𝑅𝑚 without encountering loss. This corresponds to

𝑆(𝑡) touching the lower bound in Figure A-1. When cwnd exceeds 4𝐶𝑅𝑚, one packet
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Figure A-1: A trace of how a burst of 2𝐶𝐷 bytes can be orchestrated by combining
the two mechanisms in §6.2

is dropped, at time 1𝑅𝑚. This packet was sent when the sender received an ACK

1𝑅𝑚 earlier at time 0. ACKs are sent smoothly by the path-server from time 0 to

time 2𝑅𝑚. Hence the next 2𝐶𝐷 bytes (from time 1𝑅𝑚 to 3𝑅𝑚 from the sender after

the dropped packet will arrive smoothly as well. When the drop is detected at time

4𝑅𝑚, cwnd halves to 2𝐶𝑅𝑚. At this point, 3𝐶𝑅𝑚 bytes are in flight. At time 𝑅𝑚

later (at time 5𝑅𝑚), only 2𝐶𝑅𝑚 bytes are in flight, making the sender ready to burst

again. When packets after time 5𝑅𝑚 are ACKed at time 7𝑅𝑚, the sender detects the

𝐶𝑅𝑚 lost packets and bursts that many. At time 6𝑅𝑚, the path-server combines this

burst with another 𝐶𝑅𝑚 of ACKs, causing a total burst of 2𝐶𝑅𝑚 at time 7𝑅𝑚, which

overwhelms the buffer.

141



A.3 More SMT details

Recall that 𝐿(𝑡) denotes the total number of bytes lost by the network. The CCA

cannot directly observe this. It only observes 𝐿𝑑(𝑡), which denotes the cumulative

number of bytes that it detected as lost. In the continuous model, 𝐿𝑑(𝑡) is a time-

shifted version of 𝐿 where the time-shift depends on the gap between 𝐴 and 𝑆, which

itself is time-varying. As discussed in §5, when a quantity depends on the gap between

two lines, discretization complicates the constraints. if a loss happened at time 𝑡 (i.e.

𝐿′(𝑡) > 0), the sender can detect it at time 𝑡 + ∆𝑡 + 𝑅 if 𝐴(𝑡) − 𝐿(𝑡) + dupacks ≤

𝑆(𝑡+∆𝑡). Here, ∆𝑡 is the time-varying component of the time-shift. This constraint

ensures that the sender has received ACKs for at least dupacks number of bytes that

were sent after the loss happened. Here, 𝑅 is the propagation delay between when

the server serves the packets (i.e. 𝑆(𝑡)) to when the ACK reaches the sender.

Consider two points on the discrete 𝐿(𝑡) curve, 𝐿𝑡 and 𝐿𝑡+1, where 𝐿𝑡+1 > 𝐿𝑡

indicating that a loss occurred. The CCA can only detect this loss event after some

delay. Now consider the corresponding points on the 𝐿𝑑(𝑡) curve. First, 𝐿𝑑(𝑡) can

capture that loss event using one or more points, because of time variance in the

gap between 𝐴 and 𝑆. Second, any discrete point on the loss detection curve 𝐿𝑑
𝑡+Δ𝑡

has to be bounded by 𝐿𝑡 ≤ 𝐿𝑑
𝑡+Δ𝑡 ≤ 𝐿𝑡+1. In order to capture this relationship

between the loss curve and loss detection curve in SMT, we introduce a variable

detectable𝑡,Δ𝑡, which equals 1 if a loss event that happened at 𝑡−∆𝑡 is detectable at

time 𝑡, and it’s zero otherwise. CCAs often need to know when losses are detected.

𝐿𝑑
𝑡 represents the cumulative number of losses detected up to time 𝑡. Many CCAs

detect loss on the receipt of a set threshold of duplicate acknowledgements. This

threshold is represented by an SMT variable dupacks that the solver is free to choose.

Loss can be detected at time 𝑡 only if that loss happened at time ≤ 𝑡 − 𝑅 − ∆𝑡

and 𝑆(𝑡 − 𝑅) ≥ 𝐴(𝑡 − 𝑅 − ∆𝑡) − 𝐿(𝑡 − 𝑅 − ∆𝑡) + dupacks . Hence we formally

define detectable𝑡,Δ𝑡 = 𝑆𝑡−𝑅 ≥ 𝐴𝑡−𝑅−Δ𝑡 − 𝐿𝑡−𝑅−Δ𝑡 + dupacks and add the constraints

detectable𝑡,Δ𝑡 → 𝐿𝑑
𝑡 ≥ 𝐿𝑡−𝑅−Δ𝑡 and ¬detectable𝑡,Δ𝑡 → 𝐿𝑑

𝑡 ≤ 𝐿𝑡−𝑅−Δ𝑡 for each ∆𝑡 ∈

{0, · · · , 𝑡}.
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A.4 Proofs

Here we prove some of the theorems referenced in the paper. For some of these

theorems, we have written computer-checked proofs in Lean [36], a proof assistant

similar to Coq [20], which can be found at https://projects.csail.mit.edu/ccac.

For these theorems, we only give the theorem statement and the proof intuition in

English here and leave the details to the Lean proof.

Theorem 5. A path-server with parameters (𝐶,𝐷, 𝛽) can emulate a constant bit rate

(CBR) server with link rate 𝐶 and buffer size 𝛽 followed by a delay box. The delay

box can non-deterministically delay every byte by an arbitrary amount as long as it

does not reorder bytes and no byte stays in the delay box for longer than 𝐷 seconds.

Proof. We need to show that, given a function 𝑓(𝑥) from byte ID (i.e. sequence

number) to how long it stays in the delay box, we can produce a corresponding 𝑊 (𝑡)

that is compatible with the arrival, service and loss curves of the CBR+delay box

(refer Table 4.1 for notation). The 𝑊 (𝑡) in this case is simple: waste whenever

allowed. That is, a token only enters the token queue if 𝑇 (𝑡) < 𝑄(𝑡), because of

which every token is paired on arrival with a byte; this is the byte it will be dequeued

with. With this choice, we notice that a byte gets paired paired with a token at the

same time that it would have gotten dequeued from the corresponding CBR server,

since tokens arrive at 𝐶 bytes/second. Note, 𝑄(𝑡) can be greater than 𝑇 (𝑡) if bytes

arrive faster than tokens, which corresponds to those bytes being queued in the CBR

server’s buffer. When 𝑄(𝑡)−𝑇 (𝑡) > 𝛽, both the path-server and the CBR server will

drop packets.

Once a byte has been paired with a token, it has 𝐷 seconds to get dequeued. The

path-server can now choose when to dequeue each byte to match 𝑓(𝑥) which is always

possible since 𝑓(𝑥) ≤ 𝐷, ∀𝑥 and it does not cause reordering of bytes. This proves

that our choice of 𝑊 (𝑡) is compatible with the constraints of the generalized token

bucket filter

Composition theorems. To show that path-servers can compose, we show how

to create a path-sever 𝜏𝑠 that can emulate all behaviors that are possible when path
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servers 𝜏1 and 𝜏2 are connected. In all these theorems, we assume the initial conditions

are such that 𝐴(𝑡) = 𝑆(𝑡) = 𝑊 (𝑡) = 𝐿(𝑡) = 0 when 𝑡 ≤ 0. This simplifies the proofs

without loosing generality since the path-server can “evolve” to whatever state is

needed.

Notation. Each path-server has its own 𝐴(𝑡), 𝑆(𝑡) etc. We use the dotted-

notation to show this. E.g. 𝜏1’s service curve is 𝜏1.𝐴(𝑡) and 𝜏𝑠’s waste curve is 𝜏𝑠.𝑊 (𝑡).

Refer Table 4.1 for a glossary of symbols used. Further, the upper and lower bounds

on 𝑆(𝑡) are denoted as 𝑢(𝑡) and 𝑙(𝑡) respectively. Hence 𝜏1.𝑢(𝑡) = 𝜏1.𝐶 * 𝑡− 𝜏1.𝑊 (𝑡)

and 𝜏1.𝑙(𝑡) = 𝜏1.𝑢(𝑡−𝐷) = 𝜏1.𝐶 * (𝑡− 𝜏1.𝐷)− 𝜏1.𝑊 (𝑡−𝐷).

When two path-servers 𝜏1 and 𝜏2 are connected in series, the service curve of 𝜏1

equals the arrival curve of 𝜏2. We denote this as 𝜏1.𝑆(𝑡) = 𝜏2.𝐴(𝑡). We wish to

prove that a path-server with jitter parameter 𝜏1.𝐷 + 𝜏2.𝐷 can emulate a superset

of the things the composed version can emulate. To do so, given traces of any two

path-servers 𝜏1 and 𝜏2 (a trace is a collection of all the functions and parameters such

as 𝐶 and 𝐴(𝑡)), we need to produce a trace for a third that has exactly the same

behavior as the composition. That is, 𝜏𝑠.𝐴(𝑡) = 𝜏1.𝐴(𝑡) and 𝜏𝑠.𝑆(𝑡) = 𝜏2.𝑆(𝑡). We

split the proof of composition of the model into two parts. One where 𝜏1.𝐶 ≤ 𝜏2.𝐶

and another where 𝜏1.𝐶 ≥ 𝜏2.𝐶.

The following proofs will use the principle of mathematical induction on time, and

hence treat time as an integer. However, unlike in Section §5, here a time-step can

be arbitrarily small. Thus, for all practical purposes, time is continuous.

A.4.1 Case 1: Second path-server is faster

Before we prove the main theorem, we prove that when 𝜏1.𝐶 ≤ 𝜏2.𝐶 and 𝜏2.𝛽 ≥

𝜏1.𝐶𝜏1.𝐷, 𝜏2 can never lose packets no matter how bytes arrive or what non-deterministic

choices each makes. This makes intuitive sense, since 𝜏2.𝛽 is bigger than the largest

burst 𝜏1 can cause.

Theorem 6. For every pair of traces 𝜏1, 𝜏2 that are placed in series (i.e. 𝜏2.𝐴(𝑡) =

𝜏1.𝑆(𝑡)), where 𝜏1.𝐶 ≤ 𝜏2.𝐶 and 𝜏2.𝛽 ≥ 𝜏1.𝐶 ·𝜏1.𝐷, the following holds: 1) 𝜏2.𝐿(𝑡) = 0

144



and 2) 𝜏1.𝑙(𝑡) ≤ 𝜏2.𝑢(𝑡)

Proof. We only give the outline of the proof here since we wrote a computer-checked

proof in Lean which are available at https://projects.csail.mit.edu/ccac.

The proof uses induction on time, where we prove both assertions in the theorem

statement simultaneously. The intuitive argument is that if 𝜏1.𝑙(𝑡 − 1) ≤ 𝜏2.𝑢(𝑡 − 1)

then 𝜏1.𝑆(𝑡) ≤ 𝜏1.𝑙(𝑡) cannot be more than 𝜏2.𝑢(𝑡) + 𝜏1.𝐶𝜏1.𝐷 ≤ 𝜏2.𝑢(𝑡) + 𝛽. Thus

𝜏2’s condition for loss can never be met. In proving this, we use the fact that the

upper and lower bounds (i.e. 𝑢(𝑡) and 𝑙(𝑡)) cannot increase faster than 𝐶 bytes per

timestep since 𝑊 (𝑡) is a non-decreasing function.

Then we prove 𝜏1.𝑙(𝑡) ≤ 𝜏2.𝑢(𝑡) using the fact that 𝜏1.𝐶 ≤ 𝜏2.𝐶 and 𝜏2 is not

allowed to waste when 𝜏1.𝑆(𝑡) = 𝜏2.𝐴(𝑡) is greater than 𝜏2.𝑢(𝑡). This finishes the

induction step.

Theorem 7. For every pair of traces 𝜏1, 𝜏2 where 𝜏1.𝐶 ≤ 𝜏2.𝐶, 𝜏2.𝛽 ≥ 𝜏1.𝐶 · 𝜏1.𝐷 and

𝜏2.𝐴(𝑡) = 𝜏1.𝑆(𝑡), there exists a trace 𝜏𝑠 such that

1. 𝜏𝑠.𝐶 = 𝜏1.𝐶

2. 𝜏𝑠.𝐷 = 𝜏1.𝐷 + 𝜏2.𝐷

3. 𝜏𝑠.𝛽 = 𝜏1.𝛽

4. 𝜏𝑠.𝐴(𝑡) = 𝜏1.𝐴(𝑡)

5. 𝜏𝑠.𝑆(𝑡) = 𝜏2.𝑆(𝑡)

6. 𝜏𝑠.𝐿(𝑡) = 𝜏1.𝐿(𝑡)

Proof. Again we only give the outline of the proof here since we wrote computer-

checked proofs in Lean which are available at https://projects.csail.mit.edu/

ccac. To produce 𝜏𝑠, we need to pick a 𝜏𝑠.𝑊 (𝑡) that is compatible with 𝜏𝑠’s arrival,

service and loss curves (i.e. satisfies all the constraints listed in section §4). Here,

simply setting 𝜏𝑠.𝑊 (𝑡) = 𝜏1.𝑊 (𝑡) does the job.

Note, Theorem 6 implies 𝜏2.𝐿(𝑡) = 0 and 𝜏1.𝑙(𝑡) ≤ 𝜏2.𝑢(𝑡). Showing that 𝜏𝑠.𝑆(𝑡) ≤

𝜏𝑠.𝑢(𝑡) is straightforward since 𝜏𝑠.𝑆(𝑡) = 𝜏2.𝑆(𝑡) ≤ 𝜏1.𝑆(𝑡) ≤ 𝜏1.𝑢(𝑡) = 𝜏𝑠.𝑢(𝑡).
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Proving 𝜏𝑠.𝑆(𝑡) ≥ 𝜏𝑠.𝑙(𝑡) requires induction on 𝑡, but is relatively straightforward.

Finally, since 𝜏𝑠.𝑢(𝑡) = 𝜏1.𝑢(𝑡), their loss thresholds are identical. Hence 𝜏𝑠 can waste

tokens and lose packets whenever 𝜏1 can.

A.4.2 Case 2: First path-server is faster

We only prove this theorem when buffers are infinitely large and hence there is no

loss.

Theorem 8. For every pair of traces 𝜏1, 𝜏2 where 𝜏1.𝐶 ≥ 𝜏2.𝐶, 𝜏2.𝐴(𝑡) = 𝜏1.𝑆(𝑡),

𝜏1.𝛽 = 𝜏2.𝛽 =∞ and 𝜏1.𝐿(𝑡) = 𝜏2.𝐿(𝑡) = 0, there exists a trace 𝜏𝑠 such that

1. 𝜏𝑠.𝐶 = 𝜏2.𝐶

2. 𝜏𝑠.𝐷 = 𝜏1.𝐷 + 𝜏2.𝐷

3. 𝜏𝑠.𝐴(𝑡) = 𝜏1.𝐴(𝑡)

4. 𝜏𝑠.𝑆(𝑡) = 𝜏2.𝑆(𝑡)

5. 𝜏𝑠.𝛽 =∞

6. 𝜏𝑠.𝐿(𝑡) = 0

Proof. To show that such a 𝜏𝑠 exists, we need to construct a 𝜏𝑠.𝑊 (𝑡), since all other

functions are already defined in terms of 𝜏1 and 𝜏2. Then we prove that it satisfies the

constraints, namely 1) when 𝜏𝑠.𝑊 (𝑡) increases, waste is allowed and 2) 𝜏𝑠’s bounds

on 𝑆(𝑡) contain the full range of 𝜏2’s bounds. We construct it as follows.

We start with 𝜏2.𝑊 (0) = −𝜏2.𝐶 · 𝜏2.𝐷. We construct 𝜏𝑠.𝑊 using the following

algorithm. The algorithm has two states. It starts in state 1 in timestep 0 with

𝜏𝑠.𝑊 (0) = 0. Suppose we have decided the state and 𝜏𝑠.𝑊 for time 𝑡, we decide these

values for 𝑡+ 1 as follows.

1. State 1 [tracking]: If 𝜏1.𝑙(𝑡 + 1) ≥ 𝜏2.𝑢(𝑡 + 1), transition to state 2 in timestep

𝑡+1 and set 𝜏𝑠.𝑊 (𝑡+1)← 𝜏𝑠.𝑊 (𝑡). Else remain in state 1 and set 𝜏𝑠.𝑊 (𝑡+1)←

𝑚𝑎𝑥(𝜏𝑠.𝑊 (𝑡), 𝜏1.𝑊 (𝑡+ 1)−∆𝐶 * 𝑡 where ∆𝐶 = 𝜏1.𝐶 − 𝜏𝑠.𝐶 ≥ 0
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2. State 2 [no-tracking]: If 𝜏𝑠.𝑢(𝑡) + 𝜏2.𝐶 ≥ 𝜏1.𝑢(𝑡 + 1), transition to state 1 in

timestep 𝑡+1 and set 𝜏𝑠.𝑊 (𝑡+1)← 𝑚𝑎𝑥(𝜏𝑠.𝑊 (𝑡), 𝜏1.𝑊 (𝑡+1)−∆𝐶 * 𝑡). Else

remain in state 2 and set 𝜏𝑠.𝑊 (𝑡+ 1)← 𝜏𝑠.𝑊 (𝑡)

Note, when we set 𝜏𝑠.𝑊 (𝑡+1)← 𝜏1.𝑊 (𝑡+1)−∆𝐶 * 𝑡, we are setting 𝜏𝑠.𝑊 (𝑡+1)

such that 𝜏𝑠.𝑢(𝑡+ 1) = 𝜏1.𝑢(𝑡+ 1). 𝜏𝑠.𝑊 is non-decreasing by construction.

We need to show that 𝜏𝑠 is allowed to waste whenever the algorithm above causes

𝜏𝑠.𝑊 (𝑡) to increase. The following claim establishes this

Claim 1: If 𝜏𝑠.𝑊 (𝑡) < 𝜏𝑠.𝑊 (𝑡+ 1) then, 𝜏1.𝐴(𝑡+ 1) ≤ 𝜏𝑠.𝑢(𝑡+ 1)

Intuitively, 𝜏𝑠.𝑊 (𝑡) increases only when 𝜏𝑠.𝑢(𝑡) is tracking 𝜏1.𝑢(𝑡), which only

happens when 𝜏1.𝑢(𝑡)’s slope is < 𝐶. Thus 𝜏1 must be wasting and hence 𝜏1.𝐴(𝑡) ≤

𝜏1.𝑢(𝑡) = 𝜏𝑠.𝑢(𝑡). We now give the detailed argument.

The algorithm only changes 𝜏𝑠.𝑊 when a) we remain in state 1 or b) when we

transition to state 1.

Let’s analyze a) first, where 𝜏𝑠.𝑊 is updated in state 1. Here 𝜏𝑠.𝑊 (𝑡) = 𝑚𝑎𝑥(𝜏𝑠.𝑊 (𝑡−

1), 𝜏1.𝑊 (𝑡)−∆𝐶 * 𝑡) ≥ 𝜏1.𝑊 (𝑡)−∆𝐶 * 𝑡 and 𝜏𝑠.𝑊 (𝑡+1) = 𝜏1.𝑊 (𝑡+1)−∆𝐶 * (𝑡+1).

Hence 𝜏𝑠.𝑊 (𝑡) < 𝜏𝑠.𝑊 (𝑡 + 1)⇒ 𝜏1.𝑊 (𝑡) < 𝜏1.𝑊 (𝑡 + 1)−∆𝐶 ≤ 𝜏1.𝑊 (𝑡 + 1). Hence

𝜏1.𝑊 increases. But this implies that 𝜏1.𝐴(𝑡+1) ≤ 𝜏1.𝑢(𝑡+1) (recall, ∀𝑡, 𝜏1.𝐿(𝑡) = 0).

But, 𝜏𝑠.𝑢(𝑡+1) = 𝜏𝑠.𝐶*(𝑡+1)−𝜏𝑠.𝑊 (𝑡+1) = 𝜏1.𝑢(𝑡+1). Hence 𝜏1.𝐴(𝑡+1) ≤ 𝜏𝑠.𝑢(𝑡+1)

which is what we wanted to show.

In case b) we first show 𝜏𝑠.𝑢(𝑡) < 𝜏1.𝑢(𝑡). We know that 𝜏𝑠.𝑢(𝑡) ≤ 𝜏𝑠.𝑢(𝑡−1)+𝜏2.𝐶

because 𝜏𝑠.𝑊 is non-decreasing. This has to be < 𝜏1.𝑢(𝑡). If not, and we were in

state 2 at 𝑡 − 1, we would have transitioned to state 1 for timestep 𝑡. If we were in

state 1 at 𝑡 − 1 and transition to state 2 at 𝑡 then we did not change 𝜏𝑠.𝑊 (𝑡 + 1),

hence there is nothing to prove.

Now, it suffices to show that 𝜏1.𝑊 increased (i.e. 𝜏1.𝑊 (𝑡 + 1) > 𝜏1.𝑊 (𝑡)), since

then 𝜏1.𝐴(𝑡+1) ≤ 𝜏1.𝑢(𝑡+1) = 𝜏𝑠.𝑢(𝑡+1). If 𝜏1.𝑊 did not increase, then 𝜏1.𝑢(𝑡+1) =

𝜏1.𝑢(𝑡) + 𝜏1.𝐶 ≥ 𝜏1.𝑢(𝑡) + 𝜏2.𝐶 > 𝜏𝑠.𝑢(𝑡) + 𝜏2.𝐶, which contradicts the condition for

transitioning to state 1. Hence 𝜏1.𝑊 must have increased.
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Next we need to argue that 𝜏𝑠’s bounds contains 𝜏2’s bounds so that 𝜏𝑠.𝑆(𝑡) can

track 𝜏2.𝑆(𝑡). Note that when we are in state 1 (tracking), the bounds for 𝜏1 and 𝜏2

overlap and 𝜏𝑠.𝑢(𝑡) tracks 𝜏1.𝑢(𝑡).

Since 𝜏𝑠.𝐷 = 𝜏1.𝐷 + 𝜏2.𝐷, 𝜏𝑠’s bounds contain the bounds for both 𝜏1 and 𝜏2.

When we are in state 2 (tracking), 𝜏𝑠.𝑊 does not increase. Therefore 𝜏𝑠.𝑙(𝑡) and

𝜏𝑠.𝑢(𝑡) increases at the same rate as 𝜏2.𝑙(𝑡) and 𝜏2.𝑢(𝑡) respectively since 𝜏𝑠.𝐶 = 𝜏2.𝐶.

Hence if 𝜏𝑠’s bounds contains 𝜏2’s bounds in the beginning, it will continue to contain

them.

Thus we have shown that the 𝜏𝑠.𝑊 (𝑡) generated by the algorithm satisfies the

constraints.

Finally, we prove the composition theorem when buffers are infinite and there is

no loss using the theorems above.

Theorem 9. For every pair of traces 𝜏1, 𝜏2 that are placed in series (i.e. 𝜏2.𝐴(𝑡) =

𝜏1.𝑆(𝑡)), 𝜏1.𝛽 = 𝜏2.𝛽 =∞, there exists a trace 𝜏𝑠 such that

1. 𝜏𝑠.𝐶 = min(𝜏1.𝐶, 𝜏2.𝐶)

2. 𝜏𝑠.𝐷 = 𝜏1.𝐷 + 𝜏2.𝐷

3. 𝜏𝑠.𝐴(𝑡) = 𝜏1.𝐴(𝑡)

4. 𝜏𝑠.𝑆(𝑡) = 𝜏2.𝑆(𝑡)

5. 𝜏𝑠.𝐿(𝑡) = 0

Proof. This follows immediately from Theorems 7 and 8 if we set the buffer size to

be infinity in theorem 7.

A.5 Proof of starvation of delay-convergent algorithms

We will now fill in the details of the proof sketch discussed in section 7. The theorem

is restated here for convenience:
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Theorem 3 For any deterministic, 𝑓 -efficient, delay-convergent CCA 𝒜, any

propagation delay 𝑅𝑚, any throughput ratio 𝑠 ≥ 1, and any 𝐷 > 2𝛿max, there exists

a network scenario with two flows (specified via an initial state and two per-flow

trajectories of non-congestive delays), such that one flow gets a throughput 𝑥1 and

the other flow gets a throughput 𝑥2 ≥ 𝑠 · 𝑥1.

Proof. Steps 1 and 2 of the proof in Section 7 are complete. That section omitted

details from step 3, which we now fill.

Recall that in step 2, we created two different ideal links where the flows running

by themselves will achieve throughputs that are more than a factor 𝑠 different. The

key is that the delay the flows experience both lie within a range of size 𝛿max + 𝜖.

Now we will run both these flows on the same FIFO queue as in our model. We will

pick the starting states for the two flows to be the same as the state after they have

converged, that is their state at times 𝑇1 and 𝑇2 respectively. Next we pick the initial

queue length and vary the non-deterministic per-flow delay such that the delay they

experience is the same as they experienced in the one-flow case. Since the CCA is

deterministic, their sending rates will be identical. It remains for us to show we can

indeed recreate the same delay.

There are two cases based on how min(𝑑min(𝐶1), 𝑑min(𝐶2)) compares with 𝛿max+𝜖.

Case 1: min(𝑑min(𝐶1), 𝑑min(𝐶2)) > 𝛿max + 𝜖 In this case we will run both flows on

a common link with propagation delay 𝑅𝑚 and bottleneck link rate 𝐶1 + 𝐶2. Let us

calculate the queuing delay at a link with capacity 𝐶1+𝐶2 when packets from the two

flows arrive at rates 𝑟1(𝑡) and 𝑟2(𝑡). The derivative of the delay experienced by the

individual flow 𝑖 ∈ {1, 2}, 𝑑′𝑖(𝑡) =
d𝑑𝑖(𝑡)
d𝑡

= (𝑟𝑖(𝑡)−𝐶𝑖)/𝐶𝑖 because 𝑑𝑖(𝑡) ≥ 𝑑min(𝐶𝑖) > 0.

Let 𝑑⋆(𝑡) be the delay experienced in the combined two-flow network. If 𝑑⋆(𝑡) > 0,

we have:
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d𝑑⋆(𝑡)

d𝑡
=

𝑟1(𝑡) + 𝑟2(𝑡)− (𝐶1 + 𝐶2)

𝐶1 + 𝐶2

(A.1)

= 𝑑′1(𝑡)
𝐶1

𝐶1 + 𝐶2

+ 𝑑′2(𝑡)
𝐶2

𝐶1 + 𝐶2

(A.2)

Hence d𝑑⋆(𝑡)
d𝑡

is a weighted average of 𝑑′1(𝑡) and 𝑑′2(𝑡) with weights 𝐶1 and 𝐶2

respectively. Since we are allowed to set the initial conditions, we set the initial

queue length:

𝑑⋆(0) = 𝑑1(0)
𝐶1

𝐶1 + 𝐶2

+ 𝑑2(0)
𝐶2

𝐶2 + 𝐶2

− 𝛿max − 𝜖

Since we assumed 𝑑1(𝑡), 𝑑2(𝑡) > 𝛿max + 𝜖 in our case analysis, subtracting 𝛿max + 𝜖

still leaves us with 𝑑⋆(0) > 0 and equation A.1 applies. This continues to hold for all

𝑡, as 𝑑⋆ continues to follow A.1 by induction over 𝑡.1 Hence:

𝑑⋆(𝑡) = 𝑑1(𝑡)
𝐶1

𝐶1 + 𝐶2

+ 𝑑2(𝑡)
𝐶2

𝐶1 + 𝐶2

− 𝛿max − 𝜖 (A.3)

Recall that to emulate delay, we needed:

0 ≤ 𝑑𝑖(𝑡)− 𝑑⋆(𝑡) ≤ 𝐷 = 2𝛿max + 2𝜖

for 𝑖 ∈ {1, 2}. Note that both 𝑑1 and 𝑑2(𝑡) are bound by a common region

of size 𝛿max + 𝜖 and therefore so is their weighted average. The −(𝛿max + 𝜖) term

in equation A.3 brings 𝑑⋆(𝑡) below the minimum value of both 𝑑𝑖(𝑡). Hence 0 <

𝑑𝑖(𝑡) − 𝑑⋆(𝑡). Further, 𝑑𝑖(𝑡) − 𝑑⋆(𝑡) 𝑑⋆(𝑡) ≤ 𝑑𝑖(𝑡). The reason is illustrated in the

diagram below:

1𝑡 is real and hence cannot support induction. However if we discretize time into infinitesimally
small pieces, we can apply induction at each step.
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Region in which 
 and their

weighted average lie

0 Region in which  lies
because we subtracted 

Thus we can emulate the two-flow network to make each flow think they are in

ideal links of widely different capacities. Hence starvation will ensue.

Case 2: min(𝑑min(𝐶1), 𝑑min(𝐶2)) ≤ 𝛿max + 𝜖 This is the easy case. Since both the

delays lie within an interval of size 𝛿max+𝜖, we have that 𝑑1(𝑡), 𝑑2(𝑡) ≤ 2𝛿max+2𝜖 = 𝐷.

This means that if the queuing delay in the two-flow bottleneck were always 0, the

non-deterministic delay element alone can emulate both the delays. Hence we simply

pick a link rate that is large enough that 𝑑⋆(𝑡) ≤ 𝑑𝑖(𝑡) for 𝑖 ∈ {1, 2}.

Note, in this case we can prove something stronger than starvation; the CCA isn’t

even 𝑓 -efficient in our network model (though it is 𝑓 -efficient in the ideal model). We

can have a very large link rate, emulate 𝑑1(𝑡) entirely using non-congestive delay and

induce the CCA to transmit at rate ≤ 𝐶1. Since the link rate can be arbitrarily large,

this causes arbitrarily bad underutilization.

A.6 Proof of the absolute upper bound

We re-state and prove the theorem discussed in Section 9.4.

Theorem 4 Any deterministic, 𝑓 -efficient, delay-bounding CCA will starve in

the strong model for any value of the propagation delay 𝑅𝑚.
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Proof. We will construct a sequence of single-flow network traces that will eventually

let us construct a two-flow trace that causes starvation. We pick an arbitrary rate 𝜆.

Then, for our first trace, we run the CCA on an ideal link with rate 𝜆 and propagation

delay 𝑅𝑚. Let the delay and sending rate in this case be 𝑑1(𝑡) and 𝑟1(𝑡) respectively.

Let 𝐷 = max𝑡∈[0,∞)𝑑1(𝑡) be the maximum delay experienced.2

Note that by varying the link rate, the adversary can create any queuing delay

pattern it likes. This is because it can delay every packet by any amount it likes.

Since it is a FIFO queue, it cannot reorder packets. Hence it cannot preferentially

send packets of one flow over the other; both flows experience the same delay at the

queue. Thus the theorem statement is not vacuously true.

We construct the next single-flow behavior by causing the queuing delay to be

𝑑2(𝑡) = max(0, 𝑑1(𝑡) − 𝐷). If the ratio of throughputs between the first and second

case is more than 𝑠 or less than 1/𝑠 infinitely many times (according to the theorem

statement), we are done. We can run the two flows on the same FIFO queue where

the link causes a queuing delay of 𝑑1(𝑡)−𝐷. Then the non-deterministic delay element

adds 𝐷 seconds of delay to one flow’s packets and 0 seconds of delay to another flow’s

packets. Since the flows see exactly the same delays as they say in the single-flow case,

𝑑1(𝑡) and 𝑑2(𝑡), they behave exactly the same way. Hence they achieve throughputs

that are more than a factor 𝑠 apart.

If not, we construct a third trace where the queuing delay is max(0, 𝑑2(𝑡)−𝐷). If

the throughputs of the second and third trace differ by a ratio of more than 𝑠, again

we are done. Else we continue on. In at most 𝑛 = ⌈𝑄/𝐷⌉ such steps, we would have

either succeeded in causing starvation or reached 𝑑𝑛(𝑡) = 0.

We claim that because the CCA is 𝑓 -efficient, when 𝑑𝑛(𝑡) = 0, the throughput

should increase to infinity. That is, for all times 𝑡 and rates 𝜆′, there exists a time

𝑡′ > 𝑡 such that the total number of bytes transmitted is greater than 𝑡′𝜆. This is

because, for a sufficiently large link rate, 𝑑𝑛(𝑡) = 0. At this link rate, if the throughput

achieved by the CCA is finite, the CCA can under-utilize by an arbitrary amount as

the link rate increases. Here, by “finite” we mean that there exists a 𝜆′ such that for

2Strictly speaking, we should use the least upper bound, since the maximum may not exist.
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all times 𝑡, the number of bytes transmitted till 𝑡 is less than 𝜆′𝑡. This violates our

𝑓 -efficiency definition.

Now if the throughput for the 𝑛𝑡ℎ trace reaches infinity, at some point in between

the ratio of must have been greater than 𝑠.
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