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Figure 1: To stylize a 3D model without afecting its functionality a user: a) selects a model to stylize, b) segments the model, 
c) automatically classifes the segments into aesthetic or functional, d) selectively styles only the aesthetic segments, and 
e) fabricates their stylized model. 

ABSTRACT 
With recent advances in Generative AI, it is becoming easier to 
automatically manipulate 3D models. However, current methods 
tend to apply edits to models globally, which risks compromising 
the intended functionality of the 3D model when fabricated in 
the physical world. For example, modifying functional segments 
in 3D models, such as the base of a vase, could break the origi-
nal functionality of the model, thus causing the vase to fall over. 
We introduce Style2Fab, a system for automatically segmenting 
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3D models into functional and aesthetic elements, and selectively 
modifying the aesthetic segments, without afecting the functional 
segments. Style2Fab uses a semi-automatic classifcation method 
to decompose 3D models into functional and aesthetic elements, 
and diferentiable rendering to selectively stylize the functional 
segments. We demonstrate the functionality of this tool with six 
application examples across domains of Home Interior Design, Med-
ical Applications, and Personal Accessories. 

CCS CONCEPTS 
• Human-centered computing → Human computer interac-
tion (HCI). 
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1 INTRODUCTION 
A key challenge for many makers is modifying or “stylizing” [1, 11] 
open source designs shared in online repositories [2, 8] (e.g., Thingi-
verse [3]). While these platforms provide numerous ready-to-print 
3D models, customization is limited to changing predefned param-
eters [1]. While recent advances in deep-learning methods enable 
aesthetic modifcations in 3D models with styles [10, 14], remixing 
existing designs with these styles presents new challenges. Beyond 
aesthetics, 3D printed models often have designed functionality that 
is directly related to geometry. Manipulating an entire 3D model, 
which can change the whole geometry, may break this functionality. 
Styles can be selectively applied, but this requires the novice maker 
to identify which pieces of a 3D model afect the functionality and 
which are purely aesthetic — a daunting task for users remixing 
unfamiliar designs. In some cases, users can label functionality in 
CAD tools [5, 15], however, most of the models shared in online 
repositories are 3D models that have lost this key meta-data. Alter-
natively, datasets for 3D printing [4] allow users to easily explore 
3D printing settings for their 3D models, but they lack support for 
estimating print results for 3D models after manipulation. 

To help makers make use of emerging 3D manipulation tools, 
we present “Style2Fab”, a system that allows users to decompose 
3D models designed for 3D printing into components based on 
their functional and aesthetic parts. This method allows makers to 
selectively stylize 3D models while maintaining the desired original 
functionality. Style2Fab decomposes 3D models into three classes 
of segments: 1) aesthetic, contributing only to model aesthetics; 
2) internally-functional, related to assembly of component-based 
models; or 3) externally-functional, related to an interaction with 
the environment. The system uses a topology-based method that 
automatically segments 3D meshes, and classifes the functionality 
of those segments into the aforementioned three categories. Finally, 
Style2Fab, allows users to stylize the aesthetic segments based on 
text descriptions, using diferentiable rendering [7] as proposed 
in Text2Mesh [10]. Our work demonstrates how we extend these 
methods to enable complex remixing of open-source 3D meshes 
for 3D printing without modifying their original functionality. 

In the remaining sections, we present the Style2Fab system which 
uses a functionality-aware segmentation method to help makers 
stylize 3D printable designs. Next, we present several application 
examples from domains ranging from Home Interior Design to 
Medical Applications. 

2 STYLE2FAB SYSTEM DESIGN 
We developed Style2Fab as a plugin to the open-sourced 3D design 
software tool Blender. We designed the system to selectively stylize 
3D models without changing their functionality beyond aesthetics, 

demonstrating the utility of our functionality-aware segmenta-
tion method to automatically identify the segments of a model 
that will have the greatest efect on its functionality. Style2Fab 
uses Text2Mesh [10], a diferentiable-rendering-based stylization 
method, allowing users to describe their desired styles with text 
prompts. 

2.1 Stylization of Segments 

Figure 2: A demonstration of the diferences between 
functionality-aware and global styling. A “fexi cat” model 
(Thing: 3576952) is shown (a) without styles, (b) with 
functionality-aware styles, and (c) functionally broken by 
global styles. 

To stylize individual segments based on text prompts, we use 
Text2Mesh [10]. Text2Mesh uses a neural network architecture that 
leverages CLIP [12]. The system considers a 3D model as a collection 
of vertices, where each vertex has a color channel (RGB) and a 3D 
position that can move along its vertex normal. Text2Mesh reduces 
the loss between the 3D model rendering (CLIP representation) from 
diferent angles and the CLIP representation of the textual prompt 
using gradient descent. Text2Mesh makes small manipulations in 
both the color channel and vertex displacement along the vertex 
normal for each of the vertices in order to make it look more similar 
to the text prompt. This allows the system to generate a stylized 
3D model that refects the user’s desired style. 

By default, this method stylizes the entire mesh and changes 
the geometry of the functional segments. In Figure 2a-c, we show 
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that global stylization can render a functional object, in this case, 
an articulated cat, inoperable. Thus, we augment this system by 
adding an additional step of masking the gradients and setting func-
tional vertices to zero. This allows manipulation of the color and 
displacement channels while preserving the functional segments of 
the model. As specifed in Text2Mesh [10], we run this optimization 
for 1500 iterations. 

2.2 User Interface and Workfow 

Figure 3: In the Style2Fab UI, the user (a) loads their model 
and (b) browses the functionality labels after segmentation. 
(c) In the case of multi-component models, the user can ex-
amine and adjust linked segments between components. 

To stylize a model with Style2Fab, the user must: (1) pre-process 
their model for segmentation and stylization, (2) segment and clas-
sify the functionality of each segment, (3) selectively apply a style 
to segments based on functionality, and (4) review their stylized 
model. We break these tasks up into four menus in the user inter-
face ((Figure 3)). 

2.2.1 Pre-Processing and Segmentation. Once the user has loaded 
an OBJ fle of their 3D mesh into the plugin, they “Process” the 
model to standardize its resolution and automatically detect the 
number of segments (i.e., �) needed to classify functionality across 
the model (Figure 3b). By default, the resolution is set to 25k faces, 
based on our evaluation, but the user is free to adjust this value. 
After segmentation, the system assigns each segment a unique color 
to help with visual identifcation. If the user wants more or fewer 
segments they can modify the value of � in the interface and re-
segment the model. For multi-component models and mechanisms, 
the user can load multiple meshes representing each component 
and segment them in parallel. 

2.2.2 Functionality-Verification of Segments. After segmentation, 
the plugin opens panels displaying the functionality classifcation 
of each segment. Users can review each segment and determine if 
they agree with the classifcation. The user’s goal is to identify the 
set of segments that should not be stylized to preserve the desired 
functionality of the design. The user may have a diferent intended 
use of the model than the original designer (e.g., hanging a vase 
from the ceiling instead of placing it on a table) and thus change the 
functional classifcation of specifc segments (e.g., labeling the base 
as aesthetic). To simplify this process, the user can select “highlight 
all functional segments” (Figure 3b) to have all segments classifed 
as functional highlighted in the user interface. If they agree with 
this segmentation, they can move on to stylization. Otherwise, 
they can individually review all segments. Note that when walking 
through the diferent segments, the segment is highlighted on the 
model. 

When working with multiple components, the user can review 
the segments that were classifed as having internal context based 
on linkages between components of the model. In the “Assembly" 
panel, the user can walk through connected faces on distinct mod-
els (Figure 3c). If the user disagrees with this classifcation, they 
can adjust this similarity parameter between 0 and 1. 

2.2.3 Selective Stylization of Aesthetic Elements. Users can stylize 
aesthetic segments of a 3D model by entering a natural language 
description of their desired style and clicking “Stylize Mesh". The 
completed model is then rendered alongside the original for review. 
Users can iterate on this process and apply new styles using new 
text prompts, or re-segment the model as needed. 

3 DEMONSTRATIONS 
In this section, we showcase Style2Fab’s functionality-aware styl-
ization through six application scenarios across four categories: 
Home Decor, Personalized Health Applications, Tactile Educational 
Artifacts, and Personal Accessories. These examples highlight the 
versatility of tools that use functionality-aware segmentation to 
personalize models. 

3.1 Home Interior Design 
Interior design is a popular domain for personalized fabrication. 
Here, we demonstrate customizing a Self-Watering Planter1, a two-
component model with internal and external functionality. The 

1https://www.thingiverse.com/thing:903411/ 
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Figure 4: Application scenarios for Style2Fab (all models sourced from Thingiverse): (a) A multi-component self-watering 
planter styled as “A rough multi-color Chinoiserie Planter”. (b) A personalized Thumb Splint styled like “a blue knited sweater”. 
(c) A personalized AirPods cover “in the style of Moroccan Art”. (d) A Drinks Dispenser model styled as “made of vintage mosaic 
glass tiles”. (e) A color-coded, textured educational model of the human heart. (f) A functional whistle styled as “A beautiful 
whistle made of mahogany wood”. 

. 

internal functionality relates to the assembly of the pot and reser-
voir, while external functional segments include the base and water-
ing cavity. Using Style2Fab, we segmented the model, verifed the 
functional aspects, and applied the “rough multi-color Chinoiserie 
Planter” style. The fabricated model showcases the desired aesthet-
ics without compromising its self-watering capabilities or stability. 
Another home decor example is the Indispensable Dispenser2, a 
drink dispenser that distributes liquid into six containers via interior 
cavities and spouts. We used Style2Fab to preserve the functional 
segments (base and interior cavities) and applied a “colorful water 
dispenser made of vintage mosaic glass tiles” style to the aesthetic 
segments. The resulting dispenser, shown in Figure 4a, retains its 
functionality while exhibiting the desired visual appearance. 

3.2 Medical/Assistive Applications 
“Medical Making” [9] and “DIY Assistive Technology” [2] are 
emerging and critical domains for personalized fabrication by non-
technical experts. Social accessibility research [13] shows that con-
sidering both the aesthetic and functional features of medical/as-
sistive devices increases their adoption. However, individuals with 
disabilities and their clinicians may not have the time or exper-
tise to personalize devices [6]. We frst demonstrate stylizing a 
geometrically-complex thumb splint source from Thingiverse3, 
to appear as “A beautiful thumb splint styled like a blue knitted 
sweater]”. Like Hofmann et al’s [6] participant, we wanted the model 
to blend into the sleeve of a sweater (Figure 4b). Our functionality-
aware segmentation method preserved the smooth internal surface 
that contacts the skin and holes that increase breathability. The 
exterior is stylized and attractive. Our second example stylizes a 

2https://www.thingiverse.com/thing:832751/ 
3https://www.thingiverse.com/thing:5259956 

tactile graphic of a human heart to apply unique textures to each 
region of the heart. This would make identifying each region eas-
ier for a blind person who accesses the model through touch. Our 
automatic segmentation and classifcation method identifes dif-
ferent segments of the heart that can be stylized with diferent 
textures (Figure 4e). 

3.3 Personalizing Accessories 
In this application scenario, we demonstrate how functionality-
aware segmentation can be used to personalize accessories, such 
as an Airpods Cover and a Whistle. We demonstrate Style2Fab’s 
personalization capabilities using a Thingiverse Airpods case4. The 
interface segmented and preserved the functional aspects, includ-
ing internal geometry and charging cable hole even though our 
classifcation method has no specifc information about the external 
objects the cover interacts with. We stylized this model with the 
prompt: “A beautiful antique AirPods cover in the style of Moroccan 
Art (Figure 4e). The resulting model fts the AirPods Pro case and 
allowed charging while featuring Moroccan Art-inspired patterns. 
Next, we applied styles to the popular V29 Whistle from Thingi-
verse5 without compromising its acoustic functionality. The system 
preserved the whistle’s resonant chamber and mouthpiece while 
styling the exterior with a prompt: “A beautiful whistle made of ma-
hogany wood” (Figure 4f). The functionality-aware styled whistle 
sounds like the original while the globally-styled whistle lost its 
functionality due to internal geometry manipulation. 

4https://www.thingiverse.com/thing:4105467/fles 
5https://www.thingiverse.com/thing:1179160 
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4 CONCLUSION 
In this demonstration, we present a novel system for functionality-
aware segmentation and classifcation of 3D models. This system 
allows users to modify and stylize 3D models while preserving 
their functionality. We presented the user interface implemented 
as a plugin to the popular 3D modeling tool, Blender, along with 
the technical details for the classifcation and segmentation meth-
ods. Finally, we demonstrate the utility of this tool across several 
application domains. This work speaks more broadly to the goal 
of working with generative models to produce functional phys-
ical objects and empowering users to explore digital design and 
fabrication. 
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