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Abstract
Microscopy instruments are important in nano-technology research for imaging of
nanoscale phenomena. Among such tools is the atomic force microscope (AFM) for
nanoscale imaging and surface characterization. An AFM scans a micro-cantilever
over the sample surface to measure various quantities from the probe-sample inter-
action. With high-speed imaging, dynamic processes can be visualized to improve
fundamental understanding of microscopic interactions. Scientists can use videos, in
addition to images, to observe and compare experimental data with theoretical predic-
tions, and verify models without speculating about intermediate dynamics. However,
conventional AFMs have limited throughput that allow for static imaging only and
require transparent working environments.

The contributions of this thesis remove such AFM restrictions and enable ad-
vanced visualization capabilities. Example applications include visualizing chemical
reactions and biological responses in their native environments. To this end, the
thesis addresses four main AFM limitations. These are (i) increase the low imag-
ing throughput to be compatible for higher temporal resolution imaging, (ii) remove
the transparency requirement, for AFMs that use optical beam deflection sensing,
and enable imaging in harsh opaque liquids, (iii) establish automation algorithms to
reduce operational overheads associated with experiment setup and controller tun-
ing, and (iv) introduce custom design modifications resulting in affordable AFMs for
engineering education.

These new capabilities are primarily enabled with the development of new sub-
systems. The key components include nano-positioners, cantilever probes, and con-
trol algorithms. New generation AFM nano-positioners are designed with high-speed,
large-range or low-cost characteristics for different scanning needs. Coated active can-
tilever probes are developed for AFM imaging in specialized opaque environments.
Multiple algorithms for scanner control, automatic tuning, and image formation are
investigated to improve AFM imaging performance. Additional developments to sup-
port AFM imaging include high-bandwidth driver electronics, optical systems with
vision-based automation, and software implementation for AFM big data processing.
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Three AFM systems are integrated using these new subsystems for different appli-
cations. They include a versatile sample scan AFM for overview-and-zoom imaging
in air and liquids, a multi-layer stacked scanner AFM for high-speed and large-range
imaging in air, and a low-cost active probe AFM for engineering education. AFM im-
ages and videos at 20 frames per second are taken in various environments to verify the
new capabilities. These developments have broader impacts in the fields of precision
instrumentation, nano-fabrication, and nano-scale process video-rate visualization.

Thesis Supervisor: Kamal Youcef-Toumi
Title: Professor of Mechanical Engineering
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Chapter 1

Background

1.1 Introduction

Scanning probe microscopy (SPM) includes a family of microscopy techniques using

physical probes. During operation the probe is scanned over the sample surface for im-

age generation or manipulation. The family of SPM systems include many sub-fields

under active research with applications in the fields of physics, chemistry, material

science, microbiology, etc. [1, 2, 3, 4]. Among different types of SPM techniques,

the Atomic Force Microscope (AFM) and the Scanning Tunneling Microscope (STM)

are the most widely used tools for obtaining topography and local electron density of

states information. A variety of modes have been developed centered around the fun-

damental principles of AFM and STM for specialized applications. Examples include

Kelvin Probe Force Microscopy (KPFM), scattering type scanning near-field optical

microscopy (s-SNOM), electro-chemical scanning tunneling microscope, etc. In this

work, we focus on the development of AFM systems with new or improved imaging

capabilities for various application scenarios.

Atomic force microscope (AFM) is a versatile nano-scale imaging tool [5]. In its

basic form, AFMs create topography images with sub-nanometer resolution, which

allows observation and manipulation of atomic lattice or molecular structure [6]. This

capability significantly exceeds the optical microscopy resolution due to the diffraction

limit from Rayleigh criterion. Compared to other types of high resolution microscopy

27



techniques such as the Scanning Electron Microscope (SEM), versatility is another

important characteristic of AFMs. AFM systems can visualize samples in air, liq-

uid or vacuum environments. There is also no sample conductivity requirement as

compared to electron based microscopy techniques such as SEM or STM. These fea-

tures make AFM an attractive candidate for the study of chemical and biological

samples especially in liquid environment. With specially designed cantilever probes,

AFM can also be used for nano-scale manipulation [7] and fabrication (e.g. scanning

probe lithography) [8, 9]. With its comparative advantages in a number of applica-

tions scenarios, AFM has earned its place in both industry and academia such as

semiconductor inspection, nano-technology research sample characterization, etc.

1.2 AFM System Overview

An AFM system has three main hardware components. These include a cantilever

probe transducer, a positioning system, and driving electronics. Additional acces-

sories and software are also needed to ensure good performance of the system. The

design illustration of a conventional AFM with sample scan configuration is shown in

Fig. 1-1.

The AFM imaging resolution and range capabilities are on the nanometer to

micrometer scale. A typical AFM system has a scan range between tens of microns

to over a hundred microns in both two in-plane directions. The out-of-plane travel

range is between several microns to tens of microns. An in-plane resolution over

several nanometers and an out-of-plane resolution on the sub-nanometer level are

typical for commercially available systems. Atomic resolution AFM systems are also

possible but generally require specialized design to reduce the noise floor. In the

sample scan configuration, the positioner moves a relatively small sample (typical

diameter below half an inch or 12.7 mm). Larger sample size can be accommodated

by using a probe scan configuration. A brief overview of each subsystem is provided

below for a conventional AFM.
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Figure 1-1: Overview of a conventional AFM system architecture including a scanner,
a cantilever probe, an optical beam deflection system and a controller. An expanded
view of the positioning system is shown on the left with a quadrature piezo tube
scanner.

1.2.1 Cantilever Probe Transducer

At the heart of the AFM system is the cantilever probe. As shown in Fig. 1-2, a

typical AFM probe is composed of a sharp tip, a cantilever beam and a base support

chip for manual handling and mounting onto holders.

Figure 1-2: Geometric illustration of a standard passive AFM probe including the
base support chip, the cantilever beam and the tip

Most AFM probe geometry are standardized. The industrial standard base chip

has 3.4mm length, 1.6mm width, and 0.3mm thickness for mounting into a standard
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slot of the probe holder. The cantilever probe is usually micro-fabricated from bulk

silicon or silicon nitride wafers. The cantilever can have various geometric shape

depending on the application. The most common shape is a straight beam with

rectangular cross sectional area. Other geometric shapes such as a solid or a hollow

triangular shape with two crossing cantilever beams are also available. With modern

nano-fabrication techniques, the probe tip with a tetrahedral pyramid or cone shape

can have a nominal apex radius down to a single nanometer.

Cantilever deflection measurement and control is important during AFM imaging.

For cantilever deflection measurement, conventional AFM designs use the optical

beam deflection (OBD) system as shown in Fig. 1-1. A laser source is focused on the

back of the micro-cantilever. The reflected light path amplifies the small angle change

of the cantilever, which is then converted to electrical signal using a four-quadrant

photodiode. For cantilever actuation, a piezoactuator is embedded into the probe

holder to acoustically excite the cantilever resonance. There are many other sensing

and actuation methods available that will be discussed in Chapter 3. Depending on

whether the actuation and sensing systems are embedded into the cantilever itself

or not, the cantilever probe transducer can in general be classified into passive and

active.

1.2.2 Positioning System

The AFM positioning system has three main functionalities. First, a coarse posi-

tioner is used to bring the probe and sample into contact during the engagement

process. Second, a fine positioner regulates the probe deflection or oscillation by

controlling the relative distance between the probe tip and the sample in the out-of-

plane direction. Third, a in-plane scanner realize the scanning trajectory to generate

images. The positioning system plays an important role that determines the AFM

imaging capability for throughput, resolution, range, etc. Fig. 1-1 shows a commonly

used piezotube scanner for high resolution nano-positioning. Many different scanner

designs have been proposed and implemented based on the application needs with

more detailed discussion in Chapter 2. The positioning system works together with
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the control algorithm to generate AFM images, which is the focus of discussion in

Chapter 4.

1.2.3 Driving Electronics

Electrical circuits are needed to drive AFM subsystems. The driving electronics

primarily include analog conditioning circuits, drivers and data acquisition systems.

They handle the tasks of signal processing, probe deflection regulation, AFM image

data collection, etc. Controller implementation on Field Programmable Gate Arrays

(FPGAs) is typically used for high bandwidth signal processing. Both commercially

available DAQ systems or custom systems can be used for AFM system design with

more details in Chapter 5.

1.2.4 Additional Components

Additional accessories can be added to improve the AFM capabilities in various as-

pects. As an example, these could include additional in-plane positioner for ease

of experiment setup, optical microscope for sample overview and computer vision

algorithms for automated laser-probe alignment as will be discussed in Chapter 5.

For operation in non-ambient environment, vacuum pumps or fluid circulation sys-

tems are needed for operation in vacuum or liquid environments. Additional imaging

modalities can also been enabled by adding corresponding components such as laser

optics for tip-enhanced spectroscopy.

1.3 AFM Imaging Principles

A conventional AFM operates by scanning a flexible micro-cantilever probe over the

sample surface. The deflection signal of the probe tip is affected by the interaction

force between the probe and the sample, which can be measured and regulated for

interaction force control and image generation. In this section, we introduce the AFM

imaging principles.
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1.3.1 AFM Image Modes

A number of modes have been developed for AFM imaging. The imaging modes

for obtaining mechanical related information can in general be classified into three

categories by considering the motion state of the cantilever. The three main categories

include the contact modes, the dynamic modes and the jumping modes with a visual

illustration shown in Fig. 1-3.

Figure 1-3: AFM mechanical modes of operation classification based on the motion
state of the cantilever: (a) contact modes where the probe and the sample are in
contact for all time, (b) dynamic modes where cantilever resonance is excited, (c)
jumping modes where intermittent contacts are made without cantilever resonance
excitation

Contact Modes

In contact modes, the cantilever probe tip and the sample surface remains in

contact during imaging. There are primarily two modes of imaging in this category

including the constant height mode and the constant force mode.

The constant height mode is used in the early years of AFM system with relatively

simple design. The AFM probe is pressed against the sample in the vertical direction

and the scanner produce a raster scanning motion in a plane (labeled as the x and

y axis direction). The probe deflection signal varies as the sample height changes

in the out-of-plane direction. The measured deflection signal is directly used for

topography image generation in this case. The main disadvantage of this simplified

design is its lack of capability for motion control in the out-of-plane z-axis direction.

With typical cantilever deflection ranging up to hundreds of nanometer, samples with

larger out-of-plane topography variation can be difficult to image. Moreover, the

cantilever deflection variation induces in a changing probe-sample interaction force

that cannot be regulated, which can result in sample or probe damage as well as

inaccurate measurement due to sample deformation under varying applied force.
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In constant force mode, a controller is used to regulate the cantilever deflection

through the out-of-plane axis positioner. This allows the probe and sample to remain

in contact and maintain a constant interaction force. This mode resolves the issues

in the constant height mode but the control loop bandwidth can limit the imaging

throughput in high-speed system. This mode is widely used for modern commercial

AFM systems for contact mode imaging. When talking about contact mode, people

usually refer to the constant force scanning mode.

Dynamic Modes

In dynamic modes, the resonance of the cantilever probe is excited. The oscillation

characteristic can be used for both regulation and contrast mapping. For resonance

excitation at a single frequency, the amplitude and the phase are commonly used for

out-of-plane motion control and contrast mapping. The slight frequency shift due

to interaction between the probe tip and the sample can also be used for imaging

in frequency modulated AFM. Multiple resonance frequencies can be simultaneously

excited for AFM imaging. Depending on which region of the Lennard-Jones potential

are the tip-sample interaction lies, the dynamic modes can be further divided into

non-contact mode for attractive region and tapping mode for the repulsive region.

The dynamic modes are preferred for imaging of delicate samples that require small

interaction forces.

Jumping Modes

For jumping modes, the probe tip and the sample also make intermittent contact.

However, the resonance frequency of the cantilever is not excited during imaging as

in the dynamic modes. A large sample area can be covered in a short time since the

relative position between the probe tip and the sample does not need to be regulated

during scanning when the probe moves from one point to another. One example is

the force volume mode for getting deflection curve at each pixels for measurement

of mechanical properties. Another good example would be the peak force tapping

mode developed by Bruker company [10, 11], which is in principle similar to the force

volume mode with additional control techniques for background noise cancellation

through calibration.
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Additional Modes The previously introduced imaging modes are just a subset of

basic modes. Some operation modes can be considered as a mixture of the afore-

mentioned modes. For example, the contact resonance mode is a combination of

contact modes and dynamic modes. In this case, small magnitude modulation signal

is added to the cantilever deflection reference signal while the probe tip remains in

contact with sample. As another example, the induced vibration jumping mode [12]

previously developed in our lab is essentially a combination of dynamic modes with

jumping modes. A number of specialized mechanical imaging modes have been devel-

oped in research applications such as load force modulation mode [13], pulsed-force

mode [14], lateral force mode [15], etc. The classification of AFM imaging modes can

be accomplished differently depending on the criteria. The scope of consideration can

also be expanded to include thermal, piezo-related, optical and electrical modalities.

1.3.2 Probe-Sample Interaction

The physical interaction between the probe and the sample is important for image

formation. Models such as the Lennard-Jones potential and Van der Waals forces are

used for approximation of microscopic interaction forces. The Van der Waals forces

summarize the contribution of three Coulombic force including London dispersion

force, Keesom polarization forces, and Debye dipole-induced dipole interaction forces

[16]. For tip-sample interaction contact mechanics, geometry, intermolecular forces

and elastic deformation need to be considered. For example, the Derjaguin-Müller-

Toporov (DMT) model, Johnson-Kendall-Roberts (JKR) model and Maugis-Dugdale

elastic contact model have all been proposed for modeling of AFM probe-sample

interaction.

The AFM image formation process depends greatly on the cantilever deflection

measurement and regulation of the probe sample interaction forces by controlling the

motion of the scanner. Therefore, we have devoted significant effort in this work to

extend the capabilities of the cantilever probe, the nano-positioner design and the

control algorithms to be discussed in Chapter 2, 3 and 4.
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1.4 Operation and Applications

For regular AFM users, it is important to understand the operation and suitable ap-

plications of the instrument. In this overview chapter, we provide a brief introduction

of the typical AFM experiment procedure and applications.

1.4.1 Experiment Procedure

For AFM operation, five general steps are important to ensure high quality images are

captured. These include the sample preparation, equipment calibration, experiment

setup, controller parameter tuning, and post processing of the collected data. The

key experiment steps to consider are visualized in Fig. 1-4.

Figure 1-4: Common steps required in an AFM imaging experiment: (a) sample
preparation, (b) equipment calibration, (c) experiment setup, (d) imaging and con-
troller tuning, (e) image post processing

Sample preparation is a large filed of research with techniques depending on spe-

cific applications. A number of books are available for discussion on techniques to
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prepare certain samples for AFM imaging such as biological specimens [17].

The equipment calibration step is important to ensure good AFM performance.

It can be accomplished either on the subsystem level or for the entire AFM system

using calibration gratings. This step is usually completed by the vendor. In certain

situations, the users might also need to perform system level calibration usually with

guided instructions from the vendor.

The AFM equipment setup process depends heavily on the specific experiment.

Here, we discuss the fundamental steps for setting up a conventional AFM system with

optical beam deflection system for contact mode topography imaging in an ambient

environment. The steps illustrated below assumes the sample is properly prepared and

the AFM system is properly calibrated. More complex steps are needed depending on

the experiment requirement such as probe resonance identification for tapping mode

imaging.

1. Attach the prepared sample on a sample puck to the AFM nano-positioning

stage with sticky tape or with magnet.

2. Select and install the cantilever in the probe holder.

3. Mount the probe holder and align the laser spot with the cantilever probe tip.

4. Adjust the optics until the reflected laser spot is detected at the center of the

four quadrant photodiode.

5. Identify the area of interest for imaging using optical microscope and adjust

using manual in-plane positioner.

6. Set the engagement signal threshold in software and engage the probe with the

sample.

7. Adjust the controller parameter and start imaging.

The Proportional-Integral-Derivative (PID) controller needs to be adjusted during

imaging. The tuning process is typically accomplished manually by matching the trace

and retrace tracking lines during imaging. An attempt to automate this process have

been made in this work with more discussions in Chapter 4.

36



The post processing steps can be accomplished with both propriety software pack-

ages and custom code. The software is usually provided by the AFM vendor such

as the Bruker NanoScope Analysis. Open source SPM data processing software such

as Gwyddion can also be used. A number of built-in functions designed by consid-

ering SPM image formation are available to speed up the post-processing step. An

AFM imaging batch processing tool has been developed in this work that will be

discussed in Chapter 5. The Matlab software can also be used for better flexibility in

visualization but requires extra implementation of SPM specific algorithms.

1.4.2 AFM Applications

In its basic form, AFM system can be used to measure surface topography. Without

significant hardware modification, the capability for mechanical property imaging

can be enabled. This native capability extension has application seemingly unrelated

fields. For example, by using force spectroscopy techniques on cells, the antigen

and antibody interaction and mechanical signaling between biological systems can be

investigated that results in the development of the Mechanoimmunology field [18].

The AFM system can also be augmented to enable many new imaging modalities.

A long list of AFM modalities have been developed to create images for mapping

of material properties by electrical, optical, magnetic, and thermal methods. As an

example, by combining spectroscopy methods with AFMs, tip-enhanced scanning near

field optical Microscopy (SNOM) can be enabled. If the infrared spectrum laser is

used and monitored [19], a mode named Nano-scale Fourier Transformation Infrared

(nano-FTIR) spectroscopy is enabled to capture the infrared absorption pattern of

the sample to provide material chemical property contrast [20, 21]. This combination

adds a new modality to AFM imaging. On the other hand, the AFM also helps to

improve the performance of these techniques such as going beyond the diffraction

limit for optical based techniques. There are many other derivations of the basic

AFM system for extended range of applications with new imaging modalities.

The development of active cantilever probes in recent years has enabled a number

of new capabilities. Selected examples for AFM capability extension include paral-
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lel active probe array imaging [22], active probe AFM in SEM system [23], multi-

eigenmode tapping imaging [24], scanning thermal probe [25], etc. A new capability

for imaging in chemically harsh opaque liquid imaging [26] has been developed in

this work to be discussed in Chapter 3 and Chapter 6. Moreover, functionalized

cantilevers can also be used as chemical gas sensors to detect chemical or biologi-

cal particles [27, 28], liquid viscosity [29] and calorimetry [30]. As the development

of active cantilevers benefits from techniques in nano-fabrication, they can be used

as new tools in producing nanoscale structures. Selected SPM related techniques

include scanning probe lithography [9], single dopant implantation [31], cluster-jet

nano-particle printing [32], etc. A summary of these applications can be found in the

review article [33].

1.5 Limitations and Research Motivations

In this work, we identified four main aspects of the AFM system for further improve-

ment. First, the imaging throughput of AFM systems is primarily limited to several

lines per second. However, there is a significant demand for high-speed imaging for

visualization of process with high temporal resolution. Second, the requirement of

optically transparent path for conventional AFM limits its application to opaque envi-

ronments. However, the observation of many interesting phenomenons in their native

environments would involve non-transparent liquid. Third, the experiment setup and

controller tuning overhead can be time consuming even for experienced users and very

difficult for novice users. It would be beneficial to automate the process to reduce

experiment overhead. Fourth, after addressing the aforementioned limitations in this

work, we also noticed the lack of instrumentation training for modification of AFM

systems to enable new capabilities. A modular low-cost AFM platform is designed

to address this issue. These developments can be helpful to extend the AFM system

capabilities for a variety of applications. The motivations to address these four lim-

itations through AFM capability extension and corresponding potential applications

are discussed in this section.
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1.5.1 Imaging Throughput Limitation

Most AFM systems have a limited imaging throughput. A single topography image

created by a conventional AFM usually takes up several minutes for the probe to

scan over the sample surface due to controller and scanner bandwidth limitation.

The imaging throughput limits AFM applications primarily to the study of static

samples. Conventional AFMs cannot be operated at high speeds majorly due to

several reasons:

1. excitation of structural vibrations

2. limited positioning bandwidth

3. limited control/instrumentation bandwidth

4. limited probe dynamics

5. detrimental effect of increased probe-sample interaction forces

6. limited data processing/handling capability.

The definition of high imaging throughput depends on the specific application.

The linear in-plane scanning speed of the cantilever probe tip is usually used for

characterization of imaging throughput. Compared to the unit of frames per sec-

ond, using the in-plane scanning speed can be more helpful to avoid confusion due to

range, resolution and other difference between images. However, even with the same

scanning speed, the throughput requirements can be very different depending on the

applications and often yield contradictory restrictions. For example, the semiconduc-

tor industry uses the AFM to cover a large area over several hundreds of microns

squared for inspection of fabricated semiconductor wafers. For this application, the

sample is static and the large area being covered needs to be scanned only once.

On the other hand, biology researchers are more interested in repetitively scanning

of a small area up to several microns of range. In this situation, the frame rate is

a more important parameter than range as biological sample of interest are usually

sized within a micron and observing the dynamic change of living cells is crucial for

understanding of reaction mechanism.
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The fundamental tradeoff between bandwidth and operation range makes scanner

design challenging. Previous approaches to increase AFM imaging speed primarily

cover a small range at high frame rates for biological sample imaging [34, 35, 36, 37,

38, 39, 40]. However, the development is primarily limited to high-speed scanning at

a relatively small area and we intend to extend this capability in this work.

1.5.2 Demand for High-speed Imaging

A high-speed AFM allows the study of dynamic nano-scale processes. Such a high-

speed instrument can be used for real-time study of various chemical, electro-chemical

and material processes such as dissolution[41], deposition[42], polymer melting [43],

nucleation [44], crystalization [45], molecular self-assembly [46], phase transition [47]

and etc. It can also be used to study biological processes such as cellular events [48], or

biomolecule dynamics [49], etc. High-speed atomic force microscopy is also useful in

high throughput nano-fabrication/manipulation [50], and for wide bandwidth nano-

mechanical characterization [51]. Hence, improving the overall imaging speed of AFM

system and potentially allow switching of operation modes would be helpful to extends

the application region of AFM.

1.5.3 AFM Operation Versatility Limitation

Although being versatile compared to many other instruments, AFM still has some

limitations on samples and environments. First, tip-sample interaction force for AFM

operation at high speed needs to be considered for soft delicate samples to avoid the

excessive alteration of the sample due to the probe scanning. Specialized control

algorithm is therefore necessary to maintain a deflection set point to avoid large

interaction force. Second, conventional AFM system utilize optical lever with laser

source to amplify and measure the probe tip deflection. This limits its application to

transparent liquid environment only as opaque liquid would block the laser. The first

limitation has been addressed primarily in my master thesis [52] and we will focus on

the second limitation in this work.

40



1.5.4 Demand for Versatile Imaging Environments

AFM imaging in opaque liquids can be very helpful in a number of applications.

Opaque liquid environments have practical importance in many areas of research. As

an example, in the refinery industry, crude oil is produced from a porous network of

minerals including mica, silica, etc. It is important to understand the residual forma-

tion of crude oil components on these materials as the oil flow transport in the reservoir

are affected by these residuals. Since most crude oils have a dark non-transparent

color due to the presence of non-hydrocarbon, the study of the phenomenon were

previously conducted with imaging in transparent liquid such as water or decane as

substitute to the original crude oil with simlar properties [53, 54, 55]. However, it

would be beneficial to conduct AFM imaging in the native crude oil environment to

better understand the underlining physical phenomenon.

Another good application example lies in the field of biological research. The

measurement of blood cells in the native whole blood environment can be beneficial

for the understanding of their biological response. For conventional imaging, red

blood cells are usually isolated and treated with glutaraldehyde to render them rigid

and attached to glass slide with coating (e.g. fibrinogen) [56]. However, blood cells

imaged in this way are not only not in their native environment but also biologically

inactive as they are no longer alive. There are many other potential applications

of opaque liquid AFM imaging in chemistry and material science that involve non-

transparent liquid reaction on solid surfaces.

1.5.5 Experiment Overhead Limitation

AFM users dedicate significant time and effort working with the instrument to obtain

good results. A number of tasks during the experiments are repetitive and require

significant operator experience. First, the laser spot and the cantilever needs to be

aligned for the OBD system each time the probe is changed. This is a repetitive

task to complete that can take several minutes or even tens of minutes for new users.

Due to the small size of the probe and laser spot, this process can be very time
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consuming, and require skills and carefulness. Ideally the alignment should be done

automatically to reduce the effort of the operator so that the researchers can focus on

the experiment itself. Second, the operator needs to adjust the gain values of the PID

controller to achieve good tracking of the surface topography. The adjustment process

also requires operator experience and ideally knowledge of control theories, which the

operator might not have previously been familiar with. The lack of automation for

the current AFM system for experiment preparation and parameter tuning provides a

large space for improvement. Third, post processing of multiple AFM images is again

a repetitive but necessary task. This can become very time consuming for high-speed

AFM systems.

1.5.6 Demand for Reduced Operation Overhead

Reducing the experiment overhead can have multiple benefits. First, it saves the

time of researchers so that they can focus more on making new findings instead of

getting caught in the instrument operation. Second, a reduced operation complexity

increases the safety and allows relatively novice user to use the instrument. Third,

an automated experiment setup opens up the potential for processing of multiple

samples without human intervention [57]. This can be helpful for applications such

as analyzing samples collected in outer space directly using an AFM without human

operator. Third, automated image processing algorithms can be helpful to generate

videos taken by high-speed AFM and pave the way for big data analysis of SPM

images in general.

1.5.7 Limitations of AFM Platforms for Education

The AFM systems commercially available currently are mostly too expensive for

precision instrumentation education. One important barrier for hands-on education

of complex precision instrumentation is the lack of a suitable affordable platform.

Moreover, the lack of modularity makes it difficult for the integration of custom

designed subsystems. The lack of modularity also makes experiments with AFM
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subsystems very difficult, which is important to illustrate engineering principles. Last

but not least, the high-voltage piezo actuator drivers and tiny cantilever probes in

most AFM designs can be dangerous and difficult for the students to handle.

1.5.8 Demand for an Educational AFM Platform

The development of microscopy instruments is important to push forward funda-

mental nanotechnology research. For AFM systems, many new capabilities can be

realized with modified commercial systems or custom designs such as nano-FTIR

[58, 59], correlative imaging with AFM in SEM system [23, 60], etc. The design and

improvement of AFM systems rely heavily on the knowledge of precision instrumenta-

tion and mechatronics commonly beyond the training of nanotechnology researchers.

Therefore, a low-cost modular and easy to operate AFM system is needed for engi-

neering education on precision instrumentation. More detailed discussion on design

principles and analysis of existing benchmark educational AFMs and discussion are

provided in Chapter 6.

1.5.9 Research Objectives

The primary goals for the research work presented in this thesis are listed below.

1. Enable nano-scale dynamic phenomenon visualization capabilities by AFM de-

sign with high performance, large scan range and video-rate imaging.

2. Improve AFM versatility to handle samples in specialized conditions with hard-

ware modification and control algorithm improvement.

3. Reduce experiment operation overhead with system automation and fundamen-

tal principle changes.

4. Design a modular, low-cost and easy-to-operate AFM platform for precision

instrumentation education curriculum.

The four aspects of improvement in this work are visualized in Fig. 1-5. The

top level includes the four aspects of improvement with development in this work
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to enable new capabilities. The main limitations of imaging throughput, difficulty

for opaque liquid environment operation, excess experiment overhead and lack of

educational AFM platform are addressed in this thesis. The middle level includes

selected applications of the new capabilities. The color coded blocks illustrate the

key subsystem development involved to enable the new capabilities. These subsystems

together form the main contributions of this work.

Figure 1-5: Research objective summary visualization including 4 aspects of improve-
ment with new capability development in this work, selected potential applications
and color coded subsystems from main contributions

1.6 Main Aspects of Contributions

In this section, we discuss main aspects of contributions of this work to achieve the

overall research objectives. The key subsystem development are listed below.

1. AFM nano-positioners with high-speed, large-range or low-cost characteristics

2. Coated active cantilever probes for harsh opaque liquid operation

3. Algorithms for scanner control, automatic tuning and AFM imaging

4. High-bandwidth diver and signal conditioning electronics

5. Optical system for small probes with vision-based automation
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6. Software development for high-speed big data processing

7. AFM system integration for visualization

Three AFM systems are developed to address the limitations and demands dis-

cussed in the previous section. We now explain the scope of each contribution.

1.6.1 AFM Nano-positioners with High-speed, Large-range

or Low-cost Characteristics

The nano-positioner plays a crucial role in the high-speed capability of the instrument.

Flexure constrained piezo actuated scanner are primarily used for AFM scanner design

with a bandwidth and range tradeoff as discussed previously. To maintain large-

range positioning and achieve high-speed performance, multi-actuation schemes have

been used where two or more nano-positioners with different range and bandwidth

characteristics are combined [61, 62, 63, 64]. In this research, various iterations of

scanner design have been proposed and evaluated including a shear piezo block with

constrained piezo cap scanner, a multi-axis flexure based scanner, a single axis dual

actuated scanner and a modular stack structure multi-actuated scanner. A piezo

buzzer actuated scanner is developed which has a very low cost and a low voltage for

safety considerations. With their respective benefits and limitations in bandwidth,

scanning range, ease of fabrication and assembly, the library of multiple scanners can

be selected depending on the imaging needs. Three of the scanners are used in the

final custom AFM designs in this work.

1.6.2 Coated Active Cantilever Probes for Harsh Opaque

Liquid Operation

The cantilever probe deflection is the key variable to regulate during AFM operation.

Sensors and actuators are used to measure and control the cantilever deflection. By

applying nano-fabrication techniques, the sensors and actuators can be embedded

into the cantilever to form active AFM probes. We worked with our collaborators to
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develop active cantilever probes with embedded piezoresistive sensors and thermome-

chanical actuators [65, 66]. This design is beneficial for ease of experiment setup as it

removes the need for any optical components and can potentially increase out-of-plane

positioning bandwidth. Moreover, the embedded components opens up potentials for

a variety of applications as discussed earlier in this chapter. In this work, we focus on

extending the AFM imaging capabilities into specialized environments such as harsh

opaque liquids. This is impossible with conventional AFM designs based on optical

beam deflection. By applying proper coating onto active probes, the functional ele-

ments on the cantilever can be protected without significantly increasing the probe

tip diameter. The functionality is demonstrated by imaging using the coated active

probe with a custom AFM design.

1.6.3 Algorithms for Scanner Control, Automatic Tuning and

AFM Imaging

The AFM controller commands both the lateral and out-of-plane positioning of the

scanner [67, 68]. The control algorithms compensate for positioning inaccuracies

from both the nonlinearities and dynamics of the AFM nano-positioner to ensure

positioning accuracy. For high-speed in-plane scanning control, the nano-positioner

properties and reference command characteristic can be utilized. For AFM imaging,

the in-plane directions of X and Y axis usually follow periodic scanning patterns.

Considering the formation of a topography image with typical in-plane resolution of

several hundred pixels, the X axis line scan direction operates at several kilohertz at

traditional video frame rate of 25 frames per second. With position sensor feedback, a

new control algorithm using repetitive controller with bandwidth based gain allocation

technique is developed. This algorithm utilizes the periodic scanning signal and the

specialized frequency response of the multi-layer stacked scanner designed in this

work. The Y axis has a lower bandwidth requirement at tens of hertz even for video

rate imaging while precise positioning feedback is needed to align the frames.

The out-of-plane Z axis direction requires the highest operation bandwidth. To
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regulate the probe-sample interaction forces for good tracking, both in-plane scanning

speed and sample topography variation need to be considered. With significant dif-

ference between individual sample, a conventional PID controller is usually utilized

for its simplicity and effectiveness. However, the controller parameter adjustment

requires manual tuning based on experience. As the process of controller tuning de-

pends not only on the sample characteristic but also on the operator experience and

knowledge in the control field, we designed an algorithm to automate this process.

A full dynamic model of AFM system is created to study the automatic PID tuning

procedure.

By taking advantage of the AFM image formation principles, image level improve-

ment algorithms can be developed. Using the full dynamic model of AFM created

in this work, several algorithms are evaluated including equal space sampling, topog-

raphy feedforward, error corrected image generation, adaptive scanning speed and

a single neuron PID controller that can adapt to the varying sample characteristic.

These algorithms are helpful to improve the imaging performance especially in high

bandwidth operation.

1.6.4 High-bandwidth Diver and Signal Processing Electron-

ics

High bandwidth driving of piezo actuators requires a large current supply. Con-

ventional commercial drivers cannot supply sufficient current for our application.

Therefore, high-bandwidth circuit are designed for using the new generation scanner.

Moreover, we developed analog charge controllers implemented on hardware electron-

ics for piezo actuator hysteresis compensation. AFM nano-positioners can benefit

from this design especially when feedback sensors are not easily installed. The charge

control work is the focus of other researchers in the group and the controller is inte-

grated into the AFM to improve its overall performance. In addition, various signal

processing circuits are developed for signal generation, waveform demodulation and

sensor interfacing such as the quadrature photodiode.

47



1.6.5 Optical System for Small Probes with Vision-based Au-

tomation

To enable high-speed atomic force microscopy, the AFM optics is designed to work

with small cantilever probes. A smaller AFM cantilever can have a higher first reso-

nance frequency with a relatively small stiffness [69]. In this work, a custom optical

system with focused laser and optical view is developed. The alignment of focused

laser spot to the small cantilever probes can be more challenging compared to con-

ventional probes due to the reduced size. To reduce the experimental overhead, an

automatic alignment system is developed in this work. The system utilizes an optical

microscope video input, a micro-positioning system and computer vision algorithm.

1.6.6 Software Development for High-speed Big Data Pro-

cessing

High performance software implementation is important for AFM imaging and au-

tomation. For pre-experiment setup, Python and OpenCV library is used to im-

plement probe-laser alignment computer vision algorithm. During the experiment,

LabVIEW software is used extensively together with the data acquisition hardware

from National Instruments. The low level scanner control and probe demodulation

algorithms are implemented on Field Programmable Gate Arrays (FPGA). An event

driven state machine is used to handle user interface and visualization on the real

time system. For post processing of AFM images in batches, Python interface to

Gwyddion and custom code in Matlab software are also developed in this work.

1.6.7 AFM System Integration for Visualization

By integrating selected subsystems, a total of three AFM systems have been developed

in this work. First, a versatile sample scan AFM that can work with both passive and

active cantilevers is developed. Second, a multi-layer stacked scanner AFM system

is developed to enable the simultaneous high-speed and large-range imaging capa-
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bility. Third, a modular low-cost and easy-to-operate AFM system is developed for

engineering education. The imaging capabilities of these systems are verified through

experiments. The system integration also verifies the functionality of the subsystems

developed in this work.

1.7 Thesis Organization

In this thesis, we take a bottom up approach by introducing the key subsystem designs

first. The organization of the thesis aligns with the discussion of main contributions

in the last section. To enable the target capabilities, the positioning system design,

cantilever transducer design and imaging control algorithms are the key components.

Their design and implementation are discussed in detail in Chapter 2, 3, and 4, re-

spectively. The development of various other subsystems including high-bandwidth

electronics, optical systems for passive cantilever interface and software implementa-

tion are discussed in Chapter 5.

The integration of the three AFM systems are discussed in 6. References to

detailed implementation of each subsystem are provided to the corresponding chapter

and previous publications. Imaging experiments are also presented to demonstrate

the AFM capabilities are also presented.

We conclude the thesis by summarizing the overall work and their broader impact

to the related research fields. In the end, recommendations for future directions of

continuing work to further extend AFM system capabilities are presented in Chapter

7.
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Chapter 2

Positioning System Design and

Modeling

2.1 Introduction

The design and modeling of positioning systems are important for AFM instrumen-

tation. The resolution of the positioning system determines the precision of AFM for

resolving features during imaging. The range of the positioning system limits the fea-

ture size that can be analyzed. The bandwidth of the positioning system affects the

scanning speed and throughput. Depending on application needs, the positioning sys-

tems are designed with the required specifications. In this chapter, AFM positioning

requirements and design principles are analyzed first. The modeling and character-

ization methods for the scanner performance are discussed next. Finally, the new

AFM scanner designs developed in this work are presented as examples.

2.2 AFM Positioning System Design

Basic positioning systems usually have mechanical transmissions and actuators. For

high-precision nano-positioning applications, additional components are added for

improved performance such as high-resolution sensors and built-in electronics for

feedback controllers. Depending on the application scenario, the positioning system
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may have multiple axes that work together to produce the desired motion.

An AFM positioning system is typically composed of a coarse positioner and a

high-precision scanner. The coarse positioner typically has micrometer-level repeata-

bility. The high-precision scanner usually has sub-nanometer resolution for image

formation. In most designs, both of the positioning systems have three Degrees Of

Freedom (DOF) for linear motion along the axis directions of a Cartesian coordinate

system. With the AFM sample being a relatively flat surface, the in-plane directions

are aligned with the X and Y axes while the out-of-plane direction is aligned with

the Z axis.

2.2.1 Coarse Positioner Design

The coarse positioner in an AFM system serves two main purposes. First, the probe-

sample engagement and detachment are realized automatically by motion in the out-

of-plane direction. Second, the coarse in-plane relative motion between the probe and

the sample allows the user to identify the area of interest. These two tasks can be

accomplished relatively easily by using a 3 DOF dovetail stage and a stepper motor.

The stepper motor is used to drive the out-of-plane Z axis direction of the positioner

for fine control of each increment during engagement. The in-plane movement can be

realized using lead screws with knobs for manual adjustment. An optical microscope

view can be used as visual guidance to find the area of interest.

As an example, a DS40-XYZ positioner from Newport is used as a coarse positioner

in this work. The positioner has 80 Turns Per Inch (TPI) transmission ratio from ro-

tational motion input to linear motion output, which corresponds to 0.3715mm/rev.

A maximum travel range of 14 mm can be achieved with the positioner. Due to

the backlash phenomenon, the specified position repeatability is around 1 µm. This

would in principle be too large compared to the typical cantilever deflection (several

hundred nanometers). However, as the engagement of probe and sample is a unidi-

rectional process, the backlash phenomenon does not affect the engagement process

significantly. A number mechanical design and control methods area available to

reduce or compensate for the backlash issue if needed [70, 71].
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For automatic probe-sample engagement, an actuator is needed. The out-of-plane

direction of the DS40-XYZ positioner can be driven by a stepper motor with harmonic

gear drive (PK523HPA-H50S, Oriental Motor) with 0.72◦ base step angle and 50 : 1

gear reduction. This stepper motor has a harmonic drive system that reduces the

backlash in the overall assembly [72]. When driving the stage with the base step

angle after gear reduction at 0.0144◦ per step, a 12.7 nm per step linear resolution

can be realized. Photos of the positioner and the stepper motor used in this example

design are shown in Fig. 2-1. The positioning resolution is sufficient for most AFM

applications as a cantilever deflection below 100 nm usually does not damage the

probe or the sample. If finer positioning resolution is needed, taking partial steps for

the stepper motor. Alternatively, the fine resolution scanner can be used to sweep

across the distance of each discrete step to produce the finest engagement for delicate

samples.

Figure 2-1: 3-axis DS40-XYZ positioner from Newport (left) and a PK523HPA-H50S

stepper motor from Oriental Motor (right) for use in AFM coarse engagement system

The in-plane motion directions of the coarse positioner are typically adjusted

manually. The motion can be guided by an optical microscope view to find target
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locations.

2.2.2 Scanner Positioning Requirements

The high-precision AFM scanner performs both the in-plane scanning motion and

the out-of-plane probe deflection regulation. For scanner design, the scanned object,

application needs, imaging parameters, scanning trajectory.

Scanned Object

Both the sample and the cantilever probe can be scanned during AFM imaging.

Most conventional AFMs use an optical beam deflection system for cantilever de-

flection measurement with more detailed discussion in Chapter 3. With this sensing

principle, it is easier to keep the probe stationary and scan the sample. In sample

scan configuration, the dimension of the sample is usually limited especially in high

bandwidth scanning.

A probe scan configuration is preferred for large samples. Probe scan can be chal-

lenging to realize for OBD systems. This is due to the large dimension of the optical

components and the high stability requirement for the relative position between the

cantilever and the laser spot. With the development of active cantilever probes to

be discussed in detail in chapter 3, it is relatively easier to realize the probe scan

configuration. This is because the sensing and actuation components have smaller

dimension and are embedded into the probe. For applications with multiple scanning

modalities such as correlative imaging between SEM and AFM, both the sample and

the probe are moved to separate the actuators for improved performance.

Application Needs

The design of AFM positioning systems depends largely on the application re-

quirements. For generic imaging applications, scanners with in-plane scanning range

up to 100 µm square, out-of-plane range of 20 µm with nanometer resolution are

used for AFM system positioning. Conventional scanners scans at several lines per

second to capture the AFM image. Specialized scanners with extended range and

bandwidth are needed for different applications. For example, in semiconductor in-

spection, the nano-fabricated structures on the silicon wafers are static. However,
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the overall size of the wafer can be fairly large (e.g. 4, 6, or 12 inches). In this case,

it is desirable to have a scanner with large scanning range while the bandwidth is

less than important as the sample is not changing. As another example in biology

and chemical applications, the capability of high-bandwidth scanning is needed for

observing sample dynamics during reaction processes. For specialized applications

such as characterization of razor blade sharpness with [73], dedicated AFM scanners

are needed to meet the high aspect ratio of the blade edge.

Imaging Parameters

AFM systems typically create images by scanning a cantilever probe across the

sample. The topography data are captured pixel by pixel at a grid of sample loca-

tions. A number of imaging parameters are involved including the pixel resolution,

the imaging ranges, the sample sharpness, the imaging speed, and the scanning tra-

jectory. These parameters jointly determine the requirement for the scanner and data

acquisition system as discussed below.

The pixel resolution is the number of pixels along each direction of the image. For

analysis purpose, we denote the resolution along each in-plane axis as Rx and Ry. If

a line-by-line raster scanning pattern is used for AFM imaging, the data are sampled

Rx times within each line scan and a total of Ry lines are used to form a single image

frame. Notice that interaction between the probe tip and the sample is continuous

and the control loop works at its specified rate, which usually samples a lot more

points each line than the pixel numbers for probe deflection regulation. The pixel

resolution is in the image space and can be related to the physical spatial resolution

with known imaging ranges.

The imaging ranges can be denoted as Lx and Ly. They are the physical dimension

of the rectangular shape scanned in the in-plane directions. Larger imaging ranges

increase the field of view but puts higher requirements on the scanner. First, the scan-

ning range affects the mechanical design of the scanner. Most of the AFM scanners

use piezoelectric actuators with a strain ratio roughly around 1 to 1000. Larger actu-

ators or amplification mechanisms are needed to achieve larger scan ranges. Larger

actuators often corresponds to a reduced scanning bandwidth due to the increased
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mass. The range of feedback sensors should also be increased. Second, the bit reso-

lution for the digital to analog (DAC) of the data acquisition system to control the

scanner needs to be increased. A larger scanning range demands the increase of DAC

resolution to maintain positioning accuracy. Third, to maintain the same spatial res-

olution between pixels, the pixel resolution often needs to increase with the imaging

ranges, which results in a larger data size for each image.

The sample sharpness determines the smallest topography features that can be

captured in the AFM image. A common method to quantify the sharpness in imaging

processing is to use the spatial wavelength/frequency. Assuming the overall sample

geometry is a periodical repetition of the captured image pixels, the 2D Fourier trans-

formation can be applied in both the X and the Y directions to decompose the image

into the spatial frequency domain. For AFM images, the spatial wavelength λx and

λy are used to quantify the size of the topography features that can be resolved in

a certain image. The image sharpness can be limited by the probe tip geometry,

aspect ratio of the sample (e.g. deep trenches) or the ratio between the out-of-plane

Z axis tracking bandwidth and the in-plane scanning speed. The sample sharpness

usually cannot be controlled but rather specified as the minimum feature that can be

resolved.

The imaging speed can be quantified in a number of ways for AFM systems. As

conventional AFM images are often taken with raster scan patterns, the most com-

monly used specification is lines per second. For high-speed imaging, the throughput

rate FR in terms of frames per second can be used, which characterizes the temporal

resolution of the sample changes to be observed. With pixel by pixel capturing during

scanning, the pixels are not taken at the same time as a time difference approximately

equal to 1/FR exist between the first pixel and the last pixel. This time difference is

unimportant if it is a lot smaller than the time scale of the process being observed.

As an alternative, the relative in-plane scanning speed vts between the probe tip and

the sample is a more accurate description of the imaging speed of the AFM. If both

the pixel resolution and imaging ranges are provided, the frame rate FR and in-plane

scanning speed vts can be directly related. To increase the imaging speed, both the

56



dynamic bandwidths of the scanner and the data acquisition system for controller

implementation need to be improved. This will be the focus of discussion for scanner

design as one of the main contributions of this work.

The out-of-plane tracking bandwidth is usually the bottle neck among various lim-

iting factors. The aforementioned imaging parameters can be used together to solve

for the out-of-plane controller bandwidth BW needed to achieve the prescribed imag-

ing parameters. With linear raster scanning as an example, the controller bandwidth

BW can be expressed with the aforementioned parameters as shown in Eq.(2.1).

BW ≥ 1

k

FR ·Ry · Lx

λmin

(2.1)

The parameters involved in this expression are the frame rate FR, the pixel res-

olution Ry in the y direction, the imaging range Lx in the x direction, the sample

spatial wavelength λmin for the minimum features to capture, and a dimensionless

proportionality constant k depending on the imaging condition. For example in tap-

ping mode, k can be chosen as k = π
2θm

with θm being the maximum phase lag allowed

for the sample (e.g. π/9 for most protein AFM imaging) [74].

Scanning Trajectory

The scanning trajectory is another important factor to consider. It affects the

requirement for in-plane scanning bandwidth, sampling frequency and out-of-plane

tracking controller bandwidth. As illustrated in Fig. 2-2, there are primarily four

scanning patterns used for AFM imaging including linear raster scan, sinusoidal raster

scan, spiral scan, and Lissajous scan.

In linear raster scan, a triangle or a sawtooth waveform is applied along the X

direction for fast scanning. A linear or stepwise linear waveform for each pixel line

is applied in the Y direction. A sinusoidal raster scan replaces the signal in the

X direction with a sine wave. By scanning back and forth along the X direction,

the trace and retrace lines are formed during the scanning where either one can be

selected to form the AFM image.
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Figure 2-2: Illustration of common scan patterns for AFM imaging: (a) raster trian-

gular wave, (b) raster sine wave, (c) spiral, (d) Lissajous. Sawtooth wave form can

also be used in raster line by line scanning

The Lissajous scan pattern uses sine waves in both X and Y directions. The shapes

of the scanning trajectories are determined by the amplitude Ax, Ay, frequency ωx, ωy

and phase ϕx, ϕy. The scanning waveforms can be defined by a combination of these

parameters as in Eq.(2.2). The spiral scan waveforms can be generated by using a

zero phase shift and identical values for frequency and amplitude in the formula of

the Lissajous scan.

 x(t) = Ax cos(ωxt+ ϕx)

y(t) = Ay sin(ωyt+ ϕy)
(2.2)

The linear raster scan is the most widely used method for AFM imaging. This

scanning pattern ensures a constant relative speed between the probe-tip and the

sample during scanning. This is helpful to form a consistent topography measure-

ment as the properties of the sample surface may depend on the scanning speed. On

the other hand, due to the sharp turning angle of the triangular or sawtooth wave-

forms used in the scanning command, higher harmonics of the scanner can be excited

during in-plane scanning. Fourier series expansion can be used to analyze the periodic

triangular scanning signal as in Eq.(2.3).

ytriangle(t) =
8Ay

π2

∞∑
k=0

(−1)n
sin(2πfy(2n+ 1)t)

(2n+ 1)2
(2.3)

A similar series expansion can be performed for the sawtooth wave as shown in
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Eq.(2.4).

ysawtooth(t) =
Ay

2
− Ay

π

∞∑
n=1

(−1)n
sin(2πnfyt)

n
(2.4)

Taking more than the first 5 terms of the Fourier series expansion is usually

sufficient. It can maintain a good scanning linearity and reduce the effect of the

unwanted high frequency harmonics beyond the bandwidth of the scanner. However,

this would still limit the frequency of the triangular or sawtooth waveforms to be at

least one order of magnitude smaller than the scanner bandwidth. To increase the

imaging throughput, other scanning trajectories are considered.

A detailed analysis of the scanning pattern is available in the literature [75]. Based

on the analysis, The spiral scan pattern requires the lowest scanning frequency for

the scanner. The Lissajous scan pattern allows different frequencies to be used in the

x and y directions for the scanner. However, twisting dynamics of the cantilever may

be excited with both spiral and Lissajous scan patterns.

The sinusoidal raster scan is the most common choice for high-speed imaging for

its several benefits. First, only one fast axis is needed, which makes AFM scanner

design less challenging. Second, the cantilever twisting dynamics is not excited since

the fast scan axis tip-sample interaction force does not create a torque around the

longest axis of the cantilever. Third, the fast axis can operate near or even above

the resonance frequency. Fourth, the reference command is periodic and suitable for

internal model based repetitive control techniques. Last but not least, a square image

can be created, which is difficult with spiral scan.

2.2.3 Actuators and Sensors for AFM Scanners

The actuator and sensor capabilities are important for the design of AFM scanners.

On the microscopic scale, a number of physical principles that are not suitable for

macroscopic applications can be used as actuators or sensors. In this section, we

take a closer look at the actuators and sensors that are available for nano-positioning

applications.

59



Nanoscale Actuators For AFM positioning systems, the actuator converts elec-

tromagnetic energies into mechanical forces and motion. Piezoelectric, magnetostric-

tive, electrostatic, electrothermal and electromagnetic effects have been used to design

high-precision actuators [76]. We will primarily focus on the piezoelectric actuators

as they are widely used in nano-positioner design. Selected stacked piezoelectric actu-

ators used in this work are shown in Fig. 2-3. Piezo actuators are usually constrained

in flexures for improved dynamics or motion amplification [77].

Figure 2-3: Selected piezoelectric actuators used in this work: (a) PI PL022.31 stacked

piezo (2 × 2 × 2 mm), (b) Noliac NAC2013 stacked piezo (5 × 5 × 2 mm) (c) PI P-

885.11 stacked piezo (5× 5× 9 mm), (d) PI P-141.10 shear piezo (10× 10× 12 mm),

(e) piezo buzzer typically used in speakers

Piezoelectric effect is the charge generation across unit area described by the

electrical displacement D when mechanical stress τ is applied. The converse effect is

the generation of mechanical strain ε with externally applied electric field intensity

E. The coefficients associated with the four quantities result in a total of C2
4 = 6

constitutive relations between each pair. Variables within the mechanical domain

and the electrical domain are related by the the mechanical stiffness modulus k, and

the electrical permittivity α. Four more coefficients are defined for the cross-domain

constitutive relations as shown in Eq.(2.5). The subscripts i and j corresponds to the

direction of 3 linear and 3 rotational degrees of freedom. The superscript E and D
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indicates the relation is defined when the other relations are held constant.



dij :=
(

∂Di

∂σj

)E

eij :=
(

∂Di

∂εj

)E

gij :=
(

∂Ei

∂σj

)D

hij :=
(

∂Ei

∂εj

)D

(2.5)

The piezoelectric effect can be used for both sensing and actuation. The piezoelec-

tric charge constant dij or the piezoelectric voltage constant gij are commonly used

to determine the sensitivity or gain. With the ideal assumption that the energy is

conserved within the electrical and mechanical domains, along each directional pair,

the relation E ×D = σ × ε can be used for easy computation of the variables.

A piezoelectric actuator (abbreviated as "piezo actuator") uses the converse piezo-

electric effect. It produces mechanical forces and motions from applied electrical

voltage and current. Typical piezo actuators are formed by stacking multiple layers

of piezoelectric ceramic materials where 1 mm thickness can generate approximately

1 µm motion range corresponding to a 1 : 1000 strain ratio. Typical stacked piezo

actuators operate with an externally applied voltage between 100 V to 300 V . The

large voltage and the small motion range is ideal for realization of high-precision po-

sitioning. For example, if an actuator has 100 V corresponding to 10 µm motion

range, a 10 mV voltage increment would result in a 1 nm motion change. In addition

to its precision, a large force on the order of hundreds of Newtons can be generated

with piezo actuators with a cross section as small as 25 mm2, which makes them ideal

to achieve high bandwidth. Piezo actuators are very suitable for position and hold

applications as the force can be maintained by the applied voltage without power

dissipation in principle as no current is flowing. Both normal motion and shear mo-

tion can be realized depending on the orientation of the piezoelectric effect. Detailed

modeling of piezo actuators as dynamic systems are discussed later in this chapter.

The magnetostrictive effect is the expansion or contraction of ferromagnetic ma-

terials with externally applied magnetic fields. The magnetoristrictive actuators can

achieve high-precision positioning with a high force density on the same order as
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piezoelectric actuators. However, the confinement of magnetic fields to avoid af-

fecting external components are more difficult than the piezoelectric actuators and

therefore used less often in nano-positioning applications.

The force generated by the electrostatic effect is usually too small for macroscopic

AFM positioners. However, it can be used to actuate objects on the microscopic scale

such as the AFM cantilever. The electrostatic actuator can be micro-fabricated to

drive the positioner embedded in an active probe as will be discussed in Chapter 4.

The electrothermal actuation principle utilizes the thermal expansion of heated

elements to generate force and motion. It can also be used for driving microscopic

cantilevers and actuators.

By using the Lorentz force, electromagnetic actuators are capable of high precision

positioning over a large range. A simple realization of electromagnetic actuation

is the voice coil actuator using a permanent magnet and a coil for one degree of

freedom motion. Magnetic levitation stages with six degrees of freedom are widely

used in the semiconductor industry for handling of silicon wafers. In most cases,

feedback control with high-precision sensors are needed for electromagnetic actuators

to hold the position. Using mechanical elastic elements to maintain the position

without sensors is possible but used less often due to two reasons. First, designing

elastic elements for large motion range can be difficult. Second, the power dissipation

during position and hold application are not reduced as the current flow is required

to produce the Lorentz force.

In summary, several physical principles can be used for actuators to produce

microscopic motions. The piezoelectric actuators are most widely used in AFM high-

precision scanner design with its suitable characteristics with a few exceptions for

specialized applications.

Nanoscale Positioning Sensors

Nanoscale positioning sensors are not necessary for AFM scanners. However, they

can be helpful to provide feedback signals to the controllers for improved positioning

accuracy. Resistive strain gauges, capacitive sensors and laser interferometers are

most widely used in nano-poistioning systems for motion measurement. Three types
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of the sensors used in this work for nano-positioner design are shown in Fig. 2-4.

Figure 2-4: Selected nano-positioner sensors used in this work: (a) a resistive foil

strain gauge (left), a strain gauge attached on P-885.11 piezo actuator (middle) and

zoomed in view (right), (b) MicroSense 6501 active capacitive probe and 6810 active

gauging module, (c) SIOS SP-120 laser interferometer sensor head

A resistive strain gauge is a transducer that converts the strain change due to

externally applied forces to a change in the relative resistance. The resistance R of a

resistor is related to the length L, the cross sectional area A and the resistivity ρ. The

relative resistance change ∆R/R is affected by both the geometric change and the

piezoresistive effect for resistivity change due to mechanical stress. The sensitivity of a

resistive strain gauge is characterized by the gauge factor G as shown in Eq.(2.6). The

formula is derived by taking the partial derivative of each element in the resistance
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formula.

R = ρ
L

A
⇒ G =

∆R/R

εlong
=

∆R/R

∆L/L
= (1 + 2ν) +

dρ/ρ

εlong
(2.6)

In addition to the variables defined before, εlong is the longitudinal strain and

ν is the Poisson’s ratio of the material. For most strain gauges made of metals,

the geometric change determines the gauge factor and the resistivity change can be

neglected. Since the Poisson’s ratio is a constant typically ranging between 0.3 to 0.5,

the gauge factor would usually be between 1.6 to 2. As the strain change and therefore

the resistance change is usually small (less than 1 percent), a Wheatstone bridge

circuit is used to measure the resistance change with more discussion in Chapter

3. The change of resistivity with mechanical stress or strain is the piezoresistive

effect that can be observed in certain materials such as doped semiconductor. The

piezoresistive coefficients can be much higher than the Poisson’s ratio and therefore

used in active cantilever probe design with more details in Chapter 3.

For AFM positioner design, the strain gauge can be attached to the side of a piezo

actuator to measure its motion after calibration. Strain gauges have good resolution,

linearity and repeatability. They are also cost efficient and easy to use. However, the

measurement bandwidth and sensitivity to thermal expansion are the main limita-

tions. Due to the mechanical structure of the stain gauge, measurement bandwidth

beyond 5 kHz can be difficult to realize. As the measurement of strain is local and in-

direct, it is also difficult to distinguish the actuator motion from temperature change

induced strain. Moreover, the location to place the strain gauge needs to be designed

based on analysis results from mechanics.

Capacitive sensors are based on the principle of a parallel plate capacitor with

governing equation shown in Eq.(2.7).

C =
ϵA

d
(2.7)

where C is the capacitance, A is the area of the plate, d is the distance between the

parallel plates, and ϵ is the electrical permittivity of the material between the plates.
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For implementation, capacitive sensors require a conductive path. The path forms

a loop between the sensing target and the housing of the sensor used as ground in the

circuit loop. While the housing of the sensor is usually mounted to the fixed frame of

the positioner, the center active area of the sensing probe is placed in close proximity

to a clean conductive surface of the measurement target. The capacitance of the

parallel plate capacitor formed between the sensor active area and the target surface

of the scanner can then be measured electrically to derive the relative distance.

Capacitive sensors have better measurement capabilities than strain gauges. The

capacitive sensors can achieve measurement ranges over hundreds of microns at sub-

nanometer resolution with over 100 kHz bandwidth. These capabilities make the

capacitive sensor an ideal choice for high-end positioning system design. However,

due to the conductive loop and flat surface requirement, it is more difficult to use

than the strain gauges. The capacitive sensor (several thousand dollars) is also more

expensive than the strain gauge (several dollars).

Laser interferometer is another powerful versatile instrument for position mea-

surement on the nanoscale. The interference pattern formed on the photodiode can

be used to precisely measure the relative motion across using the laser wavelength

as a reference ruler. The instrument is capable of measurement over macroscopic

range at sub-nanometer resolution with over 1 MHz sampling rate. As long as a flat

reflective surface is accessible by the beam of laser, the motion of the scanner can

be measured on the nanoscale. The size of the beam spot is typically over hundreds

of microns while focusing lens can be used to further reduce the diameter down to

several microns for measurement of MEMS devices.

The flexibility of the laser interferometer makes it an ideal tool for testing and

calibration of nano-positioning systems. Using the laser wavelength as reference, it

also does not need calibration of length as required by the strain gauge and capacitive

sensor. However, due to its high cost (tens of thousands of dollars) and relatively

bulky size, it is usually not included in an AFM positioning system as feedback

sensors for regular use.

In summary, both strain gauges and capacitive sensors can be used for AFM
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positioning system design. Laser interferometers are used more widely for AFM posi-

tioning system calibration. A number of other techniques can be used for nanometer

resolution displacement measurement such as the electrostatic sensor, the linear vari-

able differential transformer, the giant magnetoresistance sensor, etc. These sensors

are not discussed here as they are not commonly used as feedback sensors in the AFM

scanner design.

2.2.4 AFM Scanner Design Considerations

A simple AFM scanner design primarily includes two aspects. They are the selection

of actuators and the geometric design of the constrain structure. Sensors may also be

added for feedback controllers depending on the application. As the motion principles

of piezo actuators have been discussed before, we focus our attention on the constrain.

The design of AFM scanners needs to comprehensively consider the target application,

the required imaging parameters and the scanning pattern.

Flexure structures are usually used to constrain piezo actuators. They can be used

to both reduce or amplify motion from. When designed correctly, flexure structures

are compliant in the target directions as bearings without friction and rigid in other

directions as constraints. For flexure design, the kinematics, range of motion, stiffness,

loading capacity, structure bandwidths and ease of fabrication need to be considered.

For simple flexure structures, analytical formulas can be used to analyze the design.

Finite element analysis methods are needed for designs with more complex geometry.

A systematic analysis of various flexure designs are summarized in the Freedom,

Actuation, and Constraint Topologies (FACT) library can be used as references [78,

79]. To fabricate flexure structures, the electrical discharge machining (EDM) method

is preferred as it does not apply mechanical force on the flexure like conventional

milling and yields no heat affected zone like laser cutting. EDM also allows tight

tolerance control to accurately realize the desired dimension of the flexures.

AFM systems typically have three linear axis of motion. Both serial and parallel

kinematic structures can be used as shown in Fig. 2-5. The serial kinematic design

stacks multiple simple axis scanner stages for easy design and fabrication. The reso-
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nance frequency of each axis can be different as the bottom axis carries the mass of the

top scanners in the stacked structure. The axis alignment needs to be accomplished

carefully to ensure orthogonality. In a parallel kinematic design, multiple actuators

drive the same platform to offer reduced mass and therefore increased resonance fre-

quency in all axis. The parallel design is more difficult to fabricate and used more

often in high-end applications.

Figure 2-5: Serial kinematic (left) versus parallel kinematic (right) positioners

There are several related subsystems to support the AFM scanner. For high-

speed AFM scanner design, the dynamics and linearity of both the actuator and the

structure need to be considered in controller design. In addition, capabilities of the

scanner support systems such as the driving electronics and data acquisition system

also need to be extended to ensure the functionality of the scanner.

2.3 AFM Scanner Modeling and Characterization

The design of high-performance AFM scanners benefits significantly from good dy-

namic system models. In this section, the modeling and system identification methods

commonly used and developed in this work for AFM scanner design are discussed.

More details on the modeling of cantilever probe dynamics and AFM imaging are
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discussed in Chpater 3.

2.3.1 Linear Dynamic Model

Being continuous structures, AFM scanner flexures have an infinite number of res-

onance modes. For practical considerations, AFM scanners operate below the first

resonance frequency so that a second order mass-spring-damper system model is suf-

ficient to capture the main linear dynamics. As a generic model, the displacement x

can be described by the differential equation in Eq.(2.8). The key parameters include

the mass m, the linear damping b, the spring stiffness k and the actuator force F .

m
d2x(t)

dt2
+ b

dx(t)

dt
+ kx(t) = F (t) (2.8)

Figure 2-6: Variable definition (left) and lumped parameter mass-spring-damper

model (right) for a flexure constrained piezo actuator with mass load

This is a linear constant coefficient time invariant system. The parameters of the

system are assumed to remain unchanged over time. The transfer function of the

system can be derived by taking the unilateral Laplace transformation in Eq.(2.9).

X(s)

F (s)
=

1

ms2 + bs+ k
(2.9)
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For nano-positioner design, the mass m is replaced with the effective mass meff

that includes the piezo mp, flexure structure mf and load being carried ml. For

most one-axis scanner design, a stacked piezo actuator is grounded on one end and

constrained on the other end with a flexure to move a load. The effective mass of the

system can then be written as in Eq.(2.10). The one-third factor of piezo mass arises

as the fixed end is not moving while the the constrained end is moving together with

the flexure and the mass load. Therefore, the velocity of the scanner linearly increase

along its motion axis.

meff =
mp

3
+mf +ml (2.10)

The damping term in the equation is usually small and can originate from various

sources. Direct measurement of damping coefficient is difficult and therefore usually

obtained by fitting the model parameters to the frequency response obtained using

system identification methods.

The spring constant term depends on both the piezo actuator stiffness kp and the

flexure stiffness kf . The piezo actuator stiffness kp can be obtained by dividing the

maximum blocking force Fblock by the maximum displacement without load ∆Lmax

as in Eq.(2.11).

kp = Fblock/∆Lmax (2.11)

The stiffness of the flexure kf is usually easy to obtain. It can be computed from

theoretical analysis of beam bending mechanics, applying FEA methods to the CAD

design or direct measurement of deformation with known force.

The force input to the system is generated by the piezo actuator and applied to

the flexure to move the load. It is in general proportional to the applied actuator

voltage with some nonlinearities as discussed in the next section.
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2.3.2 Piezo Actuator nonlinearity Model

Piezoelectric materials exhibit nonlinearities that can become problematic [80]. The

main nonlinearities important for motion control are the hysteresis and the creep.

The non-linear capacitance of the piezo actuator can also be important for driver

design considerations. In this section, selected models to capture the piezo actuator

nonlinearities are discussed. These models can later be used in simulation study or

controller design for nonlinearity compensation.

Hysteresis Model

The hysteresis effect is widely observed in piezoelectric and electromagnetic phe-

nomenons. For a system with hysteresis nonlinearity, the output of the system not

only depends on its current input command but also on its internal states and the

input history. This memory-like phenomenon is commonly observed in many electro-

magnetic systems. For a piezoelectric actuator, the hysteresis effect exists between

the input voltage and the output mechanical force, which distorts the ideal linear

relationship from the constitutive relationship.

The hysteresis effect in piezo actuators arises on the microscopic level. Many

piezoelectric materials have a domain switching phenomenon. When the externally

applied electric field reaches a threshold, the polarization direction of the microscopic

elements change. To reverse the polarization direction to its original state, a different

threshold needs to be reached. Moreover, the microscopic elements have different

activation and deactivation thresholds for polarization direction change. This phe-

nomenon is difficult to model analytically and therefore a number of phenomenological

models based on hystrons are created.

Hystrons are used as basic elements of the hysteresis effect. The microscopic

view of elements having different thresholds for activation gives the intuition for

hystron models. Hystrons are microscopic elements that work together to generate the

macroscopic hysteresis effect. Based on this idea, a number of hystron operators have

been created such as Preisach operator, Prandtl operator, modified Prandtl-Ishlinskii

operator, Krasnoselskii-Pokrovskii operator, etc. Other hysteresis models can also be
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used [81]. Examples include the Duhem Model model, the Coleman-Hodgdon model,

the Jiles Anthernon model, the Maxwell resistive capacitance model, etc.

In this chapter, we focus our discussion on the Preisach operator model. It is

conceptually simple and captures the hysteresis phenomenon effectively [82]. The

equation of a single Preisach hystron is shown in Eq.(2.12). The key variables include

the time dependent input voltage V and the output force Fα,β for a hystron with

activation level α and deactivation level β.

Fα,β[V ](t) =


1 V (t) > α

F (t− 1) β ≤ V (t) ≤ α

−1 V (t) < β

(2.12)

The hysteresis model of a piezo actuator is obtained by combining the contribution

of all hystrons. Hystrons with different thresholds α and β (β < α) can have different

weights. The minimum and maximum values of the threshold can be set to the rated

piezo actuator operation range. The visualization of a single generic Preisach hystron

element and a hysteresis activation plane with α versus β is shown in Fig. 2-9.

Within the α−β plane, the increase of input voltage activates the hystrons along

the α axis. The decrease of the input voltage deactivates the hystrons along the β

axis. It is evident from the visualization in Fig. 2-9 that a number of hystrons are left

activated with a loop sweep of the input voltage. These hystrons together contribute

to the hysteresis nonlinearity. The overall actuator output force F (t) is obtained by

integrating all the activated hystrons with corresponding weights w(α, β) over the

triangle in the α and β plane.

F (t) =

∫∫
α≥β

w(α, β)Fα,βdβdα (2.13)
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Figure 2-7: Preisach hysteresis model: (a) force versus voltage plot of a single hys-

tron operator with activation level α and deactivation level β, (b) increasing voltage

hystron elements activation map, (c) decreasing hystron elements deactivation map

To numerically implement the model, the α and β values are discretized into finite

segments. Discretized summation can then be used to replace continuous integration.

A model with 100 level discretization for both α and β is created based on the

discretization for a P-885.11 piezo actuator from PI used in this work. The actuator

is specified to have 0−100 V input voltage and 0−300 N output force. The simulation

of a Preisach hysteresis model with assumed equal weights is shown in Fig. 2-8. The

true weights for each hystron is assumed to be a constant and need to be identified

with experiments, which will be discussed in the next section.

Hysteresis is an important nonlinearity to be considered especially for high-bandwidth

applications. The Preisach model can be identified and inverted for feedforward con-

trol [83]. If sensors are available, feedback control techniques can be used to treat the
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nonlinearity compensation as a disturbance rejection problem. Since the focus of dis-

cussion in this chapter is for modeling and characterization, more detailed discussion

on hysteresis compensation are provided in Chapter 4 and 5.

Figure 2-8: Matlab implementation of simulated hysteresis curves for assumed equal

Preisach hystron weights across the α− β plane with hysteresis loop (left) and devi-

ation from the triangular reference command (right)

Creep Model

The creep nonlinearity is the long term drift of the piezo actuator output with an

unchanged input signal. This is a nonlinearity that becomes important in the steady

state motion control since the piezoelectric material dipole reorientation process takes

significant longer time than the switching of direction. A logarithmic relationship is

typically used to model the creep nonlinearity [84] as in Eq.(2.14). The creep rate

factor γ is defined as the rate starting at time equal to 0.1 s when the input command

signal is set to a constant starting at t = 0.

∆x(t) ≈ ∆x(t = 0.1)

[
1 + γ log10

(
t

0.1

)]
(2.14)

The creep effect is easy to compensate with feedback control. The long term drift

can usually be eliminated with an integral controller. Open loop compensation is also

possible with the identified model [85].

Non-linear Capacitance

In the electrical domain, the piezoelectric actuator can be modeled as a non-ideal

73



capacitor. The electric model can be approximated by an ideal capacitor with a series

equivalent resistor. Electrical power can dissipate through the equivalent resistor to

cause heat dissipation. Moreover, the capacitance value varies with the applied volt-

age, temperature and mechanical load. The capacitance affects the current require-

ment significantly, this nonlinearity needs to be considered for the driving electronics

design. As a rule of thumb, adding a safety factor of 70% to the capacitance would

be sufficient to account for the capacitance variation [86].

2.3.3 Scanner System Identification Methods

To capture the dynamic performance of the scanner, system identification and sig-

nal processing techniques are applied. For linear dynamics, obtaining the frequency

response of the scanner is usually sufficient for controller design purpose. The param-

eter values can be fitted through least square estimation if needed. For the non-linear

dynamics, the goal of system identification is to estimate the weights of the discretized

model so that it can be inverted to compensate for the positioning inaccuracy. This

section illustrates the system identification methods used in this work.

Linear Dynamics Identification

There are primarily two methods commonly used to obtain the frequency response

of the scanner. They are the frequency sweep and the stochastic signal system iden-

tification.

During a frequency sweep, a sine wave with controlled amplitude and phase is

used. It can be applied as the input to a simple input single output (SISO) system.

The frequency of the sine wave input is gradually increased either in a linear or a

logarithmic scale. For a linear time invariant system, the output of the system in

response to a sine wave input is another sine wave at the same frequency but with

a different amplitude and a different phase after the initial transition period. The

amplitude ratio and the phase difference between the steady state output and the

known sine wave input can be measured at each frequency to form the Bode plot.

To achieve accurate measurement of the Bode plot, the linearity of the system and

the signal to noise ratio are both important. As an example, a simple time delay
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nonlinearity in the measurement system can appear as a frequency dependent phase

lag in the Bode plot. Significant hysteresis nonlinearity can become problematic.

A dynamic signal analyzer is typically used for an automatic sweep to generate

the Bode plot. The algorithm can also be custom implemented on data acquisition

systems. The frequency sweep can not only be used for system identification of the

scanner but also for the cantilever probe in dynamic mode operation. A custom im-

plementation with National Instruments data acquisition system is used in this work.

The applications include identification of the AFM positioning system dynamics and

cantilever resonance for dynamic mode operation.

Instead of sweeping through the frequency spectrum one point at a time, a stochas-

tic system identification procedure can be applied to get the response of a range of

frequencies simultaneously. To do so, a bandwidth limited white noise signal is used

as the input to excite the dynamics of the system.

By definition, the power spectral density is just the Fourier transformation of the

auto-correlation function for a signal. An ideal white noise signal is assumed to have

a constant power spectral density Sx = σ2
w across all frequencies, which corresponds

to an ideal scaled impulse function for the auto-correlation function. This essentially

means all the samples in the signal are all independent from each other.

To generate a white noise signal, a series of independent samples with identical

statistical distribution are sampled. If each sample follows a Gaussian distribution

with zero mean and variance σ, a Gaussian white noise is obtained. In practice, the

white noise are always bandwidth limited by the data acquisition system so that the

power spectral densities at higher frequencies are attenuated.

During system identification, a band-pass filter is added deliberately to process

the signal. This helps to concentrate the energy in the frequency range of interest.

The cross power spectral density Sxy(f) is related to the power spectral density of

the input signal Sx(f) and the system transfer function H(f) as shown in Eq.(2.15).

The system transfer function H(f) can be derived after obtaining Sx(f) and Sxy(f).

Sxy(f) = H(f)Sx(f) ⇒ H(f) =
Sxy(f)

Sx(f)
(2.15)
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To determine the linearity of the system, the magnitude-squared coherence Cxy(f)

can be used. It has a range between 0 to 1 and is defined as in Eq.(2.16). An ideal

constant coefficient LTI system without additional noise signals would yield a value

of 1 while the presence of system nonlinearities or noise signals will result in a value

closer to 0.

Cxy(f) =
|Sxy(f)|2

Sx(f)Sy(f)
(2.16)

A binary stochastic signal is preferred for piezo actuator system identification. A

threshold can be applied at the mean of a stochastic signal to convert the samples

into binary values. The resulting binary stochastic signal can be used as the input for

system identification without exciting the hysteresis nonlinearity. This is because the

system switches between two states without exciting the memory effect of hysteresis.

The hystrons that are changing directions fall in a triangle in the α−β plan between

the two values of the binary signal as the orange area in Fig. 2-9.

The general procedure for applying binary stochastic system identification for

AFM scanners is summarized below.

1. Generate a white noise signal

2. Filter the signal to keep frequencies of interest

3. (Optional) threshold the signal at zero value to obtain binary values

4. Record the signal input x[n]

5. Record the signal output y[n]

6. Compute the cross power spectral density of x[n] and y[n]

7. Compute the auto power spectral density of x[n]

8. Solve for both the system transfer function and coherence value

Compared to the sine wave sweep method, the binary stochastic system identifi-

cation method has several benefits. It is faster to obtain the frequency response. It

also does not excite the hysteresis nonlinearity in the piezo actuators.
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For signal processing software development, a number of built-in Matlab func-

tions are available. To implement the math operations starting from the low level,

the "cpsd" function can be used to estimate the cross power spectral density and

compute the desired transfer function. On the high level, the "efte" function and

"mscohere" function can be used to estimate the transfer function and coherence.

More information on the system identification and parameter settings can be found

in [87, 88, 89].

Hysteresis Model Identification

In this section, we discuss the identification of hysteresis nonlinearity modeled

with the Preisach operator. The parameters of the model can be obtained by least

square estimation of experimentally measured data.

A Preisach model with discretization level nd is used for the range of hystron

elements αmin, αmax, βmin, βmax. The total number of weights Nh to be fitted is given

in Eq.(2.17).

Nh =
nd(nd + 1)

2
(2.17)

In order to identify the Nh weights, a signal that sweeps across the entire range

of α and β is applied. A suitable signal should cover the entire range and excite

the system sufficiently so that the memory of all hystrons are cleared and the states

are activated and deactivated during the process. As shown in Fig 2-9, a sinusoidal

waveform with increasing gain and increasing amplitude so that the minimum values

are always αmin is selected as a suitable input signal for system identification.

Both the input and output signals can be recorded for a total of Nt samples. The

activation state of each hystron at discrete time measurement tj can be computed for

each time instant as shown in Eq.(2.18).

F (tj) =

Nh∑
i=1

wiFi(tj) + η0 (2.18)
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Figure 2-9: Hystron weights identification for Preisach model: (a) discretized α − β

plane, (b) sinusoidal sweeping signal with increasing amplitude (right)

The actual force output F (tj) can be measured indirectly through position of the

scanner with calibrated flexure stiffness. The weight wi and offset η0 are time inde-

pendent and need to be identified. The estimated force output of each hystron Fi(tj)

are computed with the activation state and corresponding weight to be identified.

With a total of Nt >> Nh measurements, an over constrained set of equations can

be written in matrix form as in Eq.(2.19).


F (t1)

F (t2)
...

F (tNt)


︸ ︷︷ ︸

F: Nt×1

=


F1(t1) · · · FNh

(t1) 1

F1(t2) · · · FNh
(t2) 1

... . . . ... 1

F1(tNt) · · · FNh
(tNt) 1


︸ ︷︷ ︸

A: Nt×(Nh+1)


ŵ1

...

ŵNh

η̂0


︸ ︷︷ ︸

W: (Nh+1)×1

(2.19)

Without considering the constrains, the solution of this linear regression problem

can be written with the pseudo inverse as in Eq.(2.20).

Ŵ = (ATA)−1ATF (2.20)

The FINAL solution can be different if the non-negative Preisach model parameter

constraint is considered. Non-negative least squares algorithms such as the active-
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set method are used. The "lsqnonneg" function in Matlab software can be used to

solve this optimization problem. Weights that are non-significant can be neglected.

A number of other identification methods including parametric methods and online

identification methods have also been proposed with more details in reference [81].

2.4 AFM Scanner Design Examples

In this work, a number of AFM scanners have been designed for different AFM

imaging application scenarios. A review of AFM scanner development is provided

first. The implementation and characterization of the three AFM scanners developed

in this work are then discussed in detail.

2.4.1 Review of Scanner Development

Piezo tube is the most common used scanner design for commercial AFM systems.

As shown in Fig. 2-10, a hollow tube structure with piezoelectric material is split into

four quadrants on the outer surface with inner surface as electrical ground. In this

design, the piezoelectric tube has outside diameter D, length L, tube wall thickness

h and piezoelectric constant d31.

Figure 2-10: Piezo tube scanner: (a) example scanner on a Bruker Multimode 8

AFM in the lab, (b) actuation principle illustration of a four quadrant piezo tube

with exaggerated motion
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If a common mode voltage is applied to all four quadrants, a vertical motion in

the Z-axis is generated. A differential voltage Vx between the X+ and X− electrodes

will cause a tilting motion of on the top of the tube. The x-axis direction motion ∆x

is given in Eq.(2.21) with variables defined previously. With the length of piezo tube

typically around several centimeters and the motion range ∆x on the order of tens

of micrometers, the tilting angle is very small and can be neglected in practice. The

motion in the Y -axis direction is similar and also shown in Eq.(2.21).


∆x = 2

√
2d31L2

πDh
Vx

∆y = 2
√
2d31L2

πDh
Vy

∆z = d31L
h

Vz

(2.21)

Compared to scanners with flexure constrained piezo actuators, the piezo tubes

are easier to design and fabricate. The scanner can be used in vacuum environments

if a suitable material such as lead zirconate titanate (PZT) is used. Although suitable

for conventional applications, the bandwidth of the piezo tube scanner is limited to

several hundred Hertz, which is insufficient for high-speed applications. It is also

desired to remove the slight motion coupling due to the tilting motion especially for

large scanning ranges.

To improve the imaging throughput of SPM systems, the bandwidth of the scanner

needs to be increased. With a simplified linear second order system model of the

scanner with very small damping, the natural frequency ω =
√

k/m is approximately

given by the square root of stiffness k and mass m. A higher stiffness will increase

the resonance but also the actuator force. However, to increase the actuator force, an

actuator with larger cross sectional area and therefore larger mass is needed, which

reduces the resonance frequency. Therefore, the bandwidth of the scanner is typically

limited. Moreover, there is a trade-off between the bandwidth and the range. With

the limited 1 : 1000 strain ratio of piezo material, a larger actuator or amplifying

flexure structures are needed, which would increase the mass and reduce the scanner

bandwidth.

A number of scanners have been developed over the years using piezo actuators [90,
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91, 92, 93, 94, 95]. A good review of the scanners with various range and bandwidth

combination can be found in a review literature [96]. If only a small imaging range

is needed, a frame rate over 80 FPS for 128 by 128 pixels with 300 nm by 300 nm

range can be achieved [97]. One way to simultaneously achieve large scanning range

and high bandwidth is to excite the structure resonance. As an example, a quartz

resonator with resonance frequency excited has been used as a scanner to cover a

large in-plane square range at hundreds of microns by hundreds of microns with over

one thousand lines per second [98]. Researchers have also created MEMS structure

based scanners as an alternative approach to improve the bandwidth performance of

the scanner [99, 100].

In our group, we have approached the high-speed and large-range AFM scan-

ner design using two strategies. The first strategy is to use multi-actuated scanner

that covers large-range overview and high-speed imaging separately, which will be

discussed in detail with the multi-actuated music wire scanner design. The second

strategy is to properly constrain the piezo actuators with a multi-layer stacked flex-

ure structure to suppress unwanted resonance modes. Multiple generations of scanner

designs have been evaluated to improve the performance and resolve undesired effects

such as motion coupling.

2.4.2 Multi-actuated Scanner for Overview and Zoom

In this approach, the design philosophy is to treat the bandwidth and range require-

ments separately with overview and zoom. A large-range static image is taken first

to provide an overview of the sample to identify the area of interest. The system then

zooms into the target area for high-speed imaging. Using a single scanner to cover

these two tasks is challenging and therefore a multi-actuated design is used.

Shear Piezo Multi-actuated Scanner

The first generation of this design concept uses a 5 axis serial kinematic design

as shown in Fig. 2-11. A shear piezo actuator is used for positioning of the high-

bandwidth X1 axis. This design was originally implemented and extensively studied

by previous lab members with details in [76].
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The X1 and Z1 axis requires high speed motion. The X2, Y and Z2 positioners

can cover a large motion range with specifications summarized in Table 2.1. Notice

that there is no need for a high-bandwidth Y axis scanner since its require bandwidth

is only half of the frame rate at tens of hertz, which is easy to realize even with the

large range positioner.

Figure 2-11: Shear piezo multi-actuated scanner design: (a) front view of CAD design

with axis labels, (b) picture of the implemented of the scanner in the lab

Axis Actuator Range (µm) Scanner Range (µm) Bandwidth (Hz)
Z1 2.2 1 100 k
X1 10 8 5 k
Z2 6.5 5 5 k
X2 120 100 180
Y 120 100 165

Table 2.1: Performance summary of the shear piezo multi-actuated scanner design

For implementation, a PL022.31 piezo actuator from PI is used for the Z1 axis.

A P-141.10 shear piezo is used for fast the X1 axis; a P-885.11 piezo actuator is used

for the Z2 axis. A P-611.XY positioner is used for the X2 and Z axis. This design

has been utilized to perform quasi-video-rate imaging at 8 frames per second [76].
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The shear piezo scanner design suffers from several limitations. First, there is a

motion coupling between the Z1 axis and the X1 axis due to the P-141.10 shear piezo

intrinsic material property and thermal expansion. Second, the range of the Z2 axis

can be insufficient for large-range imaging with sample tilt while unnecessarily large

for zoomed-in high-speed imaging. The split of actuator efforts to both Z1 and Z2

axis also complicates the controller design. Third, the bandwidth of the X1 axis can

be further improved to achieve higher scanning rates.

Music Wire Multi-actuated Scanner

The second generation design following this concept is shown in Fig. 2-12. Instead

of using a sheared piezo, two P-885.11 piezo actuators are used to push a center stage

constrained by music wire on ball bearings as the X1 axis. This resolves the motion

coupling issue caused by the shear piezo and allows a scanning higher bandwidth.

Figure 2-12: Music wire multi-actuated scanner design: (a) front view of CAD design

with axis labels, (b) isometric view of the scanner CAD design, (c)picture of the

implemented scanner in the lab

The dual-actuated fast X1 axis structure can be modeled as a second order mass

spring damper system. It has two force inputs from the piezo actuators as shown

in Fig.2-13. The linear damping arises from the contact between the central stage

and ball bearings. The spring constant arises from the stiffness of the piezo actuators

that can be computed by dividing the maximum blocking force by the maximum

displacement for the piezo when unloaded. The transfer function for the lumped
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parameter model is shown in Eq.(2.22).

X1(s)

F1(s)− F2(s)
=

1

meffs2 + bs+ 2k
(2.22)

where X1(s), F1(s) and F2(s) are the Laplace transform of the X axis displacement

and actuator forces, meff is the effective mass of the system, b is the damping coeffi-

cient and k is the stiffness of a single piezo actuator.

Figure 2-13: Model of the dual actuated X-axis music wire multi-actuated scanner

The X1 axis is the focus of bandwidth improvement. The Bode plot and mag-

nitude square coherence value obtained from binary stochastic system identification

procedure is shown in Fig. 2-14. The empirical transfer function estimate method

implemented in Matlab is used to obtain the transfer function in blue. The magni-

tude square coherence function is shown to verify the integrity of the linear model

estimation. A least square fitting is also applied based on the second order model as

shown with the green curve in in Fig. 2-14.

To improve the positioning accuracy using feedback controllers, feedback sensors

are added. A high bandwidth 6501 active capacitive probe and a 6810 active gauging

module from MicroSense are used to measure the scanner X1 axis motion. More

information about this scanner design can be found in reference [101].

For positioning in the Z2, X2 and Y axis, large-range scanner is selected. A

commercially available P-611.XYZ piezoelectric positioner with parallel kinematics
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from PI is used. The music wire scanner is mounted on top of the P-611.XYZ scanner

in a serial kinematic configuration. The bandwidth and range performance of the

scanner is summarized in Table 2.2.

Figure 2-14: System identification results of the music wire multi-actuated scanner

fast X1 axis with Bode plot gain, phase and magnitude squared coherence

Axis Actuator Range (µm) Scanner Range (µm) Bandwidth (Hz)
Z1 2.2 1 100 k
X1 6.5 5 10 k
Z2 120 100 180
X2 120 100 180
Y 120 100 165

Table 2.2: Performance characteristics of the music wire multi-actuated scanner de-
sign
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2.4.3 Parallel Kinematic Flexure Scanner

High-bandwidth scanner designs without sacrificing the range of operation are pre-

ferred in many applications. As an initial attempt, a parallel kinematic flexure scanner

is designed as shown in Fig. 2-15. All three scanner axis are constrained using flexures

in this design. Electrical discharge machining techniques are used to fabricate fine

features of the scanner flexure in one piece where sharp angles cannot be achieved

with conventional machining techniques due to the radius of the end mill.

Figure 2-15: Parallel kinematic flexure scanner design: (a) CAD design of the flexure

with mounting structure, (b) top view of the fabricated scanner configured for X axis

dynamics testing

This design achieves 6 µm motion in the X axis scanning range but has a spurious

resonance mode at 5 kHz caused by coupling of flexures in other directions. More-

over, further increasing the actuator length reduces the first resonance frequency. As

indicated previously, a longer piezo actuator is needed for a larger traveling range.

In this case, the bending mode of the actuator instead of the axial resonance will

have the lowest frequency, which can also become significant to generate unwanted

low frequency resonance in this scanner design.
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2.4.4 Multi-layer Stacked Scanner

The goal of the multi-layer stacked scanner design is to address the challenge of

simultaneously achieving high-bandwidth and large-range scanning. The maximal

strain of a traditional piezo actuator is on the order of 1 : 1000. To achieve a travel

range of 20 µm, one would need to either use a longer piezo actuator with length

roughly around 20 mm or utilize flexures to amplify small deflection of a shorter

piezo actuator. In the first approach, the increased length of a piezo actuator would

not only increase the axial length and effective mass of the actuator but also change

the lowest resonance mode from axial compression and elongation to bending. The

lower frequency bending mode significantly reduces the bandwidth of the scanner.

In the second approach, the amplification flexure designs often result in coupling

dynamics that affects the dynamic performance in the other axis.

The main idea in this new design is to stack multiple short actuators with flex-

ure constrains between layers. The flexures can suppress unwanted low frequency

resonance without significant sacrifice of scanner travel range. This is very difficult

to achieve with a single larger piezo actuator for comparable operation range. An

illustration of the multi-layer stacked scanner is shown in Fig. 2-16.

Figure 2-16: Multi-layer stacked scanner design concept illustration

In the initial analysis and implementation of the design, a ten layer design is

used. We stacked 10 pieces of PL033.31 piezo actuator together for the X axis. Each
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actuator has a square cross sectional area width w = 3mm and a 2mm thickness with

2.2 µm unloaded travel range. A flexure with 0.2 mm thickness is used to constrain

each layer to suppress the undesired low frequency bending mode. The CAD design

and parameter labels are shown in Fig. 2-17. The centrosymmetric flexure design has

critical dimensions w = 3 mm and d = 2 mm as shown in Fig.2-17 (a). The CAD and

finite element analysis (FEA) are both conducted in Solidworks software. As shown

in Fig. 2-17 (b), the scanner has its first simulated resonance at 58.685 kHz along

the axial direction with first bending mode frequency over 120 kHz.

Figure 2-17: Multi-layer stacked scanner design: (a) flexure structure with dimension

labels, (b) Solidworks FEA simulation of 10-layer stacked scanner, (c) beam model

with fixed boundary conditions and distributed load, (d) lumped parameter dynamic

system model of the scanner

To capture the linear scanner dynamics, a multi-input model is created. We

denote the flexure surface displacement of each layer with respect to the fixed frame

of reference as xi where i represents the layer count starting from the base to the

probe position. We model each layer as a mass block connected to two sets of spring

kij and damper bij for the piezo actuator as well as another set of spring kii and

damper bii connected to the ground for the flexure. A 10 layer lumped parameter

model of the design is shown in Fig. 2-17 (d). Notice that the subscript i and j

corresponds to the connected mass block with mass index mi or mj. For simplicity,
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we also denote ki− := k(i−1)i, ki+ = ki(i+1) and ki := kii + k(i−1)i + ki(i+1) with similar

notation for b and for n layer scanner, m∗
n = mn +mp where mp is mass of the probe

assembly.

With the notation above, we can create a state space model of the system for an

n layer setup as in Eq.(2.23).

Ẋ = AX +BU, Y = CX +DU (2.23)

X = [x1, ẋ1, x2, ẋ2, ...xi, ẋi, ...xn, ẋn]
T

The system matrix A for an n layer scanner is provided in Eq.(2.24) with 2n rows

and 2n columns. Notice that the subscripts i and j are the layer indices.

A =



0 1 0 0 0 0 0 0 · · · 0

− k1
m1

− b1
m1

k12
m1

b12
m1

0 0 0 0 · · · 0

0 0 0 1 0 0 0 0 · · · 0

k12
m2

b12
m2

− k2
m2

− b2
m2

k23
m2

b23
m2

0 0 · · · 0

0 0 0 0 0 1 0 0 · · · 0

0 0
ki−
mi

bi−
mi

− ki
mi

− bi
mi

ki+
mi

bi+
mi

· · · 0
... ... . . . . . . . . . . . . . . . . . . ... ...

0 · · · 0 0 0 0 0 1 0 0

0 · · · 0 0
kj−

mj

bj−

mj
− kj

mj
− bj

mj

kj+

mj

bj+

mj

0 · · · 0 0 0 0 0 0 0 1

0 · · · 0 0 0 0
kn−
m∗

n

bn−
m∗

n
− kn

m∗
n

− bn
m∗

n



(2.24)

Assuming the n actuators can be controlled independently, the input matrix B

has 2n row by n column with zeroes except at the following indices.

B(2i, i) =
1

mi

for i = 1, 2, ...n− 1, and B(2n, n) =
1

m∗
n

B(2i, i+ 1) = − 1

mi

for i = 1, 2, ...n− 1
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Notice that we need to augment the input matrix B if the 10 piezo actuators

cannot be controlled individually due to driving circuit limitations. The output of

the system is relatively simple with C = [0, ...0, 1, 0], D = [0, ..., 0]

The mass of each layer mi is the effective piezo mass added to the flexure mass

computed from geometry and density. Similar to the case in Eq.(2.10), the effective

piezo mass for layer 1 is one third of the piezo mass. Effective mass of the other layers

equal to full mass of a single piezo. The top layer also contains additional mass from

the probe.

The stiffness of the piezo actuators can be computed easily. This is accomplished

by using Eq.(2.25) with the specified blocking force Fblock and maximum free moving

displacement dmax from the data sheet.

kij =
Fblock

dmax

=
300 N

2.2µm
= 1.3636× 108 N/m (2.25)

.

The flexure can be approximately modeled as two beams with fixed boundaries.

The beams are loaded uniformly at the center as shown in Fig. 2-17 (c). By denoting

the total length L = 2d + w and applying the Euler-Bernoulli beam theory, the

deflection at the center can be computed by Eq.(2.26) with Young’s modulus E,

second area moment of inertia of the beam cross sectional area I and temporary

constants RA and MA. For small deflection yL/2, the stiffness value k = 2F
yL/2

=

1.8× 105 N/m can be taken as a linear approximation.

yL/2 =
RAL

3 − 6MAL
2

48EI
(2.26)

RA =
F

4L3
(2L3 + w3 + 2dw2 − w2L)

MA = − F

24L2
(6w2d+ 4w2l − 3w3 − 3L3)

Damping of the system is more complicated to obtain. It is in general very small,

not easy to quantitatively evaluate and depends on the structure assembly. The exact
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value can be experimentally determined by system identification. For simulation

purpose, all damping values are taken as 10 Ns/m to yield a comparable resonance

peak to the experiment measurements of frequency response.

The flexures are fabricated with a combination of milling and electrical discharge

machining operations. The CAD design of the assembly including all three axis are

included in Fig. 2-18 (a). A photo of the implemented 10 layer stacked scanner for

testing of X-axis dynamics is shown in Fig. 2-18 (b).

Figure 2-18: Assembly of multi-layer stacked scanner: (a) 10 layer X axis scanner

assembly with Y and Z actuators, (b) assembled 10 layer stacked scanner X axis for

testing

For assembly, proper preloads need to be applied the piezo actuators to ensure

a good dynamic performance. A push nut is used at the fixed end of the X axis to

apply the desired preload. In general, Piezo actuators can handle significantly larger

compressive loads than tension loads and therefore requires compressive preload for

dynamic operation. Piezo actuators used in this scanner (PL033.31 from PI) can

withstand a maximum compressive loading of 250 MPa. The recommended preload

for the PL033.31 actuator material is around 10 MPa, which corresponds to a 90 N

force. A proper preload can be applied by measuring the voltage across the piezo

actuator while turning the push nut. This preload has a significant implication on the

electrical behavior of the piezo actuator. When externally loaded with compressive
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force, the piezo material resistance can reduce significantly from MΩ to just several Ω

when the force exceeds 20% of the maximum mechanical compressive load limit and

result in a short circuit. Therefore, it is crucial to ensure proper preload. In addition

to the preload, the connection between the layers needs to be carefully bounded with

a uniform layer of super glue. This helps to suppress the extra dynamics caused by

the backlash from screw moving around the threads.

A scanning range over 20 µm and lowest bandwidth beyond 20 kHz can be

achieved with this scanner design. This is significantly higher than previous results

as summarized in [90, 96]. To identify the bandwidth of each layer, the frequency

sweeps are conducted by individually driving a single actuator at each layer. The

measured displacement output of the free end over each actuator input voltage can

then be used to produce 10 Bode plots. The amplitude normalized Bode amplitude

gain plots for all ten layers are shown in Fig. 2-19.

Figure 2-19: Multi-layer stacked scanner Bode amplitude gain plots for free end

displacement as output over individually actuated piezo actuator for each of the 10

layers as input demonstrate a higher bandwidth for piezo actuators closer to the

output end.

The actuators closer to the free end have higher bandwidths and larger motion

ranges. This is reasonable since the top actuator carries the least amount of mass and

92



is constrained with only one layer of flexure. This phenomenon can be utilized for the

design of a bandwidth based repetitive controller as will be discussed in Chapter 4

with more details. The number of layers and actuator size can be changed according

to the application needs. More information about this scanner design can be found

in reference [102].

2.4.5 Buzzer Actuated Low-cost Scanner

The buzzer actuated low-cost scanner is designed for an educational AFM system.

The primary consideration of this design is its safety, affordability and ease of fabri-

cation. Although piezo actuators are widely used as AFM scanners, the high-voltage

drives required can be expensive and dangerous for novice users to handle. The flex-

ure structures to constrain the piezo actuator usually requires wire EDM fabrication,

which is difficult to access on campus for most universities. Therefore, the piezoelec-

tric buzzer commonly used in the speaker can be used an alternative actuator.

Figure 2-20: Piezoelectric buzzer operation principle: (a) schematic diagram of a

piezoelectric buzzer with three layer structure, (b) piezoelectric buzzer deformation

with positive or negative voltages applied

Most buzzers have a circular sandwich structure. A buzzer typically includes

three layers with a copper disk, a piezoelectric layer and a silver electrode. The

voltage-controlled expansion and contraction of the piezoelectric material in the radial

direction results in amplified motion perpendicular to the disk. A center deformation
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gain of 150 nm/V is typical for most buzzers. A rated voltage of 30 V would result

in a motion range up to 4.5 µm.

There are primarily two configurations for piezo buzzer based scanner. In the

first configuration, four separate small buzzer actuators are placed evenly around

a concentric circle. Four rods are glued to the center of the buzzers and attached

to the top stage. The general motion principle is similar to that of the piezo tube

scanner with the common mode voltage used for out-of-plane Z direction motion and

differential voltages for the in-plane motion in the X and Y directions. Similarly,

the tilting angle of the sample is very small and can be safely neglected for imaging

purpose. An exaggerated illustration for motion in the X and Z directions is shown

in Fig. 2-21 (a).

The second configuration evenly separates the silver electrode of a large buzzer

into four quadrants. A single rod is attached to the center of the buzzer with the

free end on top of the rod. As shown in Fig. 2-21 (b), the top of the rod moves in

the in-plane direction when differential voltages are applied to the X or Y electrodes.

Out-of-plane motion can again be generated by common mode voltage to all four

electrodes.

Figure 2-21: Multi-actuated buzzer scanner configuration with variable definitions

and motion principle illustration

The first configuration provides a larger in-plane scanning motion. It has a smaller

out-of-plane motion compared to the second configuration. Depending on the appli-
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cation needs, the scanner configuration can be selected correspondingly.

In this work, the two configurations are stacked to form a multi-actuated scanner

design. The geometric configuration of the scanner is shown in Fig. 2-22 with pa-

rameter labels. Four 15 mm diameter buzzers are positioned evenly around a circle

of radius rb = 11.5 mm. Aluminum rods of length lb = 1.5 in. are used to connect the

bottom layer to the middle layer. The dimension labels are shown in Fig. 2-22. For

the middle scanner, a large buzzer with 30 mm diameter and four electrode quadrants

is used. A magnetic pillar with lt = 0.375 in. length connects the center of the buzzer

to the sample puck. The spacing between the top of the aluminum rode and the

bottom of magnetic pillar is denoted as lm.

Figure 2-22: Multi-actuated buzzer scanner configuration with variable definitions

and motion principle illustrations

The out-of-plane motion is denoted as ∆z. It can be obtained from the sum of

the bottom buzzer common mode motion ∆zbc and the middle buzzer out-of-plane

motion ∆zm as ∆z = ∆zbc + ∆zm. The in-plane motion of the sample in the X

direction ∆x = ∆xb + ∆xm have contributions from both the small buzzers at the

bottom xb and the large buzzer in the center xm as summarized in Eq.(2.27).

∆xb = (lb + lm + lt) sin θb ≈ (lb + lm + lt)
∆zbd
rb

, ∆xm = lt sin θm (2.27)
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In this expression, zbd is the differential drive displacement of the bottom scanner

buzzers. Small angle approximation sin θb ≈ θb is applied to relate θb to the geometric

quantities. The motion equation in the Y direction is similar to the X.

When driven with the rated ±30 V voltage, the scanner operation range can be

characterized experimentally with the assembled scanner. The four buzzer config-

uration can produce 16 µm square in-plane range and 3.75 µm out-of-plane range.

The single large buzzer configuration can produce 2.5 µm square in-plane range and

8 µm out-of-plane range. Due to the imperfect alignment, motion coupling between

the out-of-plane axis and the in-plane axis are around 1.25% to 1.75%. An in-plane

coupling at around 3% between the X and the Y axis is observed. The first resonance

frequency is at around 75 kHz, which is sufficient for conventional AFM operation.

The buzzer scanner design has several benefits. It is ease to fabricate, safe to

operate and inexpensive to implement. The scanner structure can be 3D printed

easily for cost-efficiency. A machined metal structure can better constrain the piezo

buzzer for better motion performance. The buzzer scanner design is a suitable choice

for an educational AFM system as will be discussed in Chapter 6. The CAD design

and photos of the partially assembled buzzer scanner are shown in Fig. 2-23. The

custom designed driver for the scanner will be discussed in Chapter 5. Publication

for this scanner and the educational AFM system design is submitted under review.

Figure 2-23: Buzzer scanner implementation: (a) 3D CAD mode of the buzzer scanner

design, (b) simplified single in-plane axis buzzer scanner for testing, (c) partially

assembled scanner with the four-buzzer configuration
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2.5 Chapter Summary

In this chapter, the design, model and characterization of nano-positioning systems

for AFMs are discussed in detail. The actuators, sensors and mechanical structures

commonly used for AFM scanner design are introduced on the principle level. Based

on the profound understanding of the scanning requirements and application scenar-

ios, new AFM scanner designs originated from this work are presented. Three of

the scanners are selected for AFM integration to be discussed in Chapter 6. First, a

dual-actuated scanner with fast X and Z axis combined with a commercial scanner

is developed for large-range overview (100 µm in X,Y, Z) and zoomed in (6 µm in

X,Y and 1 µm in Z) high-speed scanning (10 kHz line scan bandwidth, 100 kHz

out-of-plan bandwidth). Second, a multi-actuated stacked scanner with high-speed

(over 20 kHz line scan and 100 kHz out-of-plane) and middle range scanning (20 µm

in-plane X,Y and 2 µm out-of-plane Z) is developed for high-speed scanning at a

relatively larger range. Third, a buzzer-based low-cost (below $50) scanner (16 µm

in-plane X,Y and 3.75 µm out-of-plane Z) is developed for an educational AFM sys-

tem. The second main contribution of this work for the high-speed and large-range

AFM nano-positioner design is addressed in this chapter.
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Chapter 3

AFM Cantilever Probe Design

3.1 Introduction

The cantilever probe is the key component of an AFM system for image generation.

The deflection of a passive cantilever probe is often measured by an external optical

beam deflection system. In dynamic operation modes, piezo actuators are placed in

the probe holder structure for acoustic excitation of the cantilever resonance modes.

There are a number of alternative sensing and actuation methods available for AFM

cantilever probes. With nano-fabrication technology, sensing and actuation elements

can be embedded into the micro-cantilever to form active probes. In this chapter,

the cantilever dynamics and general principles suitable for AFM probe sensing and

actuation are introduced first. The focus of discussion is placed on an active probe

design with piezoresistive sensing and thermomechanical bimorph actuation used in

this work. The nano-fabrication and functionalization processes to produce active

AFM probes are then discussed. In the end, potential applications of functionalized

active probes for AFM imaging are presented.

3.2 Principles for AFM Cantilever Probe Design

A conventional passive AFM cantilever probe typically has three components. These

include a sharp tip, a cantilever beam and a base support chip. As discussed in
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Chapter 1 and shown in Fig. 1-2, the base support chip has a standard dimension

of length 3.4 mm, with 1.6 mm and thickness 0.3 mm. The probe can be handled

manually with a tweezer to be mounted in a probe holder. The micro-fabricated

cantilever beam typically has length around tens to hundreds of microns depending

on the application. The probe tip usually has a pyramid shape with a tip radius as

small as one nanometer. For simple applications, the probes are made up of a single

material either with silicon or silicon nitride. Multiple cantilevers can be produced

on the same base support chip and different probe tip geometry can be fabricated as

shown in Fig. 3-1.

Figure 3-1: Cantilever probe geometry illustration: (a) single rectangular cantilever,
four rectangular cantilever on one support chip, and four triangular cantilever on
one support chip, (b) pyramid shape probe tip, frontal end tip, sharpened tip, and
rounded tip for nano-indentation

The deflection can be measured either directly or indirectly. For direct measure-

ment, the deflection at the back of the probe tip are measured primarily using optical

methods. For indirect measurements, the internal stress and strain of the beam struc-

ture can be measured to deduce the cantilever tip deflection. During AFM imaging,

the vertical deflection of the cantilever probe free-end can go over several hundred

nanometers. Subnanometer resolution can be achieved using a variety of methods.

If both sensing and actuation elements are embedded into the cantilever using nano-

fabrication techniques, the resulting probe is considered an active cantilever probe.

Before introducing the potential sensing methods, understanding some key results for

the cantilever mechanics can be helpful.
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3.2.1 Cantilever Mechanics

Mechanical models can be created to analyze the cantilever deflection. Most AFM

cantilevers can be approximately modeled as a uniform beam with a rectangular cross

sectional area. The Euler-Bernoulli beam bending theory can be applied to derive

analytical closed form solutions for simple geometries. The variable definitions for

beam bending analysis is shown in Fig. 3-2.

Figure 3-2: Beam loading and deformation: (a) three types of common loads includ-
ing distributed load p, concentrated force F and concentrated moment M on a beam
with simply supported boundary conditions, (b) downward beam deflection with la-
bel of neutral axis, fibers in tension, and fibers in compression, (c) beam bending
analysis definitions with microscopic element on the beam with variable definitions,
deformation illustration of the microscopic element under shear force or moment, and
cross sectional view of a beam with rectangular shape

The moment curvature equation describes the beam bending mechanics under

small deformation. It can be derived by considering the internal stress σxx in the

beam along the longest x axis direction. The stress σxx can be expressed in two ways

related to its distance z with respect to the neutral plane during bending. Without

going into the details of the derivation available in many mechanics textbooks, the

stress can be expressed in terms of the external moment M(x), area moment of

inertia I of the cross sectional area and distance z. The cantilever overall length is

denoted as l. Alternatively, it can also be expressed by the elastic modulus E, bending

deformation radius curvature R and distance z. By combining these two relations,
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the beam bending moment curvature governing equation is obtained in Eq.(3.1).

σxx = −M(x)z

I
= −E

R
z ⇒ M(x) =

EI

R
= EI

d2Z

dx2
(3.1)

Cantilever Statics

The external moment M(x) can be integrated directly from the shear force dia-

gram. For an AFM cantilever beam, M(x) typically arises from the force acting at

the probe tip due to its interaction with the sample surface. Assuming only a normal

force F acting at the free end, the moment is simply a ramp function as expressed in

Eq.(3.2). In most cases during imaging, the AFM cantilever is loaded at the probe

tip with its interaction to the sample. The normal force F in the Z axis dominates

the bending motion. In-plane direction friction forces can also have relatively smaller

effects by generating moments to twist and bend the cantilever.

M(x) = Fl − Fx (3.2)

For a rectangular cross sectional area of the cantilever, the area moment of inertia

can be integrated directly as in Eq.(3.3). Results for other cross sectional geome-

tries can be obtained similarly or looked up from summary tables in most mechanics

textbooks.

I =

∫
A

z2dA =

∫ h
2

−h
2

z2bdz =
z3

3

∣∣∣∣h2
−h

2

=
1

3

[(
h

2

)3

−
(
−h

2

)3
]
=

bh3

12
(3.3)

Based on the moment curvature equation, the deflection of and slope at each

location of the beam can be obtained by applying definite integral. The two constants

in the integral can be determined by applying the boundary conditions Z(x = 0) = 0

and slope dZ(x = 0)/dx = 0 for the fixed end as shown in Eq.(3.4) and Eq.(3.5).
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Z(x) =
F

EI

[
−x3

6
+

lx2

2

]
(3.4)

dZ(x)

dx
=

F

EI

[
−x2

2
+ lx

]
(3.5)

The maximum beam deflection is at the cantilever free end given by Eq.(3.6).

Z(x)|x=l =
Fl3

3EI
(3.6)

The corresponding angle at the free end can be approximated by the slope for

small deflection as in Eq.(3.7). By cancelling out the force term, it is easy to see that

the angle θx=l is also directly proportional to the deflection Z(x)x=l.

θx=l ≈
dZ(x)

dx

∣∣∣∣
x=l

=
Fl2

2EI
(3.7)

The effective stiffness k of the cantilever probe can be written as Eq.(3.8).

k =
F

Z(l)
=

3EI

l3
(3.8)

The location for maximum tensile and compressive stress in the beam need to be

identified for sensor placement. The maximum stress locations are observed on the

top and bottom beam surfaces at the fixed end with values shown in Eq.(3.9). The

strain εxx can be derived easily by dividing the stress σxx by the elastic modulus E.

σxx = −M(x)z

I
= −Flh/2

wh3

12

= − 6Fl

wh2
(3.9)

These results are helpful for analytical determination of AFM cantilever deflection

on a principle level. The true values for the cantilever such as the stiffness can change

slightly due to geometric approximation and imperfect nano-fabrication process vari-

ations. Calibration methods are often applied to obtain the value specific to each

cantilever as will be discussed later in this chapter.
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Cantilever Dynamics

In dynamic operation modes, the cantilever resonance is excited. It is important

to understand the dynamic behavior of the cantilever. In this section, We provide the

analysis results for a cantilever beam without damping. By applying Newton’s law to

the moment curvature equation on a small element, the partial differential equation

for transverse beam vibration can be derived and is shown in Eq.(3.10). The beam is

assumed to have a uniform density ρ,a uniform cross sectional area A and subjected

to a distributed load p(x).

ρA
∂Z2

∂t2
+

∂2

∂x2

(
EI

∂2Z

∂x2

)
= −p(x) (3.10)

This partial differential equation can be solved with the technique for separation

of variables. We assume the solution is of the form Z(x, t) = ϕ(x)η(t). For a can-

tilever beam without external loads, the distributed load term p(x) becomes 0. The

expression can then be rewritten as in Eq.(3.11), where ω is defined that corresponds

to the natural frequency.

ρAϕ(x)
∂2η(t)

∂t2
+ EIη(t)

∂4ϕ(x)

∂x4
= 0 ⇒ EI

ρA

1

ϕ(x)

∂4ϕ(x)

∂x4
=

1

η(t)

∂2η(t)

∂t2
:= ω2 (3.11)

With the method of separation of variables [103], the partial differential equation

can be separated into the time domain η(t) as in Eq.(3.12) and the space domain

ϕ(x) as in Eq.(3.13).

∂2η(t)

∂t2
+ ω2η(t) = 0 (3.12)

∂4ϕ(x)

∂x4
− ω2ρA

EI
ϕ(x) = 0 (3.13)

It is often desirable to know the natural frequency ω of the cantilever. This can be

done by solving an eigenvalue problem in the space domain for ϕ(x) with prescribed

boundary conditions. The second order time domain components can then be solved
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relatively easily given initial conditions. For transverse vibration of a cantilever beam,

there are a total of four boundary conditions as shown in Eq.(3.14).

Zx=0 = 0,
dZ(x)

dx

∣∣∣∣
x=0

= 0 Mx=L = EI
∂2Z

∂x2

∣∣∣∣
x=L

= 0, Vx=L = EI
∂3Z

∂x3

∣∣∣∣
x=L

= 0

(3.14)

A trial solution for ϕ(x) can be expressed as shown in Eq.(3.15) with the constant

value definition λ4 = ω2ρA/EI.

ϕ(x) = A cos (λx) +B cosh (λx) + C sin (λx) +D sinh (λx) (3.15)

The four unknown constants can be determined by applying the boundary con-

ditions. With the first two boundary conditions at the fixed end, Zx=0 = 0 and
dZ(x)
dx

∣∣∣
x=0

= 0, two governing relations can be obtained as A+B = 0 and C +D = 0.

The equations of the two remaining boundary conditions are summarized in Eq.(3.16). Aλ2(− cosλl − coshλl) + Cλ2(− sinλl − sinhλl) = 0

Aλ3(sinλl − sinhλl) + Cλ3(− cosλl − coshλl) = 0

⇒

 cosλl + coshλl sinλl + sinhλl

sinλl − sinhλl − cosλl − coshλl

 A

C

 =

 0

0

 (3.16)

With zeros on the right hand side of the equations, A and C can only take on

the trivial solution value of zeros if the coefficient matrix is invertible. To obtain

non-trivial solutions, an eigenvalue problem about λ can be formulated by setting

the determinant of the coefficient matrix for A and C to 0 to yield the constrain

Eq.(3.17).

(cosλl + coshλl)(− cosλl − coshλl)− (sinλl + sinhλl)(sinλl − sinhλl) = 0

⇒ cosλl coshλl = −1 (3.17)

There are infinite number of λn solutions that can satisfy the constrain in Eq.(3.17).
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The first six solutions are provided below.

λ1l = 1.875, λ2l = 4.694, λ3l = 7.855, λ4l = 10.996, λ1l = 4.137, λ6l = 17.279

The first natural frequency of the cantilever can therefore be expressed in Eq.(3.18).

ω1 = λ2
1

√
EI

ρA
=

1.8752

l2

√
EI

ρA
(3.18)

This formula can be used to estimate the resonance frequency of a cantilever

design. However, the exact value for AFM dynamic mode operation would still need

to be measured through the probe calibration process. In many cases, a simplified

second order model with mass m, damping b and spring constant k written in the

form of natural frequency ωn and damping ratio ζ is used to capture the time domain

cantilever bending resonance oscillation as shown in Eq.(3.19).

d2z

dt2
+ 2ζωn

dz

dt
+ ω2

nz =
k

m
z∆(t), ζ =

c

2
√
km

, ωn =

√
k

m
(3.19)

The quality factor Q = 1
2ζ

is another variable that can be important. It is typically

used to describe the damping behavior of the cantilever oscillation. A large Q factor is

expected with lower damping such as operation in vacuum environments. The system

identification methods for cantilever dynamics are discussed later in this chapter.

Notice that the second order dynamic system model is suitable for small cantilever

deflections while non-linear Duffing models need to be considered for larger cantilever

deformations [104, 105].

3.2.2 Cantilever Deflection Sensing

With understanding of the cantilever mechanics, we now take a closer look at the

various methods available for the sensing of cantilever deflection. The measurement

can be accomplished directly at the probe tip or indirectly by measuring the internal

stress or strain at specific location of the cantilever beam. Sensor located externally

for passive cantilever deflection measurement typically use optical based methods
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such as the optical beam deflection sensing, interferometry of interdigitated fingers,

astigmatic detection with optical pick-up unit and optomechanical method. For active

cantilever probes with embedded sensors, the peizoresistive and piezoelectric effects

are typically used for indirect measurement of the probe deflection.

Optical Beam Deflection Sensing

The optical beam deflection (OBD) system is the most widely adopted cantilever

deflection measurement method. Subnanometer resolution can be achieved with this

method in the vertical out-of-plane direction. As shown in Fig. 3-3(a) with a simpli-

fied drawing, a monochromatic laser is directed to the back of the cantilever and the

laser position is measured by a four quadrant photodiode. With an ideal alignment

and small twisting motion of the cantilever, the small angle change of the cantilever

probe tip is linearly amplified by the laser beam to become the linear movement of

the laser spot on the photodiode.

Figure 3-3: Optical beam deflection sensing: (a) 2D illustration of the OBD sensing
principle, (b) 3D illustration of multiple angles involved during the alignment process

The small angle change and the actual deflection of the probe tip is linearly related.

Assuming the laser beam has a cylindrical shape with radius rlaser, an ideal alignment

would have the laser spot focused at the free end of the cantilever at l − rlaser. By

cancelling out the force term in Eq.(3.4) and Eq.( 3.5), the angle at location θ
(
l − lb

2

)
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is related to the tip deflection ∆z(l) by Eq.(3.20).

θ

(
l − lb

2

)
=

3

2l

[
1−

(
lb
2l

)2
]
∆z(l) (3.20)

The four quadrants of the photodiode can each be viewed as a current source. The

output current of each quadrant is proportional to the light intensity of the beam that

falls within the quadrant. By using a trans-impedance amplifier for each quadrant,

four voltage signals can be obtained. The sum signal Vsum = V1 + V2 + V3 + V4

can be used to evaluate the total signal intensity of the reflected laser. The vertical

difference signal Vver = V1 + V2 − V3 − V4 is proportional to the cantilever deflection.

The horizontal difference signal Vhoz = V1−V2−V3+V4 is proportional to the twisting

of the cantilever.

The sensitivity of the measurement depends on a number of factors. These can

include the reflectivity of the probe surface, the laser power, the photodiode current

generation gain, signal conditioning circuit gains, the light attenuation in the environ-

ment and the geometric configuration of the alignment. For the cantilever, reflective

gold coatings are applied to increase the sensitivity. The laser and photodiode are of-

ten selected correspondingly for a suitable current gain at a specific laser wavelength.

The gain of the signal conditioning circuits are adjusted based on the range of the

analog to digital converter. The sensitivity can be different between each experiment

due to the change of imaging environment and the geometric configuration of the

alignment. Therefore, a calibration process is often applied when the exact deflection

measurement sensitivity is needed for the experiment.

The main aspect for improvement of the OBD system is the alignment of laser

and cantilever probe. Both the laser spot diameter and the cantilever width are on

around 10 µm, which makes the manual alignment process time consuming especially

for liquid environment imaging. Moreover, the alignment is actually completed in the

3D space and not only the position but also the incident angles of the laser can affect

the sensitivity of the measurement as shown in Fig. 3-3 (b). A more detailed analysis

on this issue is available in reference [106].
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Interferometry Sensing

The laser interferometer as discussed in Chapter 2 can also be used to measure

cantilever probe deflection. Commercial application is available such as the Cypher

AFM system from Asylum Research. The laser beam alignment in this case can

be more challenging compared to the optical beam deflection system as it needs to

be normal to the cantilever surface. The cost of a laser interferometer can also be

relatively high.

Figure 3-4: Interferometry based probe deflection measurement: (a) interdigitated
cantilever probe, (b) optical components for probe deflection measurement

As an alternative design, an interdigitated cantilever probe can be used. As shown

in Fig. 3-4, the probe has a specialized geometry with the tip attached to the center

cantilever and two fixed cantilevers with multiple fingers. The laser is focused on the

intersection area of the fingers instead of the tip of the center cantilever. The reflected

laser intensity is gathered by a single quadrant photodiode. A periodic interference

pattern is generated due to the light path distance difference between the fingers on

the center cantilever and the fingers on the fixed reference cantilever. The center of

the interference peak is usually labeled as the 0th peak. The relationships between

the current generated in the photodiode and the deflection of the center cantilever δz
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for odd peaks Iodd and even peaks Ieven are shown in Eq.(3.21).

 Iodd ∝ sin2(2π
λ
δz)

Ieven ∝ cos2(2π
λ
δz)

(3.21)

The expression is non-linear and periodic in general. For maximum sensitivity,

it is desirable to adjust the distance between the photodiode and the cantilever such

that the sinusoidal curve is at its maximum slope when the cantilever is not loaded.

As the center cantilever deflection changes due to the tip interaction with the sample,

the interference intensity also changes with the photodiode generated current. With

the approximated linear relation, the cantilever deflection can be measured. Notice

that the measured deflection is at the fingers and needs to be scaled to obtain the tip

deflection. The laser alignment process in this case is easier compared to the optical

beam deflection method at the cost of more complex probe fabrication process.

Astigmatic Sensing

Another optical method suitable for AFM cantilever deflection measurement is

the astigmatic sensing method. This method is used in most CD/DVD players for

detection of pit depth variation that encodes the digital information with optical

pick-up units. The error signal SFE from the photodiode is approximately linearly

proportional to the defocus distance in a range and can be used measure the analog

deflection of the cantilever. With the wide availability of the optical pick-up unit in

the CD/DVD players, they have been hacked and used in AFM system to significantly

reduce the cost of optical components. One drawback of this technique is that the

sensing unit needs to be placed in close proximity to the cantilever probe, limiting

its application environments. More details of the astigmatic sensing method can be

found in references [107, 108].

Optomechanical Sensing

While most optical methods measure passive cantilever probe deflection externally,

an attempt has been made to embed optical sensing into the cantilever. In the

optomechanical sensing method, a micro disk with optical wave guides is used. The

cantilever is evanescently coupled to the optical micro disk in an optical whispering
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gallery mode. External optical fibers are used to guide the laser to the wave guide.

The motion of the cantilever causes a frequency modulation of the optical cavity

modes, which can be measured by a spectrum analyzer to extract the deflection

information. This method can be relatively complicated to implement. However, it

is easier to operate as the laser alignment process is replaced by the optical fiber

connection. More details of this method can be found in reference [109].

Piezoresistive Sensing

The piezoresistive effect is the change of material resistivity due to mechanical

stress. As illustrated in Eq.(2.6) for the gauge factor strain gauges, there is an extra

term dρ/ρ involved in the expression. For metal materials used in most thin foil strain

gauges, this change of resistivity is neglected. However, for certain semiconductors,

the contribution of this term is significantly higher than the geometric contributions.

The piezoresistive effect are typically described using matrix tensor of piezore-

sistive coefficients πi. The coefficients relate the resistivity change ∆ρi/ρ0 to the

mechanical stress σi in all six directions. For p-doped silicon material, only three

primary coefficients need to be considered including the longitudinal coefficient πL,

the transverse coefficient πT and the shear coefficient πS as shown in Eq.(3.22).



∆ρxx/ρ0

∆ρyy/ρ0

∆ρzz/ρ0

∆ρyz/ρ0

∆ρxz/ρ0

∆ρxy/ρ0


=



πL πT πT 0 0 0

πT πL πT 0 0 0

πT πT πL 0 0 0

0 0 0 πS 0 0

0 0 0 0 πS 0

0 0 0 0 0 πS





σxx

σyy

σzz

τyz

τxz

τxy


(3.22)

For doped silicon, the piezoresistive effect induced resistance change dominates the

geometric contribution. Therefore, the relative resistance change in the longitudinal

xx direction for cantilever deflection sensing can be directly computed with the stress

as shown in Eq.(3.23). For ideal pure bending without torsion, we have σyy = σzz = 0.

∆R

R
=

∆ρxx
ρ0

= πLσxx + πTσyy + πTσzz (3.23)
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Using embedded piezoresistors in a cantilever for deflection measurement was

first realized in the 1990s for atomic resolution sensing [110, 111]. The piezoresistor is

typically located at the base surface of the cantilever where the internal stress is max-

imized. Although a single piezoresistor is sufficient to measure the AFM cantilever

probe deflection, modern designs use multiple piezoresistive elements for improved

sensitivity and reduced thermal drift.

Figure 3-5: (Piezo)resistive strain gauge and Wheatstone bridge circuit: (a) structure
with attached strain gauges where resistor value change can come from both geometric
change or piezoresistive effect, (b) foil strain gauge structure, (c) quarter Wheatstone
bridge configuration for measurement of single resistor value change Rx

To measure small percentage variations in the resistance, a Wheatstone bridge

circuit is typically used as shown in Fig. 3-5. For a single resistor Rx, a quarter

bridge configuration is used. The subscript x indicates the value of resistor Rx can

change instead of being a constant. The bridge is configured to be balanced by

choosing the resistors R1, R2, R3 based on the unloaded piezoresistor resistance Rx

such that Rx = R2R3/R1. By applying Kirchoff’s law, the voltage change ∆EC at

node C can be expressed by Eq.(3.24).

∆EC =

(
−R2∆Rx

(R2 +Rx)(R2 +Rx +∆Rx)

)
Vs (3.24)

Since the voltage at node B does not change, the bridge voltage EBC can be

obtained as in Eq.(3.25). Notice that the simplified result requires matching of the

resistance as Rx = R2 and ∆Rx << Rx so that the bridge voltage EBC is proportional
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to the percentage resistance change ∆Rx/Rx multiplied by the supplied voltage VS.

EBC = EB−(EC+∆EC) = −∆EC = −
(

−R2∆Rx

(R2 +Rx)(R2 +Rx)

)
Vs =

∆Rx

4Rx

Vs (3.25)

The half bridge and full bridge can also be used in cases where two or four variable

resistors need to be measured. In these configurations, the bridge are again balanced

when the cantilever is unloaded.

Piezoelectric Sensing

The piezoelectric effect is the generation of charges in response to externally ap-

plied force. As discussed in Chapter 2, the converse piezoelectric effect are used for

piezo actuators to generate mechanical force and motion. Similar to the piezoresis-

tive effect, the non-isotropic phenomenon needs to be described with tensor matrices.

Variables in the electrical domain include the electrical displacement D (coulomb

per meter square), the electric field intensity E (volt per meter), and the absolute

dielectric permittivity α (farad per meter) or impermittivity β (meter per farad).

Variables in the mechanical domain include the normal stress σ (newton per meter

squared), the shear stress τ (newton per meter squared), the strain ε (percentage)

and the compliance S (meter squared per newton). Among the four variables defined

in Chapter 2 Eq.(2.5), the piezoelectric constant dij with definition reproduced in

Eq.(3.26) is the most important for sensing purpose. It can be physically interpreted

as the ratio of the short circuit charge density (electric displacement) developed in

the j-axis direction when mechanical stress is applied in the i-axis direction.

dij :=

(
∂Di

∂σj

)E

(3.26)

The overall linear model of the piezoelectric effect can be written in two forms as

in Eq.(3.27). The subscript i, j, k and m indicates the directional component of the

vector variable. The superscripts E and D indicate that the compliance values are

evaluated with the values of E or D fixed. The full expanded matrix description of the

piezoelectric effect is relatively complicated and beyond the scope of our discussion
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here. More details on piezoelectric effect for transducer applications are available in

reference [112].

 εi = SE
ijσj + dmiEm

Dm = dmiσi + ασ
ikEk

 εi = SD
ij σj + gmiDm

Ei = gmiσi + βσ
ikDk

(3.27)

In most applications, only selected directions of the piezoelectric effect are used.

Moreover, certain level of nonlinearities also exist in the constitutive relation as mod-

eled in Chapter 2. The piezoelectric effect can be used for embedded sensing of

AFM cantilever probe deflection in dynamic operation modes. Measurement of static

deflection can be challenging due to leakage current.

3.2.3 Micro/Nano Cantilever Actuation

For dynamic mode operations, the AFM cantilever resonance can be excited using

several methods. Depending on the application, piezoacoustic, piezoelectric, ther-

momechanical, electromagnetic, and electrostatic methods can all be used. Some

actuation methods are also capable of static cantilever deflection control, which can

be helpful in certain applications. A brief overview of the actuation methods suitable

for driving AFM cantilevers is provided in this section.

Piezoacoustic Actuation

Piezoacoustic actuation is the most widely adopted resonance excitation method

for passive AFM cantilever probes. As shown in Fig. 3-6, a piezo actuator is embed-

ded into the probe holder and electrically driven with a sine wave at the resonance

frequency of the cantilever. The vibration propagates through the probe holder. The

oscillation amplitude is amplified by the resonance gain of the cantilever. This method

is relatively easy to implement and does not require specialized modification of the

cantilever probe.

The effective mass meff of the cantilever in this case is different from the original

mass m of the entire cantilever. This is because motion amplitude at the probe tip is

much larger than that of the fixed end. By integrating over the entire cantilever for

the kinetic energy, the effective mass can be derived as in Eq.(3.28).
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Figure 3-6: Cantilever probe piezoacoustic actuation illustration
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The piezoacoustic driving method has several limitations. First, it cannot control

the static deflection of the cantilever. Second, this method can suffer from spurious

structure resonance frequencies in the probe holder that might be excited. During

the frequency sweep, these resonance can be confused with the cantilever resonance.

Piezoelectric Actuation

The converse piezoelectric effect can also be used to drive the cantilever as an

embedded actuation method for active AFM probes. Instead of using an external

piezo actuator, piezoelectric materials can be embedded into the cantilever with nano-

fabrication. This resolves the spurious resonance issue of the piezo acoustic actuation.

However, the fabrication of piezoelectric material together with the sharp tip can be

challenging. Due to the presence of leakage current, static deflection control is also

difficult to achieve.

Thermomechanical Actuation
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The thermomechanical actuation methods make use of the different coefficients

of thermal expansion. Specialized cantilever design with multiple layers of materials

is needed to realize this actuation scheme. The temperature change can be achieved

optically with focused laser beam or electrically with power dissipation in resistive

elements. Optical thermal heating requires external optical components while electri-

cal heating can be embedded into the cantilever. On the microscopic length scale, the

heating and dissipation into the environment can be achieved at high speed suitable

for resonance excitation with cantilever frequency over hundreds of kilohertz. Static

deflection control can also be realized when the power input is equal to the heat dissi-

pation. For a bimorph structure with two layers labeled as 1 and 2, the tip deflection

Z(l) is related to the coefficients of thermal expansion α, thickness h, elasticity E,

cantilever length l, temperature T and original temperature T0 typically at ambient

room condition, as shown in Eq.(3.29). The derivation is based on mechanical stress

balance at the boundary layer between the two materials [113, 114].

Z(l) = 3
(α2 − α1)(h1 + h2)

h2
2

[
3
(
(1 + h1

h2

)2

+
(
1 + h1E1

h2E2

)(
h2
1

h2
2
+ h2E2

h1E1

)]
︸ ︷︷ ︸

:=K

(T − T0)l
2

= 3K(T − T0)l
2 (3.29)

The thermomechanical actuation method does not suffer from the spurious struc-

ture resonance problem. It can also control the static deflection of the cantilever. The

electrical based heating can be embedded into an active probe with nano-fabrication.

However, it is limited in the operation temperature and requires modification of the

cantilever structure with multiple materials.

Electromagnetic Actuation

The electromagnetic actuation utilize electromagnetic Lorentz force to drive the

cantilever for both resonance excitation and static deflection control. The force can be

generated by permanent magnets and coils. The current through the coil is changed

to control the force. In one configuration, permanent magnetic material is attached
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to the micro-cantilever probe and external coils are used [115]. As an alternative, a

current loop is embedded into the probe with magnetic field generated by external

permanent magnets [116]. The electromagnetic actuation does not suffer from the

limitations of spurious resonance or temperature sensitivity. However, it is relatively

complicated to implement with the need to control both current and magnetic fields.

External components and modification to the cantilever are both needed to realize

this actuation method. The operation with ferromagnetic samples is also limited.

Electrostatic Actuation

The electrostatic force is typically too weak for macroscopic applications. How-

ever, it can be useful for driving micro cantilevers [117, 118]. By using a conductive

cantilever, the Coulomb force can be generated either through the sample or an extra

electrode near the cantilever. A common mode voltage input can generate a repulsive

force while differential voltage input can produce an attractive force. The advantages

and limitations in this case is similar to the electromagnetic actuation.

AFM Cantilever Sensing/Actuation Summary

Each actuation and sensing method has its corresponding benefits and limitations.

They can be mixed and matched for the best performance based on AFM applica-

tion. Sensing and actuation principles that can be embedded into the cantilever are

the enabling foundation for active cantilever probe development. A comprehensive

comparison of the principles for their function (sensing or actuation), type of signal

(DC or AC), transducer size (external bulk versus embedded), and main limitation

are summarized in Table 3.1 for convenience.

3.2.4 Piezoresistive Thermomechanical Active Probe Design

In this thesis, an active cantilever probe design with a piezoresistive sensor and a

bimorph thermomechanical actuator with electrical heating is used. As shown in Fig.

3-7, four piezoresistive elements are embedded at the fixed end for deflection sensing.

In this design, p-doped silicon material forms the piezoresistive Wheatstone bridge at

the base of the cantilever. The transverse and longitudinal piezoresistive coefficients

are 71.8 × 10−11 Pa−1 and −66.3 × 10−11 Pa−1, approximately equal in magnitude.
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Physical principle Function Signal Location Main limitation
Optical beam deflection Sensing DC&AC Bulk Transparency

Astigmatic detection Sensing DC&AC Bulk Transparency
Interferometry Sensing DC&AC Bulk Transparency

Optomechanical Sensing DC&AC Embedded Transparency
Piezoresistive Sensing DC&AC Embedded Thermal noise
Piezoelectric Both AC only Embedded Charge leakage

Piezo-acoustic Actuation AC only Bulk Structure vibration
Optical thermal Actuation DC&AC Bulk Thermal sensitivity

Electrical thermal Actuation DC&AC Embedded Thermal sensitivity
Electromagnetic Actuation DC&AC Bulk Magnetic sample

Electrostatic Actuation DC&AC Bulk Sample capacitance

Table 3.1: Cantilever sensing and actuation principle comparison summary

A serpentine shape aluminum heating wire with optimized geometry is used to heat

up the bimorph cantilever with silicon and silicon nitride materials for actuation.

Figure 3-7: Active cantilever probe with piezoresistive sensing and thermomechanical
bimorph actuation: (a) probe design with labels for functional groups and piezoresis-
tor definitions in red, (b) SEM image of an assembled active probe

A full Wheatstone bridge configuration is similar to the bridge in Fig. 3-5 with

the resistors replaced by the piezoresistors defined in Fig. 3-7. The bridge output

voltage Uout is related to the supplied voltage U , averaged piezoresistive constant PR,

external force F and active cantilever with length l, width w, and thickness h, as

shown in Eq.(3.30). The measurement accuracy is limited primarily by the Johnson

noise in the resistor as in Eq.(3.31). In this equation, E is the effective elastic modulus

of the cantilever, kB is the Boltzman constant, R is the nominal resistance of each
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piezoresistive element, and B is the measurement bandwidth.

Uout = −1

4

(
∆RL1

RL1

− ∆RT1

RT1

+
∆RL2

RL2

− ∆RT2

RT2

)
U =

6PRlU

wh2
F (3.30)

∆znoise =
4l2

√
4kBTRB

3EPRhU
(3.31)

To excite the cantilever resonance, a sinusoidal waveform is applied to the resistive

heating element. In this design, the heating power is proportional to the square of

the voltage signal as shown in Eq.(3.32).

Pheat =
[Vdc + Vac sin(Ωt)]

2

R

=
1

R

[
V 2
dc + 2VdcVac sin(Ωt) +

1

2
V 2
ac(1− cos(2Ωt))

]
(3.32)

There are three components in the current induced heating power expression.

They are the DC component, the original frequency component and the double fre-

quency component. With the large gain amplification of the cantilever probe, the

cantilever deflection attenuates the non-resonance frequency inputs significantly so

that their presence in the input does not distort the oscillation significantly. In most

tapping mode operation, the Vdc is set to zero and the frequency Ω is set to half the

target cantilever resonance frequency. This avoids the presence of the harmonics at

frequency Ω for good noise performance. The DC component can be added if static

deflection control is needed. A full signal path diagram with governing equations of

physical principles for tapping mode operation is shown in Fig. 3-8. Notice that the

derivative of the Lennard-Jones potential is taken with respect to the distance r as a

simplified model of tip-sample interaction force.

This particular active AFM probe design has several benefits as summarized be-

low. These advantages have been used for the development of specialized AFM sys-

tems for both imaging and nano-fabrication with more details in reference [33].

1. The compact active probe design with embedded sensing and actuation removes
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Figure 3-8: Signal path of the active cantilever for tapping mode AFM imaging with
governing equations of the physical principles

the need of external bulky optical components. This allows an easier design for

probe scan configuration and the AFM systems can be placed into applications

with tight space constrains.

2. Without the use of external lasers, the transparent operation environment re-

quirement is removed. The experiment setup overhead is also reduced since the

laser-cantilever alignment process is no longer needed.

3. The electrical heating embedded themomechanical actuator avoids spurious

structure resonance excitation and offers the ability to control static deflection

of the cantilever.

This probe design also have several limitations. The themomechanical actuator

is sensitive to temperature variation of the environment, which limits its application

in heated or cryogenic environments. The probe fabrication process is also more

complicated than passive cantilever probes.

In this work, we also used a semi-active self-sensing cantilever. This design has

an embedded piezoresistive sensor and external piezoacoustic actuator. The probe is

produced by SCL-Sensor.Tech., as shown in Fig. 3-9. This design has a smaller foot
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print suitable for use in the probe scan AFM configuration in contact mode.

Figure 3-9: Optical microscope images of SCL-Sensor.Tech. piezoresistive self-sensing
probe from (a) probe bounded to PCB, (b) zoomed-in view of the cantilever

The combination of piezoresistive sensing and electrical thermomechanical bi-

morph actuation is only one realization of an active AFM probe. Mix-and-match

of the aforementioned principles allows a number of active probes to be realized. As

an example, by attaching a sharp tip to a tuning fork with piezoelectric material,

a self-sensing and self-actuated cantilever probe can be created for dynamic mode

operation [119]. A nano-fabricated probe tip can also be added for larger oscillation

amplitude as in the Akiyama probe design [120]. A nano-fabricated piezoelectric can-

tilever has been demonstrated recently [121, 24]. Moreover, the positioning system

can also be embedded into the active cantilever to perform the scanning motion as

demonstrated in references [122, 123, 124, 125, 126].

3.3 Active Probe Fabrication

The fabrication of active AFM cantilever probes are realized by a series of nano-

fabrication steps for the creation of the micro-electromechanical system (MEMS)

device. Since the presentation by Physics Professor Richard Feynman in 1959 titled

"There’s plenty of room at the bottom", nano-fabrication has developed significantly.
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For batch processing, a top down approach is applied to the silicon wafer. A

large number of features are produced simultaneously in this approach. The features

are formed by repeatedly applying various processes including deposition, etching,

patterning, surface modification and many other methods. During the processes,

various elements are used including photons, electrons, ions, scanning probes, liquid

phase chemicals, etc. As an alternative, the bottom up approach can also be applied

by constructing structures from atoms and molecules. For example, the atomic force

microscope have been used to manipulate individual atoms to produce structures on

the substrate. The AFM probe can also be constructed by assembling or growing tips

on the cantilever.

3.3.1 Cantilever Nano-fabrication

The fabrication of a passive AFM probe is relatively simple to achieve. The process

plans for both the direct method and the indirect method are illustrated in this section

based on references [127, 128].

Direct AFM Probe Fabrication

For silicon material, a direct fabrication is typically applied to achieve a better

control of the tip sharpness. The direct fabrication process plan of a passive silicon

cantilever probe is shown in Fig. 3-10 with each step listed below.

1. Starting with a silicon wafer (<100> orientation)

2. Thermal oxidation to produce SiO2 on both sides of the silicon wafer

3. Photoresist spin coating on the bottom side

4. Photolithography UV light exposure via chromium/quartz mask

5. Development of exposed photoresist

6. Photoresist spin coating on top side

7. Photolithography UV light exposure via chromium/quartz mask

8. Development of exposed photoresist
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Figure 3-10: Example steps for direct fabrication of a simple passive silicon cantilever
probe

9. Isotropic wet etching of SiO2 with buffered HF

10. Photoresist removal with acetone/isopropanol

11. Anisotropic wet etching of silicon with KOH until tip area SiO2 falls off

12. Isotropic wet etching of SiO2 with buffered HF

13. Deposition of silicon nitride on top side for probe tip protection against etching

14. Anisotropic wet etching of silicon KOH with timing control for probe thickness

15. Isotropic wet etching of silicon nitride to release the cantilever

Indirect AFM Probe Fabrication

The indirect method forms a mold for the cantilever first. The desired materials

are then deposited into the mold to form the probe. A better flexibility in material is

achieved with this method with a less precise control of the tip sharpness. The direct

fabrication process plan is shown in Fig. 3-11 with each step listed below.

1. Starting with a silicon wafer (<100> orientation)

2. Thermal oxidation to produce SiO2 on both sides of silicon wafer

3. Photoresist spin coating on both sides

4. Photolithography UV light exposure via chromium/quartz mask
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Figure 3-11: Example steps for indirect fabrication of a simple passive silicon can-
tilever probe

5. Development of exposed photoresist

6. Etching of SiO2 with buffered HF

7. Photoresist removal with acetone/isopropanol

8. KOH wet directional etch of silicon to form probe tip mold cavity

9. SiO2 removal by etching with buffered HF

10. Thermal oxidation to produce conformal SiO2

11. Low-pressure chemical vapor deposition of low-stress silicon nitride

12. Protection photoresist spin coating on the top side

13. Removing both silicon oxide and nitride on the bottom side

14. Photolithography UV light exposure via chromium/quartz mask

15. Development of exposed photoresist

16. Dry etching to remove both silicon nitride and silicon dioxide
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17. Photoresist removal with acetone/isopropanol

18. Dicing of Pyrex wafer to be used as a handle

19. Anodic bounding between silicon and a diced Pyrex wafer

20. Dicing for removal of unnecessary Pyrex

21. Silicon etching removal with KOH

22. SiO2 etching removal with buffered HF

3.3.2 Active Probe Fabrication

The fabrication of the piezoresistive sensing thermomechanical actuation active probe

is more complicated. Additional fabrication steps are needed to form the sensing and

actuation elements. The process plan is illustrated in Fig. 3-12 and listed below

based on references [129, 130].

Figure 3-12: Simplified high-level steps for fabrication of active probe with embedded
piezoresistive sensor and thermomechanical bimorph actuator

1. Begin with a silicon wafer (<100> orientation)

2. Wafer oxidation and AFM tip formation with anisotropic chemical etching with

KOH with oxide mask or anisotropic plasma reactive ion etching with double

photoresist silicon dioxide surface protection

3. High-level doping of phosphorous for electrical shielding and contact with wafer

oxidation and photoresist coating for tip protection
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4. High-level doping of boron for on-chip connections and contact areas

5. Boron implantation for piezoresistive deflection sensor with annealing activation

of the implanted elements

6. Wafer passivation by plasma-enhanced chemical vapor deposited (PECVD)

layer of SiNx after photoresist and top layer SiO2 removal

7. Photolithography and buffered HF etching to form contact to implanted struc-

tures with passivation removal around the tip area

8. Vapor deposition of aluminum and photolithography of aluminum structure for

the thermal heater and the wiring interconnection

9. After anisotropic etching of silicon with KOH to form the cantilever membrane

layer, reactive ion etching is used to form the cantilever beam and the base

support chip with a thick layer of photoresist. The photoresist is stripped away

using microwave plasma.

Figure 3-13: Optical microscope image of the fabricated active cantilever probe: (a)
SD card shape PCB with ruler reference (label unit: cm), (b) lead wire bounding
between the PCB and the PCB, (c) active cantilever with piezoresistive sensor at
base, serpentine shape aluminum heater and electrical wiring

After being extracted from the silicon wafer, a bonding process is applied. The

cantilever probe is attached to a printed circuit board with SD card shape for easy
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manual handling. Electrical connections are also made with lead wire and optional

protection epoxy. Multiple active cantilevers can also be produced on the same probe

for parallel imaging. An optical microscope image of the fabricated cantilever probe

is shown in Fig. 3-13.

The nano-fabrication process steps are primarily completed at Ilmenau University

of Technology in Germany together with our collaborator. This process plan is used

as the base for the fabrication of specialized active cantilever probes for opaque liquid

imaging utilized in this work.

3.3.3 Probe Property Modification

For specialized applications, the AFM cantilever probe can be functionalized in a va-

riety of ways. These primarily include probe tip geometry, tip material and cantilever

property modification.

In most imaging applications, a sharper AFM probe tip is desired. The silicon

AFM probe tip can be sharpened by repeated oxidation and etching. To image

features such as deep trenches, a carbon nanotube can be attached or grown on

the original AFM cantilever to obtain a high aspect ratio tip. A number of probe

sharpening implementation examples can be found in references [131, 132, 133, 134,

135]. On the other hand, for nano-indentation applications where a round tip with

known radius is desired, micro-beads can be attached to the probe tip.

The modification of probe tip material is needed in a number of applications es-

pecially for new imaging modalities. For example, a diamond material is desired for

sharp AFM tips if repeated high force mechanical interactions between the probe and

the sample is expected since diamond is rigid and chemically more stable than silicon

[136]. In scattering type near field optical microscopy applications, silver, gold, tung-

sten or platinum materials are used for the probe tip to enhance the electromagnetic

fields around the tip. To measure the electrical property of the sample, conductive

material and a lead wire attached to the tip can be fabricated. If operated in liquid,

insulation coating for the entire passive cantilever except the probe tip can be done

with parylene [137].
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A layer of gold coating is usually applied to the back of passive cantilever probes.

This helps to increase its reflexibility for optical based deflection measurement. When

operating in corrosive environments, protective coatings can be applied to the entire

cantilever as will be discussed in more details later in this chapter.

3.4 AFM Probe Operation

The operation of AFM cantilever probes for dynamic mode imaging requires the

knowledge of cantilever characteristics. During dynamic mode operation, the AFM

cantilever is driven at or near its resonance frequency. The resonance frequencies

need to be measured from system identification method. Moreover, the oscillation

characteristic such as amplitude and phase need to be demodulated.

3.4.1 AFM Probe Calibration

The AFM cantilever probe needs to be calibrated before imaging in many cases just

like the scanner. The deflection gain, frequency response and stiffness are the primary

factors to be considered.

Deflection Gain

The deflection sensitivity gain SG characterizes the sensitivity of the cantilever tip

motion measurement system. For conventional AFM systems, the alignment of laser

and cantilever tip can change from one experiment to another. The voltage variation

from the photodiode quadrants need to be calibrated to corresponds to the physical

deflection of the cantilever in nanometers. This can be achieved by engaging the probe

and a rigid sample and perform a ramp indent to bend the cantilever upwards. As

the motion of the scanner is known, by fitting a curve to the voltage signal obtained

by the cantilever sensing module, the deflection gain can be obtained. This step is

not needed for topography imaging where the cantilever deflection is regulated to a

constant but necessary in constant height mode. Knowing the gain can also be helpful

to improve the image performance as will be discussed in Chapter 4.

Frequency Response
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The frequency response of the cantilever is another important characteristic needed

for dynamic modes. The response can be obtained with methods previously introduce

in Chapter 2 for scanner system identification. The most common method used is

the frequency sweep. Due to the relatively high quality factor Q of the AFM can-

tilever in air and vacuum, a slight driving frequency shift can result in a big change

in the magnitude of the gain. Therefore, a coarse large range sweep is conducted first

followed by a finer sweep to accurately locate resonance peak to be used as the driv-

ing frequency for tapping mode imaging. The amplitude and phase of the frequency

sweep are obtained using oscillation characteristics demodulation techniques, which

are discussed in the next section.

Stiffness

The AFM cantilever probe stiffness value k is needed for mechanical property in-

vestigation. With the calibrated sensing gain SG, the stiffness can be used to convert

the deflection to the tip-sample interaction force. The stiffness can be specified by

the vendor, computed from geometry, estimated from resonance frequency, measured

using calibration elements or derived from thermal noise input.

The nominal stiffness value of the cantilever is usually provided by the vendor.

The value can also be directly computed from cantilever geometry and material as in

Eq.(3.8). However, due to dimension inaccuracy and process variation during nano-

fabrication, the actual stiffness can be significantly different from the specified or

computed value. A calibration process can be applied to measure the stiffness value.

Another stiffness estimation method for rectangular AFM cantilevers is based on

both measurement and geometric relations as proposed by Sader in [138]. The Sader

method uses the measured cantilever resonance frequency in vacuum ωv, length L,

the rectangular cross section width w and thickness h, material density ρ to esti-

mate the stiffness as in Eq.(3.33). The resonance frequency in ambient air can be

estimated to be around 2% lower than in vacuum. This method is less sensitive to

cantilever thickness inaccuracy and takes experiment measurement of the cantilever
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characteristics into consideration for better stiffness estimation.

k = 0.2427ρwhLω2
v (3.33)

The calibration can also be done using samples with known stiffness ksample [139].

After deflection sensitivity calibration, the probe is pushed against the sample to

record both the probe deflection ∆Zprobe and the scanner vertical movement ∆Zscanner.

The stiffness of the probe can then be calculated by Eq.(3.34). This method is more

accurate but can be more challenging to implement.

k =
∆Zscanner −∆Zprobe

∆Zprobe

ksample (3.34)

The thermal noise based stiffness and damping tuning is the preferred method

adopted in many commercial AFM designs. This method is accurate and does not

require a calibration grating sample with known properties. To apply this method,

several parameters need to be measured. First, the deflection measurement sensitiv-

ity gain SG can be obtained from calibration. Second, the thermal noise induced

cantilever oscillation voltage power spectral density Sv(ω) is measured by applying

Fourier transformation to the cantilever deflection thermal noise floor. In low fre-

quency ranges, the frequency dependent 1/f pink noise from the instrument dom-

inates and should therefore be avoided. Therefore, the spectrum magnitude value

Sv,avg is taken as the average of the relatively flat region after pink noise diminishes

and before reaching the cantilever resonance (typically several kHz). Third, the qual-

ity factor Q and first natural frequency ωn can either be extracted directly from Sv(ω)

or using another frequency sweep. By using statistical mechanics and Parseval’s the-

orem, the stiffness k and damping b can be derived as in Eq.(3.35) with the known

Boltzmann constant kB and temperature T . More details of the derivation can be

found in [140].

 k = 4kBT
QωnSG2Sv,avg

b = 4kBT
Q2ω2

nSG
2Sv,avg

(3.35)
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The aforementioned calibrations assume good sensing linearity. Prior calibration

of the rest AFM subsystems is also needed including the scanner, signal conditioning

electronics, sensing elements (e.g. strain gauge), etc. For the AFM cantilever probe,

there are also other calibration such as the probe tip sharpness. This is usually

accomplished with specialized calibration samples.

3.4.2 Oscillation Characteristic Demodulation

Efficient demodulation of oscillation amplitude and phase is important for AFM op-

eration. It is needed for performing the frequency sweep and dynamic mode imaging.

In the case of frequency sweep, off-line data processing can be applied on data taken

over a relatively long time to get an improved estimation. For dynamic mode opera-

tion, a moving window is applied to process the collected data in real time for motion

control, which impose a higher requirement on the data acquisition.

Several aspects need to be considered for amplitude and phase demodulation.

The bandwidth, latency, computational complexity and disturbance rejection are all

important factors [141]. In general, the demodulation methods can be classified into

three categories as non-synchronous methods, synchronous methods and closed-loop

methods.

Non-synchronous Demodulation

Non-synchronous demodulation can be used for simple amplitude detection tasks.

These algorithms assume only one sinusoidal waveform at a single frequency is present

in the signal to be detected. To obtain the amplitude A of the time dependent

cantilever deflection signal z(t), a peak detection algorithm can be applied to extract

the maximum value of the signal at a window close to or significantly larger than the

period T of the target sine wave. Average of multiple peaks can be used to obtain a

more accurate estimation. If the period T is known exactly, the root mean square of

n periods can be used to estimate the amplitude as in Eq.(3.36). For implementation,

discrete summation is used instead of continuous integration. The phase information
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cannot be detected using these methods.

A =

√
2

nT

∫ t+nT

t

z2(t)dt (3.36)

Synchronous Demodulation

The synchronous demodulation methods are used for more complicated situations.

They have very good off-frequency noise rejection capability. The algorithm can

extract the amplitude A and phase ϕ information at specific frequencies ω even for

mixed signals where multiple frequency components are present. The digital lock-

in amplification multiplies the input signal z(t) with an in-phase and a quadrature

(shifted by π/2) waveform at the target frequency to get the products zsin,raw and

zcos,raw as shown in Eq.(3.37).

 zsin,raw = z(t) sin(ωt) = A(t)
2

[cos(ϕ(t))− cos(2ωt+ ϕ(t))]

zcos,raw = z(t) cos(ωt) = A(t)
2

[sin(ϕ(t)) + sin(2ωt+ ϕ(t))]
(3.37)

The double frequency 2ω component needs to be removed from the signal. The

time dependent amplitude A(t) varies with the sample topography. For AFM tap-

ping mode imaging, the variation frequency is significantly slower than the cantilever

natural frequency ω over tens of kHz to ensure good tracking. Therefore, a low pass

filter with cutoff frequency between ω and 2ω can be applied to obtain zsin and zcos. A

moving average filter can also be applied to cancel out the 2ω component and improve

the noise rejection capability. If a moving average filter with length equal to integer

multiple of the period corresponding to the 2ω frequency, a shorter integration time

can be used for reduced latency. The amplitude and phase can then be extracted

using Eq.(3.38).

 A(t) = 2
√

z2cos + z2sin

ϕ(t) = arctan
(

zsin
zcos

) (3.38)

In addition to digital multiplication, an analog variable gain amplifier that switches

between two gains with equal amplitude but opposite signs can be used. The gain is
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switched at the frequency of the target sine wave to reject off-frequency signals. After

applying a low pass filtered signal, the zsin and zcos can be obtained. More details of

the implementation are available in Chapter 5.

Closed-loop Demodulation

A number of closed-loop demodulation methods are available. These include

Kalman filter, Lyapunov filter and direct design closed-loop demodulator. These

methods in general have better performance in terms of accuracy at the cost of in-

creased computational overhead. They are often used in specialized applications with

more details available in reference [142, 143].

In addition to amplitude and phase demodulation, the small frequency shift in

the oscillation can also be used for AFM imaging regulation. In frequency modulated

AFM, the slight frequency shift can be detected using a phase lock loop and regulated

for imaging. More details on this topic can be found in references [144, 145].

3.5 Coated Active Probe for Harsh Opaque Liquid

The conventional passive probe deflection sensors and actuators have certain limita-

tions. For the optical beam deflection system, the requirement of transparent optical

path and need for manual probe-laser alignment. The piezoacoustic actuation can

also be problematic during tapping mode for spurious resonance modes. The piezore-

sistive sensing thermomechanical actuation active probe resolves these issues. With

proper coating for protection of the cantilever components, the new capability of

harsh opaque liquid imaging can be enabled. This is one of the primary contributions

enabled in this work based on the publication [26]. As the development motivations

have been introduced in Chapter 1, we discuss the design and implementation of the

active cantilever probe in this chapter.

3.5.1 Active Probe Coating

To protect the active cantilever, a specialized coating layer needs to be applied. The

coating is used for both electric insulation and resistance to corrosive chemicals. The
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coating should satisfy several requirements as discussed below to ensure that it does

not compromise the functionality of any subsystem of the active probe.

1. Bond well to the surface material of the cantilever probe (silicon cantilever base,

SiO2 layer, heating metal, etc.)

2. Be thermally conductive with low thermal resistance to allow heat dissipation

into the environment for thermomechanical actuation.

3. Form a thin uniform layer of coating without significantly affecting the mechani-

cal properties of the probe (e.g., small additional mass, low residual stress, small

increase of overall bending stiffness or damping, etc.).

4. Be chemically inactive for selected environments depending on the application

(e.g. crude oil, whole blood, sulfuric acid, etc.).

Dip coating of the active probe is selected as the protective layer fabrication

method. Dip coating is suitable to handle the delicate nature of the active cantilever

probe and complication in redesigning the manufacturing process. It also allows us

to try out different materials for coating easily. Different polymers have been investi-

gated including M-Bond 610, 2K.-Epoxy, M-Bond 43B and photoresist polymers for

photolithography. Most of these tested materials except "Positiv 20" suffer from poor

bonding, thick coating layers, inability to withstand corrosive chemicals or failure to

maintain a usable resonance peak for the probe.

Before coating, we used a viscous two-compound epoxy glue EPO-TEK H70E to

protect the lead wires the PCB. The epoxy was cured at 100 ◦C for 2 hours. The

probes were then coated using the photoresist ”Positiv 20” manufactured by CRC

Industries Europe NV. According to the datasheet, it is able to withstand strong

etchants such as hydrofluoric acid (40%), nitric acid (65%) and iron(III) chloride.

Furthermore, it has a suitable viscosity to cover a silicon microstructure like an AFM

cantilever with a resist layer of only a few µ m thickness. We immersed the cantilever

into the photoresist liquid to apply the coating. The coated cantilevers are then placed

on a hot plate at 70 ◦C for 15 min in a dark environment to dry the resist. Next, we

exposed the cantilevers to ultraviolet light for five minutes. Finally, we immersed the
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Figure 3-14: Optical microscope imaging of active probe (a) uncoated back surface,
(b) coated back surface, (c) uncoated front surface with heating wires, (d) coated
front surface with heating wires.

coated cantilevers into a sodium hydroxide solution (7 g/1 L) to develop the resist.

Optical microscopy images as shown in Fig. 3-14 are used to preliminarily verify the

success of the coating.

3.5.2 Coated Active Probe Characterization

To better understand the effect of coating, frequency response experiments were con-

ducted. The results for the cantilever probes before and after coating are shown in

Fig. 3-15.

After applying the coating, the overall mass of the probe increases. This should

in principle reduce the resonance frequency of the probe. However, all probes after

coating have an increase in their first mode resonance frequency. This indicates the

coating increases the stiffness of the cantilever probes, which results in an overall in-
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Figure 3-15: Frequency sweep results with amplitude (red), phase (blue) for one
cantilever probe (a) before coating with resonance frequency at 96.365 kHz, (b) after
coating with resonance frequency at 106.564 kHz. Notice that oscillation amplitudes
in unit of volts are recorded instead of gains from the data acquisition system with
the same driving signals applied during the sweep for comparison.

crease of resonance frequency. The oscillation amplitude of the probe also decreased

to be almost an order of magnitude smaller than the original uncoated probe with

identical driving signals. This can partly be attributed to the increase of probe stiff-

ness or damping. Another possible reason is that the coating increases the thermal

capacitance and resistance of the probe such that the temperature variation ampli-

tude is decreased. This results in a smaller probe deflection that is measured from the

frequency sweep. The decrease of oscillation gain amplitude can partly be compen-

sated by increasing the driving signal but might result in a reduced operation lifetime

of the probe due to extensive heating and increased internal stress.

Figure 3-16: Microscope image of active probe: (a) before experiment, (b) after AFM
imaging conducted in vinegar

The coating also creates an additional non-linear effect after extended time of
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operation. From optical microscope observation of a coated active probe driven in

air, visual changes of the coating can be observed as shown in Fig. 3-16. The phe-

nomenon was potentially due to the repeated oscillation and thermal heating of the

probe causing the coating to partially detach from the probe surface. Although the

coating protection against liquid was still functional, the probe started to behave

in a nonlinear manner. The resonance frequency started to depend on the driving

amplitude and distortion could be observed in the probe oscillation waveform. This

phenomenon is less than ideal as it increases the complexity of the imaging process

where probe sweeping needs to be conducted for actuation at different amplitudes.

Nevertheless, the imaging capability of the coated probe in harsh opaque liquid en-

vironment is enabled with this coating technique. Imaging results using the coated

active AFM probe with the custom sample scan AFM system are demonstrated in

Chapter 6.

While dip coating is the easiest method for investigating various materials, other

techniques can also be applied if equipment are available. Vapor deposition techniques

would be a potential coating method because it offers better uniformity, bonding and

atomic level thickness control. However, the development of such coating requires

augmentation of the nano-fabrication process. This will require significant invest-

ment of time and capital for development. Another promising potential method is to

apply parylene coating, which allows control of coating thickness below one micron.

Parylene coating can also resist harsh chemical environments and be applied after

probe fabrication with current design.

3.6 Chapter Summary

In this chapter, the principles, fabrication, applications and operation of active can-

tilever probes are discussed in detail. Instead of using the conventional optical beam

deflection sensing and piezo acoustic actuation, the use of piezoresistie sensing and

thermomechanical bimorph actuation allows the development of an active cantilever

probe, which helps to reduce the experiment overhead. With a specialized coated ac-
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tive probe design, the capability of AFM operation in chemically harsh opaque liquid

environments has been enabled. This is helpful to increase the versatility of AFMs.

The second main contribution of the thesis work for coated active cantilever probe is

addressed in this chapter. Example imaging in harsh opaque liquid operation will be

further provided in Chapter 6.
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Chapter 4

AFM Control System Design

4.1 Introduction

Control system design is important to ensure the integrity of AFM operation. This

is especially true for high-speed imaging as the dynamics of the scanner can cause

distortion in the motion commands. The probe or the sample can be damaged in

a short time during high-speed scanning if not properly controlled. Moreover, the

overall scanner dynamics can be affected by the variation of sample mass. Good

controller designs compensate for the disturbance and nonlinearity in the scanner

to increase the positioning accuracy. The overall performance of AFM imaging can

benefit from smart control algorithms that take the image formation principle into

consideration. In this chapter, the control techniques for both nano-positioners and

AFM imaging improvement are discussed.

4.2 General Positioning Control Algorithms

Control algorithms can be helpful to improve the positioning accuracy. Both feedfor-

ward and feedback control can be applied to compensate for the positioning system

nonlinearity. This section illustrates selected conventional methods for improving

positioning accuracy in the in-plane direction.
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4.2.1 Positioning Challenges

For in-plane motion control, there are several control problems to solve. The position-

ing inaccuracies primarily arise from the actuator nonlinearity, dynamic resonance,

phase lag and system noise floor. As discussed in Chapter 2 for the piezoelectric

actuators model, the hysteresis and creep nonlinearity can cause distortion in the

scanning trajectory.

For high bandwidth input signals, the frequency dependent phase lag and gain

variation can be observed in the Bode plot. This is more significant as the input

command signal frequency approaches the first resonance frequency of the scanner.

For signals with multiple frequency components such as a triangular wave, the higher

harmonic components are heavily attenuated. If not compensated properly, artificial

image artifacts will be generated.

The noise floor of the AFM system can be attributed to multiple sources. In the

mechanical domain, the external vibration from the environment, motion coupling

and thermal deformation are important aspects to consider. In the electrical domain,

the noise floor of driver electronics (e.g. Johnson thermal noise), external electro-

magnetic waves, latency and discretization in the data acquisition system can all

contribute to the noise. Significant efforts are placed on hardware design to improve

the noise floor with vibration isolation, improved deflection sensor with lower noise

[146], etc.

If not compensated, these positioning inaccuracies can result in artifacts in the

collected image. For high performance imaging, adding sensors and/or controllers to

the positioning system can significantly improve the positioning accuracy.

4.2.2 PID Feedback Control

By installing scanner displacement measurement sensors, feedback controllers can

be designed. A straightforward and widely applicable feedback controller is the

Proportional-Integral-Derivative (PID) controller. With frequency domain design

technique, a PI controller in series with a lead compensator can be used as a varia-
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tion of the PID controller to avoid amplification of high frequency noise components.

transfer function of the PI controller in series with a lead compensater is given by

Eq.(4.1).

u(t) =

(
Kp +

KI

s

)(
ατds+ 1

τds+ 1

)
(4.1)

In this expression, Kp is the proportional gain, KI is the integral gain, τd is the

lead compensator time constant to place the frequency and α adjust the amount of

phase lead provided by the compensator. System identification techniques can be

used to obtain the scanner frequency response as introduced in Chapter 2. Loop

shaping design techniques can then be applied to tune the values of these parameters

for good tracking performance.

Adding the feedback controller improves the positioning accuracy of the scanner

in several aspects. First, the slow varying long term drifts from thermal expansion or

creep nonlinearity in the piezo actuators can be completely eliminated by the integral

controller. Second, the proportional gain helps to reduce the response time to a new

reference input and reject external disturbance. Third, the phase provided by the lead

compensator improves the transient response of the system. The feedback controller

is sufficient in most cases for generic applications but does not handle non-linear

effects such as the hysteresis in piezo actuators.

4.2.3 Feedforward Compensation

For precision mechatronic systems, feedforward control are widely used to improve the

performance. An inversion of the system dynamic model obtained through the system

identification process can be placed in the feedforward path. This would ideally yield

a flat frequency response while in practice the gain and phase will always be limited

by the physical system. For example, the digital control systems will have a reduced

gain beyond the bandwidth and the delay in for sampling and processing will yield

a frequency dependent variable phase lag. In cases where the scanning trajectories

are known, a non-causal discrete system can be designed from the inverse of the a
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non-minimum phase system.

For piezo hysteresis compensation, the discretized Preisach model can be inverted

for feedforward control. An analytical inversion does not exist for the Preisach model.

Therefore, numerical approximation methods are utilized such as the closest match

algorithm. In this method, the initial state of the model is assumed to be known or

manually swept to the minimum or maximum. Since the Preisach model is piecewise

monotonic, the optimal input to the system is obtained by by gradually changing the

input signal to the simulated model until the output reaches the reference command

with minimal difference. With accurate identification of the model, this optimal input

signal can be considered as an approximated numerical inversion of the Preisach

model. Other inversion methods have also been investigated with more details in

references [147, 148, 81].

For high-speed operation, the numerical inversion can be computationally too

expensive to implement. Since a large number of weights are needed to accurately

capture the model, the computational resources are usually not sufficient for high-

bandwidth operation. For example, when scanning with a 10 kHz sine wave with

100 samples per cycle, the computation needs to be finished within 1 µs. The level

of discretization of the Preisach model at 100 by 100 discrete levels would result in

over 5, 000 weights to ensure good accuracy. After ignoring the insignificant terms,

several hundreds of weights are still involved. Evaluating the model output once

would require hundreds of summation through the activated hystron elements. With

a typical FPGA clock rate at 40 MHz, only 40 addition operations can be completed

with a single adder to satisfy the desired sample rate, which is insufficient. Using

multiple adders simultaneously to add weights stored in the look-up table can be

helpful to meet the time requirement at the cost of more FPGA fabric resources. For

numerical model inversion with the closest match algorithm, the model output needs

to be evaluated several times to obtain the result, which makes its implementation

too complicated to fit on most FPGA systems.

To reduce the computational requirement, an analytical inversion would be pre-

ferred but usually does not exist. An analytical inversion does exist for the Prandtl-
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Ishlinskii model. However, since this model assume symmetric hysteresis structure,

it is not generally applicable with this constrain [149].

4.3 Scanner Control Algorithms

Feedforward numerical inversion compensation of hysteresis can be challenging to

implement at high-bandwidth. Therefore, we need different strategies for AFM scan-

ner control. If feedback sensors are available for the fast in-plane scanning axis,

feedback control techniques can be applied. Feedback controllers have several advan-

tages. These include model-free design without the need for system identification,

good handling of external disturbance and higher robustness to system parameter

change (e.g. varying sample mass), etc. Moreover, the periodic nature of the AFM

scanning pattern can be utilized to improve tracking performance.

In this section, we discuss three main controllers investigated in this work. They

are the iterative learning controller, repetitive controller and bandwidth based repet-

itive controller implementation for AFM in-plane scanning fast x-axis direction. The

iterative learning controller and repetitive controller are generally applicable and used

with the fast x axis of the multi-actuated music wire scanner modeled in Chapter 2.

The bandwidth based repetitive controller is a specialized design for use with the

multi-actuated stacked scanner originated from this work. These controllers all make

use of the periodic scanning nature of the reference command. In cases sensors re-

quired by feedback controllers are difficult to install, hardware level charge control

techniques can be used to handle the piezo hysteresis nonlinearity. More details on

charge control are discussed in Chapter 5.

4.3.1 Iterative Learning Control

With periodic scanning commands, a standard iterative learning control technique

can be utilized [150]. The error signal in the previous cycle is used to update the

reference input to the system in the next cycle for improved tracking performance.

The tracking performance is gradually improved after several cycles. The model of
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the dual-actuated music wire scanner in-plane dynamics is used to study the iterative

learning controller. The controller architecture and convergence of the learning per-

formance is shown in Fig. 4-1. With iterative learning control applied, the tracking

error decreases with each trail for the 10 kHz triangular wave tracking.

Figure 4-1: Iterative learning controller: (a) simplified architecture of an iterative

learning controller with reference command update of the triangular waveform input,

(b) convergence of tracking error signal over multiple iterations

Identical initial conditions are required for error convergence. This is the main

limitation to apply iterative learning control for scanner control. Although the ref-

erence trajectory is usually periodic, the error in displacement and speed results in

initial conditions if scanned continuously. This would violate the constrain of iden-

tical initial conditions for the iterative learning controller. To resolve this issue, the

residual error after each cycle can be eliminated to ensure the requirement is satisfied.

The convergence of the iterative learning controller is demonstrated in simulation in
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Fig. 4-1. In practice, it is also possible to use another controller that can reset the

system initial conditions between adjacent cycles. However, the process to ensure

identical initial conditions would require extra loop time and increase the implemen-

tation complexity.

4.3.2 Repetitive Control

The repetitive controller is a more suitable algorithm for tracking periodic continuous

reference inputs. It does not require the reset step to ensure identical initial conditions

as the iterative learning controller. The repetitive controller is designed based on the

internal model principle. The internal model principle indicates that a controller can

eliminate the tracking error if its internal structure contains the periodic reference

trajectory [151]. As an example, the integral controller can eliminate the steady state

tracking error for a constant reference because the unilateral Laplace transform of a

constant value is identical to that of the scaled integral control term.

A repetitive controller can significantly reduce the tracking error for periodic sig-

nals. For effective tracking, the highest frequency component of the periodic reference

signal is required to be within the structure bandwidth. In previous research, repeti-

tive controllers have been applied together with inverse model based feedforward for

low bandwidth nano-positioning control for 25 Hz triangular waveform [152, 153].

For the dual-actuated scanner design, we use the repetitive controller for the

tracking of a 10 kHz sine wave. As shown in Fig. 4-2, the Laplace transform of the

cosine function with a gain Kr is placed in parallel with a proportional gain term.

The frequency ω of the controller is set to be the same as the reference input sine wave

to satisfy the internal model principle. A lead compensator is placed in series in the

controller to gain some phase advantage for the system. The controller architecture

and Bode plot of the loop transfer function (neglecting hysteresis) are shown in Fig.

4-2.

As discussed in Chapter 2, the sinusoidal raster scan is preferred for high-speed in-

plane scanning. The repetitive controller is an ideal technique for sine wave tracking.

The simulation tracking performance of the controller with piezo actuator hystere-
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Figure 4-2: Repetitive controller: (a) controller architecture, (b) bode plot of the loop
transfer function

sis and error signal are shown in Fig. 4-3(a). The repetitive controller effectively

eliminated the tracking error for the cosine reference input at 10 kHz even with the

presence of significant piezo actuator hysteresis. The controller can be implemented

on high-speed FPGA systems easily when discretized using the bilinear transforma-

tion.

The experimental measurement results are shown in Fig. 4-3(b). The open loop

gain is set to the value that would achieve 3 µm operation at 100 Hz, which yields

a large error at 10 kHz. The repetitive controller compensated the large error of

the open loop response. The slight time delay between the reference and measured

trajectory is due to the sampling at 500 kHz being only 50 times than the 10 kHz

cosine input waveform. The control loop rate is limited by the analog to digital

converter sampling frequency and processing time required to compute the controller

output. When we account for the sampling delay, the tracking error is less than 10 nm
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as predicted in the simulation.

Figure 4-3: Repetitive controller sine wave tracking: (a) simulation of repetitive

controller tracking result, (b) reference trajectory, repetitive controller and open loop

experimental measurement results

4.3.3 Bandwidth-based Repetitive Control

The bandwidth-based repetitive controller is a specialized design for the the multi-

layer stacked scanner. With the modeling and characterization discussed in Chapter

2, the stacked scanner has multiple inputs to control a single output. The system iden-

tification of the single output with respect to each individual input actuator demon-

strated different bandwidths in the frequency response. For example, the bottom

layer has the lowest bandwidth at around 22 kHz and the smallest range. However,

the top layer has the largest bandwidth over 100 kHz and has the largest motion

range as the mass and total flexure stiffness it carries is the smallest. For a single

input scanner with lowest resonance at 22 kHz, it would be very difficult to track

a 20 kHz triangular wave with the presence of higher harmonics. However, for the

stacked scanner, we can track high frequency harmonics at a smaller range by only

applying control inputs to the high-bandwidth actuators.

Considering the characteristic of the scanner, the controller assigns the effort to

three groups of actuators differently. The frequency components of the Fourier series

expansion below 100 kHz are captured. For triangular wave specifically, the bottom
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1− 3 actuators handle frequencies up to 20 kHz, the middle actuators 4− 6 handle

both 20 kHz and 60 kHz input signals where as the top 7 − 10 actuators handle

all harmonics. With this approach, the dominating 20 kHz harmonics can cover the

full range. The higher frequencies harmonics have reduced range but can be realized

by actuators with faster dynamics. This is achieved by low-pass filtering the error

signal at different frequencies corresponding to the grouped actuators. The processed

signals are then passed into the controller for individual actuators correspondingly.

As the amplitude of the third 60 kHz and fifth 100 kHz harmonics are 1/9 and 1/25

respectively, the dynamic range of the actuators are sufficient.

Figure 4-4: (a) Bandwidth based repetitive controller, (b) triangular wave tracking

for the new controller, (c) sine wave tracking for the new controller

The bandwidth-based control effort allocation can be combined with the repetitive
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controller design. For periodic signals that can be expanded using Fourier series, the

harmonics can again be handled by the repetitive controller using the internal model

principle. The bandwidth-based repetitive controller design combines the scanner

characteristics with multiple repetitive controllers at different frequencies of the ref-

erence input.

Arranging the actuators in three groups reduces the implementation complexity.

Instead of using 10 filters for all 10 layers in the stacked scanner, only three filters

are needed. The architecture of the bandwidth based repetitive controller design for

handling triangular wave primary harmonics and sinusoidal signals is shown in Fig.

4-4(a). Tracking performance for the first three harmonics of a 20 kHz triangular

wave is shown in Fig. 4-4(b). The average percentage error is below 0.3% at a

12 µm range. The combined method produces very good tracking performance. With

adjusted repetitive controller internal model frequencies, good tracking performance

is also obtained for a 70 kHz sine wave. This is realized at a reduced scan range of

8.4 µm with steady state tracking error below 0.2%. The bandwidth based repetitive

control method realized the full potential of the stacked scanner design for high-speed

scanning applications.

We have also investigated other controllers for more generic scanning trajectories.

If more generic scanning patterns are used, the disturbance observer controller can

be used. In this design, the hysteresis nonlinearity is treated as external disturbance.

When operating in the flat region of the bode plot, the plant can be inverted easily as

a simple gain. The disturbance can then be observed by passing the measured output

to the inverted plant model. The observed disturbance can then be subtracted from

the plant to compensate for the nonlinearity. More details of the implementation are

available in [102].

We have also investigated the performance of the Linear Quadratic Regulator

(LQR) in simulation. Observers are designed to estimate the displacements of all

layers of the multi-layer stacked scanner as modeled in Chapter 2. The tracking

performance is poor for high bandwidth signals as it is almost impossible for the low

bandwidth bottom actuator to track the desired reference. Moreover, the design is
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relatively complicated as individual control of each actuator is needed. This would

also require 10 channels of piezo actuator drivers. More discussion on the LQR

controller and the bandwidth based repetitive controller can be found in reference

publication [154].

4.3.4 In-plane Scanning Algorithm Summary

In this section, we summarize the main in-plane scanner control algorithms investi-

gated in this work. The linear dynamics can usually be handled with conventional PID

controllers. The creep nonlinearity can be rejected effectively with integral control.

The hysteresis nonlinearity can be handled with feedforward methods using inver-

sion of identified model. Model free feedback control can also be used to reject the

nonlinearity as disturbance. Hardware level compensation with charge control circuit

will be discussed in Chapter 5. For high-speed scanning, we investigated the itera-

tive learning controller and the repetitive controller design. The repetitive controller

is more suitable for the periodic signal of an AFM scanner. For the special design

of the multi-layer stacked AFM scanner, the LQR and bandwidth-based repetitive

controller are investigated with the later having an improved performance.

By applying these controllers to new scanner designs as discussed in Chapter 2,

high-speed scanning performance can be improved. The various controller designs

can be used as a library and selected for AFM design depending on the applications.

4.4 Overall AFM Imaging Model and Control

The operation of AFM systems requires significant user experience. The main exper-

iment tasks include sample preparation, probe installation, controller tuning, etc. In

this section, we discuss our attempt to automate the controller tuning process during

AFM imaging. Image level performance improvement algorithms will also be covered.

To regulated the AFM cantilever deflection, a PID controller is usually used to con-

trol the out-of-plane positioner. The controller gains are adjusted manually to ensure

good tracking performance. For novice AFM users without background knowledge
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in control systems, the imaging parameter tuning is mostly a trial and error process.

The operators try to minimize the difference between the trace and retrace lines by

adjusting the imaging parameters. For more experienced users, empirical tuning rules

are summarized and applied.

For low bandwidth scanning at several lines per second, manual controller tuning

is possible. The dynamic behavior of the positioning system can be ignored. Even

in this simple case, line by line adjustment of the controller gain can be difficult

for novice users. Improper tuning of the controller can not only result in distorted

images. Moreover, an improper controller gain can increase the risk of sample or

probe damage.

Manual tuning can be especially challenging for high-speed scanning. When push-

ing the scanning speed limit, the scanner dynamics can be excited. More importantly,

an improperly tuned controller can damage things in a very short time. As an exam-

ple, we once conducted high-speed imaging over a calibration grating with 500 nm

depth trenches. With a 6 µm by 6 µm scanning area at 500 lines per second in

contact mode, we tried to manually adjust the PID controller parameters. In one

case where the proportional gain is adjusted to a small value, the topography im-

age disappeared within 3 seconds. After looking into the captured data, we notice

that the image disappeared gradually as the cantilever probe tip becomes blunt when

scratching through the sample surface.

To resolve these problems, it would be helpful to automate the process to reduce

the operation overhead. A comprehensive AFM simulation environment is created in

this work to evaluate the controller automation process. We also investigated several

new imaging performance improvement algorithms. The model can also be used to

train novice AFM users for imaging parameter tuning without the risk of instrument

damage.

It is possible to tune the AFM PID controller gain offline. Previous research

has demonstrated a semi-automated method for parameter adjustment [155]. If a

raster scan pattern is utilized, an iterative learning controller was trained in previous

research by scanning over the first line until convergence [156]. These methods are
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designed for offline tuning and cannot adapt to sample property variations during

imaging.

4.4.1 Simplified Vertical Dynamics Model

The model developed in this thesis aims to capture the essential dynamics for contact

mode AFM operation. A simplified lumped parameter model is used to approximate

the true dynamics. Since the in-plane scanning models are introduced in Chapter 2,

we focus our discussion on the out-of-plane dynamics modeling in this section.

The AFM system out-of-plane Z axis dynamics is mainly composed of three com-

ponents. The key components to model are the cantilever probe, the sample and the

scanner. An illustration of the lumped parameter model is shown in Fig. 4-5(a). In

the figure, mc, bc and kc are the cantilever probe mass, damping and stiffness coeffi-

cients. Similarly, the subscripts s and p represents the sample and the piezo scanner

with (t) indicates time dependency. Fcs(t) is the cantilever-sample interaction force,

Fs(t) is the disturbance force from sample variation, and Fp(t) is the piezo actua-

tor force input. zc(t) is the probe deflection. In this model, we assume the probe

deflection sensor has good linearity and sufficient bandwidth.

Figure 4-5: (a) Lumped parameter models of the AFM out-of-plane dynamics (b)
Simulated displacement output versus force input frequency response of the scanner
(scaled by 107) and probe model
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For the cantilever probe, a second-order mass-spring-damper model is sufficient

to capture the first resonance mode. More complex models for higher frequency

resonance might be needed for other modes of operation [52, 12]. For the scanner,

a mass-spring-damper system with dynamics matching a flexure based scanner using

PL033.31 piezo actuator from PI is utilized. The frequency responses of both the

cantilever probe and scanner are shown in Fig. 4-5(b). We notice that the cantilever

dynamics is faster than the scanner dynamics such that the control loop bandwidth

for probe deflection regulation is limited either by the sample or by the scanner. In

addition, the piezo hysteresis nonlinearity in the out-of-plane direction is neglected

as it can be compensated electrically with charge control based methods [157] with

more details in Chapter 5.

The full dynamics of the AFM probe and sample interaction is very complicated.

Various microscopic forces and probe tip geometry needs to be considered. The

classical model of Lennard-Jones potential can be used as a simplified approximation

for attractive and repulsive force modeling. More microscopic forces such as capillary

forces, Van der Waals forces, or even covalent bond forces can all be involved in

forming the overall force sensed by the AFM cantilever probe.

The tip geometry of the AFM probe also plays an essential role during nano-

mechanical property measurements. From the basic Hertzian model to more compli-

cated Johnson-Kendall-Roberts (JKR) and Derjaguin-Müller-Toporov (DMT) mod-

els, AFM contact mechanics can be modeled at different levels of complexity. How-

ever, even the simplest model has several parameters that are necessary to know but

difficult to measure or control.

For efficient simulation of the system dynamics, the sample model is simplified as

a mass-spring-damper system. The lumped parameter sample model have proven to

be effective in capturing the dominant dynamics as the simulation results match well

with the experiment observation for jumping mode AFM in previous research [154].

For contact mode operation with sufficiently large setpoint, the probe and the sample

remain in contact and share an added mass.

More complicated models are also available for atomic resolution or tapping mode
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simulation. For steady state simulation with atomic resolution, the Hertzian model

with estimated parameters and restricted spheres geometry has been utilized for

atomic resolution simulation [158]. With superposition, adhesion and repulsive forces

from the DMT model have been used for intermittent-contact mode AFM dynamics

simulation [159]. On the other hand, for dynamic simulation with lower resolution

requirement, approximated models are utilized. For example, in tapping mode oper-

ation, asymptotic AFM models [160, 161] have recently been proposed as an approx-

imated model with analytical nonlinear first order derivative of amplitude and phase

shift available for simulation.

For the in-plane scanning model, a map with pixel resolution is generated first to

represent the true sample topography. Bi-linear interpolation based on the scanner

position is utilized. Maps for added sample mass, stiffness, and damping variation

of the sample is also created for varying sample material properties. The dynamic

model of the dual-actuated scanner as introduced previously is used for the in-plane

dynamics together with the repetitive controller.

The overall model is created in Matlab Simulink software. It is used to evaluate

the performance of the proposed control algorithms.

4.4.2 Automatic Controller Tuning

The PID controller is conventionally used as a generic control approach for AFM

systems. As PID controllers are generically applicable, hundreds of methods have

been developed for tuning the parameters for systems with different dynamics. For

AFM operation, we propose an automatic tuning procedure for controller parameter

and scanning speed adjustment for AFM imaging.

Automatic PID Parameter Tuning Model-free tuning methods that do not rely

on system identification are preferred. This is because the probe-sample interaction

is very difficult to model exactly. Most AFM models are simplified approximations

of the complex true dynamics of the AFM system. Moreover, the properties of the

sample can change during imaging. The ZieglerNichols (Z-N) tuning method is a

suitable choice for this application with its good disturbance rejection property. The
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response to setpoint changes of this method is relatively weak. However, this is not

critical with the typically constant deflection setpoint in AFM imaging.

For the controller shown in Eq.(4.2), the Z-N tuning rule of a classic PID controller

is shown in Eq.(4.3).

u(t) = Kpe(t) +Ki

∫ t

0

e(τ)dτ +Kd
d

dt
e(t) (4.2)

Kp = 0.6Ku, Ki = 1.2Ku/Tu, Kd = 3KuTu/40 (4.3)

where u(t) is the control effort, e(t) is the error, Kp, Ki and Kd are the proportional,

integral and derivative gains respectively, Ku is the ultimate gain when the system

becomes marginally unstable and start to oscillate as the proportional gain Kp grad-

ually increases, and Tu is the oscillation period. After determining Ku and Tu, the

PID controller parameters can be set based on the rule in Eq.(4.3). If certain aspects

of the tracking performances are more important, other empirical parameter setting

rules can be used.

To automatically tune the PID controller, the values Ku and Tu need to be deter-

mined without risking unstable oscillation. The relay auto-tuning method is selected

[162] for this task. Instead of gradually increasing the proportional gain, a relay is

used in place of the PID controller as shown in Fig. 4-6(a). The relay switches be-

tween two values with equal magnitude d, which limits the controller output to d

instead of the scanner ranges. Therefore, regardless of the error signal magnitude,

the amplitude is constrained to avoid large amplitude oscillation. As shown in Fig.

4-6(b), with the relay, a sinusoidal steady oscillation e(t) = A sin(ωt + ϕ) can be

observed in the error signal. Based on the describing function analysis, the ultimate

gain Ku and period Tu can be calculated as in Eq.(4.4).

Ku =
4d

πA
, Tu =

1

2πω
(4.4)

At this point, automatically determining Ku and Tu can be realized. To do so, we

need to obtain the amplitude A and the frequency ω of the sine wave from the error

function e(t). The period Tu and corresponding frequency ω can first be estimated
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Figure 4-6: (a) Relay with magnitude d (b) Relay tuning error signal with amplitude
A and period Tu (c) Simulated tracking of step topography

by extracting the second maximum peak in the auto-correlation function of the error

e(t) or the relay control effort u(t). After getting this initial estimate, multiple time

difference between local maximum values can be averaged to determine Tu and ω more

accurately. Accurately determine the oscillation frequency is important to extract the

oscillation amplitude automatically.

To extract the amplitude A, the formula of a digital lock-in amplifier can be used

with the known ω as shown in Eq.(4.5). By integrating over multiple periods of
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oscillation, the accuracy of the amplitude can also be improved.


Asin = 1

T

∫ T

0
e(τ) sin(ωτ)dτ

Acos =
1
T

∫ T

0
e(τ) cos(ωτ)dτ

A =
√
A2

sin + A2
cos

(4.5)

where T is the sampling period, Asin and Acos are the averaged sine and cosine

components during the lock-in process to compute the amplitude. The integration

can be replaced by summation for discrete sampling. The relay based Z-N rule of

automatic PID tuning procedure is summarized below.

1. Engage the AFM probe and disable in-plane scanning.

2. Set relay amplitude d to max allowed probe deflection.

3. Deactivate PID and activate relay unit as the controller.

4. Record e(t) oscillation data over multiple periods.

5. Extract frequency from e(t) with auto-correlation.

6. Extract amplitude with lock-in amplification principle.

7. Compute Ku, Tu and derive Kp, Ki, Kd.

The simulated tracking performance of step topography variation is shown in

Fig. 4-6(c). The PID controller is tuned automatically with the aforementioned

procedure. The controller provides good tracking with a slight overshoot. Other

formula for parameter estimation from Ku and Tu can be used to reduce overshoot

with slower response time. Parameter retuning can also be implemented when the

line error exceeds user specified threshold.

Automatic Scanning Speed Tuning

A suitable in-plane scanning speed is important to ensure good out-of-plane track-

ing performance. A slow scanning speed produces good tracking performance but re-

duces the imaging throughput. A fast scanning speed increases imaging throughput

but risk the excitation of the scanner resonance. In this work, we kept the maximum

in-plane scanning frequency below the scanner bandwidth. The scanning speed can

be automatically adjusted to achieve good topography tracking.
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A suitable scanning speed can be initialized after automatically tuning the PID

parameters. The root mean square (RMS) roughness Rq =
√

1
n

∑n
i=0 z

2
topo(i) for the

measured topography ztopo of the first scan line imaged can be obtained at a relatively

low speed first. An initial estimate scanning speed can be obtained empirically based

on experience. In the expression, n is the x pixel resolution.

During imaging, the tracking error can be used to adjust the imaging speed. The

RMS tracking error signal between the reference and measured cantilever deflection of

a scan line is defined as eRMS =
√

1
n

∑n
i=0 e

2(i). The scanning speed can be adjusted

to be as fast as possible while maintaining eRMS to be smaller than the user defined

error threshold. The speed adjustment is updated between each scan line.

Adaptive inline update of the scanning speed is also possible. For samples with

partial rough surfaces and partial smooth surfaces, the scanning speed can be allo-

cated more effectively by adjusting the speed in-line (scan slower for larger Rq and

faster for smaller Rq). This can be achieved by applying a moving average window to

the RMS value for the error and the roughness signals using a smaller window [163].

4.4.3 Image Level Improvement

In this section, we discuss three methods to improve AFM topography tracking and

image generation. These methods can be used in conjunction with the automatic PID

tuning procedure for AFM imaging performance improvement.

Location Based Sampling

Sinusoidal waveform is preferred for high bandwidth scanning to avoid excitation

of scanner dynamics. In a conventional AFM, the data acquisition system uses a

constant sampling rate for control and the recorded values are down-sampled to form

the images. For trajectories with varying scanning speed magnitude, this would cause

the sampled points to spread unevenly in the image as shown in Fig. 4-7. Therefore,

a equal space sampling method is needed. Instead of a fixed decimation rate of the

collected data, the image pixel points are sampled when the in-plane scanner reference

reached each sample location in the look up table. To enable location based sampling,

an in-plane scanner location tracking module is designed with a lookup table.
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Figure 4-7: Scan trajectory uses sine wave in fast scanning X direction and constant
speed in Y. Equal X spacing sampling yields more uniformly distributed pixels than
equal time (Y spacing) sampling.

Topography Feedforward

With raster scanning patterns, the topography variation between adjacent lines

is usually small. To reduce the tracking error, it is helpful to use the collected data

points from the previous line as a feedforward signal. When scanning from different

directions, the controller response can be different. Therefore, the trace and retrace

lines should be used separately for feedforward. With discrete sampling of topography

pixels, the bi-linear interpolation method is used again with the estimated upcoming

topography extrapolated. The topography from the previous line scan serves as an

anticipated disturbance similar to that from disturbance observer controller. The

feedforward method also does not require a reverse plant model, which is difficult to

obtain for AFM systems. The tracking performance improvement are evaluated in

simulation as shown in Fig. 4-8. The sample has a sinusoidal topography variation

with constant material property. The tracking error decreases significantly after the

feedforward controller is turned on from the third line scan. The initial transient error

peak diminishes after several line scans. Compared to iterative learning controllers

[164], this method is significantly easier to implement and does not require system

identification for controller design.
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Figure 4-8: Topography feedforward starting at line 3 reduces the tracking error sig-
nificantly for sample with sinusoidal pattern of Z = (Y sin(X/500)−Xcos(Y/500))/25
with X, Y , Z units in nm.

Error-corrected AFM Image Generation

In the early years, AFM systems operating in constant height mode does not reg-

ulate tip-sample interaction forces. The topography is measured directly from probe

deflection. For modern AFMs with controller regulation of the probe deflection, the

scanner command input is recorded as the topography variation. If the proportional

sensitivity constant between the probe deflection signal and the physical height is

obtained from calibration, the deflection error signal and the scanner command can

be added to generate more accurate topography images.

To evaluate the algorithm, the simulated result is shown in Fig. 4-9. Even

the tracking performance of the PID controller is poor, the corrected scan line still

matches well with the simulated true topography. The small error in the corrected

tracking line originates from the deformation of the sample itself. This method has
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Figure 4-9: Error-corrected image generation method demonstrates good image gen-
eration even with non-ideal tracking due to poorly tuned controller

also proven to be helpful in actual AFM imaging experiments as demonstrated in the

literature [165].

4.4.4 Adaptive Learning Algorithm

The automatic PID controller tuning algorithm can handle most of the samples. How-

ever, it is still difficult to handle samples with significant material property variations.

In this section, a data-driven control algorithm is presented to further improve the

controller to handle challenging sample automatically.

Limitation of PID and Potential Alternatives

The proposed automatic PID controller tuning method is conducted at a single

location on the sample. If the material properties of the sample change significantly,

the controller performance can greatly degrade. As shown in Fig. 4-10, the tuned

controller can track part of the topography well but becomes unstable at other parts

when the sample stiffness changes in a step pattern by 20%. With unknown sample

properties, it would be difficult to anticipate the variation and retune the PID con-

troller. Therefore, an adaptive data-driven algorithm would be helpful to handle this

situation.

There are many control algorithms available to handle model parameter uncer-

tainties and changing system properties. Robust control, adaptive control, and fuzzy
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Figure 4-10: Imaging the sample with identical topography as shown in Fig. 4-7 but
with step varying stiffness presents challenge as properly tuned PID controller can
track high stiffness area well but becomes unstable at low stiffness area.

logic control techniques are common examples in this case. Most of these methods

require good dynamic models that are estimated from the AFM system. The pro-

cess of model identification can be challenging for AFM users without control system

backgrounds. As an alternative, data-driven methods such as deep reinforcement

learning have demonstrated their capability in handling complex model-free control

problems. However, implementation of deep neural networks can be computationally

too expensive for high-bandwidth systems. In this work, we propose a Single Neuron

PID (SNPID) controller to adapt to challenging samples. This algorithm has a good

tradeoff between the computational complexity and the adaptive performance.

Adaptive Single Neuron PID

The SNPID algorithm is based on the Hebb learning rule. It is computationally

inexpensive due to its simple structure [166]. The discrete-time implementation of

the SNPID controller is discussed in this section. The SNPID controller architecture

is shown in Fig. 4-11(a). The formula for the neuron inputs xP (n), xI(n) and xD(n)

are given in Eq.(4.6) with e(n) as the error signal of the cantilever deflection.
xP (n) = e(n)− e(n− 1)

xI(n) = e(n)

xD(n) = e(n)− 2e(n− 1) + e(n− 2)

(4.6)
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The neuron output u(n) is updated at each cycle with increment ∆u in Eq.(4.7). ∆u(n) = K(wP (n)xP (n)+wI(n)xI(n)+wD(n)xD(n))
wP (n)+wI(n)+wD(n)

u(n) = u(n− 1) + ∆u(n) ⇒ u(n+ 1) = u(n) + ∆u(n+ 1)
(4.7)

where K is a constant gain, wP (n), wI(n), wD(n) are updated by Eq.(4.8).
wP (n+ 1) = wP (n) + ηP e(n)u(n)xP (n)

wI(n+ 1) = wI(n) + ηIe(n)u(n)xI(n)

wD(n+ 1) = wD(n) + ηDe(n)u(n)xD(n)

(4.8)

where ηP , ηI , ηD are user specified non-negative constant learning rates.

Figure 4-11: Single neuron PID controller: (a) architecture with real-time updated

weights, (b) good tracking for sinusoidal topography with step varying stiffness.

It can be proven by stochastic approximation theory that the formula has a form
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similar to that of the classic gradient descent method. With sufficiently small learning

rates, the weights of the neurons converges to a steady state value [166].

The SNPID controller weights are adjusted as new data are sampled. This is in

principle similar to the neuron weight updates in artificial neural networks during the

training process. A total of seven constants need to be initialized by the operator.

For convergence, the gain K is set to a small value of 0.1. The learning rates ηP , ηI ,

ηD are set all to 1 and initial values of wP (0), wI(0), wD(0) all set to 0.1.

The simulation results of the sample with stiffness variation using the SNPID

controller are shown in Fig. 4-11. The SNPID controller remains stable regardless

of the varying material property. The variation of material properties are adapted

successfully by the weight updates in the SNPID controller. In this design, AFM

imaging of samples with significant property variation can be conducted without

operator intervention. One minor drawback of this method is that the learning rates

need to be tuned to ensure good convergence of the weights.

4.4.5 AFM Controller Framework

To summarize the automatic PID parameter tuning method, three AFM image level

improvement methods and the SNPID controller, a unified framework is created as

shown in Fig. 4-12.

All three image level improvement methods can be activated during imaging.

They can be especially helpful for imaging performance improvement in high-speed

scanning. After user initialization, the system performs the automatic PID tuning

and line speed parameter adjustment to start the imaging process.

The controller can switch into adaptive mode to handle samples with large ma-

terial property variations. The relative error erelative = eRMS/Rq is computed online

with a moving window of data. If a large tracking error eRMS is observed for sample

area with small topography variation Rq, there is a high chance that the material

property variations of the sample can play an important role. Therefore, if the vari-

ance of the relative error signal exceeds a threshold, the PID controller switches into

the SNPID controller with adaptive online parameter updates as shown in Fig. 4-13.

164



Figure 4-12: Diagram of the unified framework of AFM overall control algorithms in
this work

More details on the overall imaging framework can be found in reference [167].

Figure 4-13: Automated roughness and relative error based algorithm switching

4.4.6 Controller Design for Other Imaging Modes

The aforementioned image level improvement algorithms are primarily designed for

high-bandwidth contact mode imaging. Some of the image level improvement tech-

niques are also applicable to dynamic modes and jumping modes such as the error-

corrected image generation, equal space sampling, etc. For jumping mode operation,

it is crucial to regulate the peak probe deflection each time when the probe is brought
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into contact with the sample. The jumping mode control has been significantly in-

vestigated in my master work with the proposed induced vibration contact detection

method [52].

For dynamic mode operation, the oscillation of the cantilever probe is more com-

plicated than in contact mode. The oscillation characteristic can change significantly

depending on the imaging environment. For example, when engaged from air into

liquid, the quality factor of the cantilever significantly decreases, resulting in a smaller

oscillation amplitude even with the same driving signal. Even in ambient operation,

the meniscus layer of water on the sample surface can affect the oscillation charac-

teristics. Automated controller tuning in dynamic mode operation is possible but

difficult due to these reasons. Moreover, dynamic mode operation is used more often

for imaging of delicate soft samples at lower speed and attentive operator monitoring

during the imaging process is preferred. Therefore, instead of focusing on controller

automation, research efforts have been focused on actively controlling the quality

factor during imaging [168, 169, 170] or using multiple resonance modes for material

property mapping with improved contrast [171, 172].

4.5 Chapter Summary

In this chapter, the controller design for both scanner motion control and AFM imag-

ing are discussed. For in-plane scanning, iterative learning control, repetitive control,

disturbance observer control and linear quadratic regulator control techniques have

been investigated. The bandwidth based repetitive controller is an innovative design

in this work. It make use of the periodic in-plane scanning motion and the specialized

multi-layer stacked scanner. For imaging purpose, a model for the AFM overall dy-

namics and an intelligent controller framework are developed. the framework include

an automatic PID controller tuning method with scan speed adjustment and a single

neuron PID controller for sample property variation handling. Image level improve-

ment algorithms including topography feedforward, equal space sampling and error

corrected image generation are investigated. Discussion in this chapter corresponds to
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the third main contribution of this thesis: algorithms for scanner control, automatic

tuning and imaging.
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Chapter 5

AFM Sub-system Implementation

5.1 Introduction

A number of additional sub-systems are involved in AFMs to enable or extend their

capabilities. In this work, these subsystems primarily include high-bandwidth driving

and signal conditioning electronics, the optical system for cantilever probe interface

with vision based automation and the software implementation for high-speed big

data processing. This chapter discusses the development of these subsystems.

5.2 Scanner Driving Electronics

Piezo actuators are driven by electrical power amplifiers with signals taken from data

acquisition (DAQ) systems. We begin by introducing the design of a driver for the

piezo buzzer scanner as discussed in Chapter 2. The design works at relatively low

voltage and current. It also includes the signal conditioning circuits for interfacing to

the DAQ system. Next, we discuss the high power amplifiers used to drive stacked

piezo actuators working at high voltages. In the end, we discuss the charge controller

implemented within the driving electronics to handle the piezo actuator nonlinearity

on a hardware level.
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5.2.1 Piezo Buzzer Scanner Driver

The buzzer scanner driver circuit drives the buzzer-actuated scanner as discussed

in Chapter 2. The driving requirements of this scanner is relatively low since the

scanner design operates at a low voltage and a low bandwidth. The circuit takes in

the signals from the National Instrument myRIO 1900 DAQ system. According to

the data sheet, the myRIO system contains the following resources for analog output

channels as shown on page 10 of the datasheet:

1. DAC on 2 MXP Connector: Total of 4 analog output, 12-bit resolution with

range 0V to 5V

2. DAC on 1 MSP Connector: Total of 2 analog output, 12-bit resolution with

range −10 V to +10 V .

3. Audio and accelerometer analog signal ports are not used for this application.

The driving electronic circuit design for a four quadrant buzzer scanner uses dif-

ferential voltages for in-plane scanning. Common mode voltage is used for driving the

out-of-plane motion. A full functioning driver should have 6 inputs from myRIO-1900

and 8 outputs to the buzzer elements. Two digital to analog converters (DAC) with

0−5 V range on the myRIO MXP connector are used to control the in-plane motions

for both the bottom buzzers and middle buzzer. Two myRIO MSP connector ±10 V

DAC are used for the out-of-plane motion.

To drive the scanner, the 2.5 V offset of the in-plane voltage command 0− 5 V is

removed and amplified to ±10 V range. The signal is duplicated with an inverter to

produce differential drive signals to the two opposing buzzers for in-plane scanning.

The ±10 V voltage signal for the Z axis command is then added to both signals

from the differential drive stage and amplified by a gain of 3 to drive the buzzers. As

an example, we take a detailed look at the four functional groups for the differential

in-plane motion drive in Fig. 5-1. Notice that a final addition stage for the common

mode out-of-plane signal would be needed to drive the actual buzzer scanner.
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Figure 5-1: Schematic diagram of the functional groups for driving one axis of the

in-plane motion for the buzzer-based scanner in both configurations

In the first functional group, a scaled subtractor with gain −4 and a 2.5 V voltage

regulator is used to convert the the myRIO MXP 0−5 V signal to ±10 V range. The

second operational group uses an inverting amplifier with gain of −1 to produce an

additional inverted signal. The third and fourth subgroups are identical in configura-

tion as they add the differential signal with a common mode ±10 V range signal from

myRIO MSP connector. Gains for both the third and fourth stages are set to −3

from the summing amplifier so that a ±30 V output range to the buzzer is achieved.

Multiple high-voltage (±45 V ) OPA445 operational amplifiers are used to implement

the functional groups.

The overall diagram of the circuit for all 8 quadrants is shown in Fig. 5-2(a). As

a specific implementation in this work, the in-plane scanning X and Y for the middle

and bottom is not simultaneously used during operation. Therefore, we can merge

channels for the in-plane scanning differential drive and add switches to choose which

in-plane scanning is activated. This would reduce the number of the operational

amplifiers and thereby reduce the overall cost of the design. A total of 4 inputs would

be needed 4 inputs (X,Y , small Z and large Z) and 8 outputs. The implemented

driver circuit is shown in Fig. 5-2(b).

A range and resolution tradeoff exists in this scanner design. It is evident from the
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driving principle that the maximum range of the in-plane motion and the out-of plane

motion for the same set of buzzer cannot be realized simultaneously due to the voltage

limitation. With a fixed DAC resolution, a smaller scanning range produces a higher

positioning accuracy. The multi-actuated scanner design provides more flexibility in

operation for scanning at different range and resolution. The bottom four buzzers

offer a larger in-plane range but a smaller out-of-plane range compared to the middle

buzzer with four quadrants.

Figure 5-2: Buzzer scanner driver design: (a) overall functional schematic of the

driver circuit for interface between myRIO micro-controller and the scanner, (b) im-

plemented driver circuit with three signal inputs and eight actuator outputs for the

buzzer scanner with switches for selection of activated channels

5.2.2 Power Amplifier

The current supplying capability of the power amplifier is important for high-bandwidth

operation. Since piezo actuators are capacitive loads, changing its voltage would re-

quire rapid charge and discharge of the capacitor. The current requirement depends

on the frequency of the driving signal. This is not a big problem for the buzzer

scanner driver as they operate at relatively low frequencies.

We take a P885.51 piezo actuator used in the dual-actuated scanner as an example.

According to the datasheet, it has a 700 nF nominal capacitance. Up to 200 nF
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increase in the capacitance can be expected due to nonlinearity for high voltage

operation. The driving signal U is a sine wave with 10 kHz frequency and 50 V

amplitude for the full range swing. The peak current required for the piezo actuator

driver is calculated in Eq.(5.1).

U = A sin(ωt) ⇒ I = K · CdU

dt
= K · C · Aω cos(ωt) ⇒ Ipeak = K · C · A · ω

⇒ Ipeak = 1.8× 500× 10−9 Farad× 50 V × 2π × 10× 103 rad/s

= 2.827 A (5.1)

Typical piezo actuators can operate up to 300 V depending on the application.

The capacitance values of the piezo actuators depend on their physical size with small

ones below 100 nF and large ones over several µF . Piezo actuators used in this work

have typical voltage range for 0− 100 V or 0− 150 V .

High-bandwidth driving of piezo actuators in the kilohertz range are not com-

monly used. Most commercially available piezo actuator drivers do not meet our

application needs. For high bandwidth operation, a piezo driver is custom designed

to interface between the national instrument data acquisition system and the piezo

actuator. Power amplifier integrated circuit such as the PA93 and PAD129 have both

been investigated for the implementation of the driver. The PAD129 amplifier has

a higher current supplying capability, which makes it more suitable for driving the

piezo actuator at a high bandwidth. More cost efficient amplifiers such as the PA85

can also be used for lower bandwidth applications.

The implementation of the main circuits primarily followed the design guidelines

provided in the data sheet of the amplifiers. Additional signal conditioning functional

groups using AD8021 operational amplifiers are added to match the DAC range for

either ±1 V or ±10 V inputs. The output of the circuits can be switched between 0−

100 V and 0−150 V to drive different piezo actuators. Cooling fans and heat sinks are

added to the power amplifier for heat dissipation during high current operation.The

implemented printed circuit boards are shown in Fig. 5-3.
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Figure 5-3: High-bandwidth custom designed piezo actuator driver: (a) PA93 based

circuit design, (b) PAD129 based circuit design

5.2.3 Analog Charge Control Circuit

The analog charge controller is an alternative method to compensate for the hystere-

sis nonlinearity. As discussed in Chapter 4, the feedforward compensation methods

require accurate system identification of the hysteresis model. Moreover, the compu-

tational resources required by the inverted hysteresis model can be too complicated

for implementation digitally on FPGAs. The feedback control techniques have proven

their effectiveness in handling the hysteresis with sensor measurements. However, in

certain applications, adding a sensor to measure the scanner position can be expen-

sive and might not be feasible. For example, adding a sensor for measurement of the

AFM out-of-plane motion can sometimes be challenging due to the space constrain.

In this case, the analog charge control circuit is an ideal solution since its a sensorless

approach.

In charge control, the physical property of the piezoelectric materials is utilized

to account for the hysteresis nonlinearity. In principle, the hysteresis effect can be

eliminated if the free charge of the piezo actuator is kept as a linear function of the

reference input signal. This can be proven by using the piezoelectric constitutive

equations and the Gauss’s law [173].
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The concept diagram of a basic charge controller is shown in Fig. 5-4. By simple

circuit analysis, the charge across the piezo actuator Qp is equal to the product of

the reference voltage input Vin and the capacitance of the sensing capacitor C1 as

Qp = CVin. In practice, this simple configuration has a number of problems. This

design has a floating load, which is unsuitable for many piezo actuators. Other

performance problems of the design include high-sensitivity to the input bias current,

limited quasi-static performance, loss of stroke, difficulties in matching DC and AC

voltage gains, etc. A number of different charge controllers have been designed before

to address some of the issues [174, 175, 176]. However, these limitations have not

been fully resolved.

Figure 5-4: Charge controller concept: (a) fundamental concept of charge controller,

(b) floating-load charge controller with resistive path for leakage current steady state

drift compensation

In this design, a steady state drift exists for DC input signals that drives the

amplifier to saturation. This is caused by the current drift and finite input impedance

of the operational amplifier. A passive resistive feedback path is usually added to

address this issue as shown in Fig. 5-4. The leakage current can be effectively

compensated with the additional resistive path. To maintain a constant gain across

the spectrum for both DC and AC signals, the resistors and capacitors are chosen to
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satisfy the relation in Eq.(5.2).

R1

Rp

=
C1

Cp

(5.2)

Careful matching of the resistors to satisfy this relation can be difficult. The non-

linear behavior of the piezo actuator capacitance model results in changes of its value

during operation. The extra dynamics added by the feedback resistor also yields a

cutoff frequency fc as shown in Eq.(5.3).

fc =
1

2πRpCp

(5.3)

Below the cutoff frequency, the charge controller essentially becomes a normal

voltage drive due to the resistive path. To address this issue, a decoupled scheme is

proposed as in Fig. 5-5

Figure 5-5: Charge controller with decoupled high frequency and low frequency path

for handling input signal component at different frequency ranges: (a) circuit design,

(b) high frequency path, (c) low frequency path

The proposed charge controller circuit has a grounded-load manner to overcome

the reduced stroke issue. It allows general application to various types of piezo ac-

tuators. Moreover, the high frequency and low frequency paths are decoupled. The

voltage across the sensing capacitor C1 can be viewed as a voltage source to drive the

variable resistor R and the load capacitor Cp with a variable nonlinearity term δCp.
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The resistive branch R can be viewed as an open circuit since the impedance of the

capacitor is much smaller than that of the resistor at high frequencies. In the low

frequency path, the sensing capacitor can be viewed as a short circuit. The amplified

input voltage Vin drives the load capacitor with large impedance at low frequency

directly, which helps to produce a DC offset.

The block diagram representation of the overall circuit design is shown in Fig. 5-6

with the decoupled section of the circuit enclosed in the dashed box.

Figure 5-6: Overall block diagram model of the charge controller design with dashed

box label of decoupled inner circuit path

The definitions of the impedance terms in the block diagram are shown in Eq.(5.4).
Z1(s) =

1
C1s

Z2(s) =
R

R(Cp+δCp)s+1

Z3(s) =
1

(Cp+δCp)s

(5.4)

The overall transfer function G(s) of the block diagram can be derived as shown

in Eq.(5.5).

G(s) =
Vp(s)

Vin(s)
=

C1

Cp + δCp

s+ 1
RCp

s+ 1
R(Cp+δCp)

(5.5)

The frequency dependent magnitudes can be computed using Eq.(5.6), which

177



agrees with our previous analysis for the DC and AC path.

|G(s)|s=jω =

∣∣∣∣ Vp(s)

Vin(s)

∣∣∣∣ = C1

Cp

√
1 + ω2C2

pR
2

1 + ω2(Cp + δCp)2R2
=

 C1

Cp
ω → 0

C1

Cp+δCp
ω → ∞

(5.6)

We notice that the capacitance change term δCp in this expression can still be

problematic. To address this issue, a compensating scheme is used by adding a

feedback path around the decoupled charge controller. This is done by subtracting

the scaled piezo actuator voltage from the reference signal to obtain the error signal

from the nonlinearity. By amplifying the error signal with a tunable gain and adding

to the Vin signal, the non-linear capacitance effect can be compensated. The circuit

diagram and physical implementation of the self-compensating charge controller is

shown in Fig. 5-7.

Figure 5-7: Charge controller with decoupled and self-compensating configuration for

piezo hysteresis compensation in a wide bandwidth: (a) circuit design, (b) physical

implementation

The collaborative work of charge controller development in our lab is primarily

led by Dr. Chen Yang. More details for the topic on charge controller design and

performance analysis can be found in references [157, 177]. The charge controller

has effectively improved the performance of the piezoactuator positioning control

especially in cases where feedback sensors are not easy to add. This design can be
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very helpful for the piezo actuator driven scanners widely used in AFMs.

5.3 Cantilever Probe Interface

External subsystems are needed to interface with the cantilever probe. In this section,

the cantilever probe holder design for both passive probes with piezo acoustic actu-

ation and active probes will be introduced first. Next, we discuss the optical beam

deflection system and its signal conditioning circuit for the quadrature photodiode.

In the end, we discuss a low cost signal generation and demodulation circuit for AFM

tapping mode operation. While the functionality of this circuit can be implemented

using digital DAQ system, the analog circuit significantly reduced the cost. The

design is used for an educational AFM design with more details in Chapter 6.

5.3.1 Cantilever Probe Holder Design

The AFM probe holder is a fixture that maintains the position of the cantilever

probe during imaging. A piezo actuator can be embedded into the probe holder

for piezoacoustic actuation of passive cantilevers. The holder CAD design for both

passive and active probes are shown in Fig. 5-8.

Figure 5-8: Probe holder CAD designs in isometric view: (a) passive probe air oper-

ation, (b) passive probe liquid operation, (c) active probe including electronics
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For operation in ambient air, the piezo actuator can be placed directly beneath

the machined slot. A flexible clip is used to secure the standard passive cantilever

probes.

For operation in liquid, the piezo actuator is embedded into the holder structure.

The cantilever probe is completely immersed into the liquid. Vibration generated by

the piezo actuator propagates through the holder and get amplified by the cantilever

at resonance frequency. A double layer acrylic structure with an enclosed piezo ac-

tuator and a spring loaded clipping wire is used in our design. The acrylic material

provides a transparent path for the laser to through while enclosing the liquid. Chan-

nels for accessing the center of the sample chamber is also available to allow liquid

circulation.

The holder for the piezoresistive sensing thermomechanical actuation active can-

tilever probes are relatively simple. Since the probe is bounded to an SD card shaped

PCB that is plugged into the first stage amplifier, a machined mechanical structure

to hold the first stage amplifier would be sufficient. The assembled probe holders are

shown in Fig. 5-9.

Figure 5-9: Images of assembled probe holder: (a) passive probe liquid operation

holder in aluminum bracket, (b) active probe holder with driver electronics
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Both probe holders are used in the versatile sample scan AFM design to be intro-

duced in Chapter 6. The probe holder design for the other AFM systems are similar

in principle.

5.3.2 Focused Laser Optics for Small Probes

The optical system for a passive probe AFM combines an optical view with a focused

laser for deflection measurement. Based on the principle of optical beam deflection

as introduced in Chapter 3, a modified system is designed in this work.

For high-speed imaging, small cantilevers (e.g. 10 µm by 20µm) are typically

used. These probes have higher bandwidths without increasing stiffness considerably.

For external measurement of its deflection, a specialized optical detection system is

needed to focus the laser spot [69]. The design of the optical system is shown in Fig.

5-10 with component functionalities listed below:

Figure 5-10: Optical beam deflection system: (a) optical components functional di-
agram, (b) CAD design for the housing and positioner for optical beam deflection
system, (c) CAD design of camera, tube lens and illumination system with variable
length fixtures for precise image plane positioning

1. A camera (DCC1645C, Thorlabs) is used for capturing optical images. Spacers

are used to ensure the focal distance of 200 mm between the camera image

plane and the tube lens.

2. A collimation tube lens (TTL200, Thorlabs) used to work with the infinite-
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corrected objective lens to allow a longer variable light path distance between

camera and the objective lens to place the extra components.

3. A 50 : 50 beam splitter (BSW10R, Thorlabs) with housing (DFM1, Thorlabs)

is used to direct the illumination light without obstructing the optical view.

4. An illumination kit (WFA1010 Thorlabs) with driver (LEDD1B Thorlabs) is

used as a light source to illuminate the sample and cantilever during alignment.

5. A laser source with 635 nm wavelength (a 670 nm wave length (VPSL-0670-005-

X-5-B, BlueSky Research) with RF-modulation to reduce laser optical feedback

noise as discussed in reference [178] is utilized in the first iteration of this design.

A 670 nm wavelength ultra low-Noise laser diode modules (Coherent) with

better noise performance is used in the final design.

6. A quadrature SI PIN photodiode (S4349, Hamamatsu) with driving circuit is

used to convert laser intensity to voltage signal.

7. A polarizing beam-splitter with a wavelength range of 420 − 680 nm (48-999,

Edmund) is used to generate polarized laser.

8. A dichroic short-pass mirror with a reflection band wavelength range of 625−

795 nm (69-192 Edmund) is used to guide the laser path by reflecting the laser

beam while allowing illumination light for the camera to go through.

9. A λ/4 plate for wavelength 610 − 850 nm wavelength light (63-935 Edmund)

is used to change the polarization of the polarized laser reflected from the po-

larizing beam splitter. Passing the same light twice through a λ/4 plate would

transform it to another linearly polarized light that is perpendicular to the orig-

inal polarization. Compared to a non-polarizing beam splitter that reduces the

laser intensity to 25% after passing the laser twice through the splitter, the po-

larized beam-splitter setup with the λ/4 plate only reduces the laser intensity

to 50% when used together with the λ/4 plate.

10. A high-NA infinite-corrected objective lens (Nikon SLWD L-Plan 20X) is used to

focus the laser to a 3.5 µm diameter spot size compatible with small cantilevers.
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A low-NA objective lens (Olympus Plan N 4X) can also be used for off-axis

detection configuration.

The optical components are mounted on a three-axis positioner (MT3, Thorlabs)

that can be adjusted both manually and programmatically with piezo inertia actu-

ators (PIA13, Thorlabs) and drivers (TIM101 or KIM101, Thorlabs). Single axis

positioners (ST1XY-S, Thorlabs) are used for adjusting the laser and photodiode

during alignment. A 11◦ wedge is added to the system for ease of laser alignment.

A signal conditioning circuit is custom designed to amplify and process the cur-

rent signal from the four quadrant photodiode. The cantilever vertical deflection is

obtained as Vout = (V1 + V2)− (V3 + V4). The summation signal of all four quadrants

are also processed to ensure good signal quality. The design of the circuit involves

the calculation of trans-impedance amplifier gain based on the laser power and selec-

tion of appropriate operational amplifiers to reduce the noise. The assembled PCB

components without the photodiode is shown in Fig. 5-11. More details of the design

can be found in my master work [52].

Figure 5-11: Quadrature photodiode signal condition circuit assembly (left) and

Hamamatsu S4349 photodiode (right)
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5.3.3 Signal Generation and Demodulation

For tapping mode operation, high frequency actuation sine wave signal and demod-

ulation for amplitude and phase are needed. The piezoresistive sensing thermome-

chanical actuation active cantilever probes used in this work have typical first mode

resonance frequencies between 20 kHz to 100 kHz. For the educational AFM design

to be introduced in Chapter 6, the budget constrain limits the selection of data ac-

quisition system to be the NI myRIO microcontroller with limited capability. The

Digital to Analog Converter (DAC) sampling frequency of myRIO is at 345 kHz

and the Analog to Digital (ADC) sampling rate is 500 khZ. This is insufficient to

handle the signal generation and demodulation task for the active cantilever probe.

Therefore, a custom designed analog circuit is proposed to resolve this issue.

Sine Wave Generation

For resonance excitation, the AD9833 integrated circuit (IC) is used to generate

the sine wave with direct digital synthesis. It has a Serial Peripheral Interface (SPI)

for digital communication to configure the output frequency and phase. Triangle

waves and square waves can also be configured as outputs. The frequency reference

clock of the circuit can be generated by an external crystal as a standard clock. In

this design, the practical aspect of clock mismatch is taken into consideration. If a

slight frequency difference exists between the external crystal for excitation signal

generation and in the myRIO reference clock for the demodulation signal, a phase

difference will quickly accumulate. This would result in a demodulation error. In this

design, the myRIO digital output line is used to provide a 20 MHz reference clock

to the AD9833. This design helps to resolve the clock mismatch issue. The sine wave

produced by the AD9833 chip has a fixed maximum voltage at 0.65V and a minimum

voltage at 0.038 V . The generated signal is passed through several Op-Amp functional

groups to remove the offset and increase the gain to drive the cantilever heater. A

half resonance frequency driving scheme is typically used for the thermomechanical

excitation as discussed in Chapter 3.

A total of four functional groups are needed to implement the cantilever probe
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driving signal generation PCB. The first functional group uses the AD9833 IC for

direct digital synthesis of the waveform. The second functional group is an AC-

coupled gain amplifier for removing the offset. The third functional group is a variable

gain amplifier for adjusting the amplitude of the sine wave. The optional fourth

functional group adds an offset to the signal so that the entire circuit can operate as

a function generator.

Demodulation

The analog demodulation circuit is based on two AD630 balanced modulator/de-

modulator IC chips from Analog Devices. The AD630 is configured as a lock-in

amplifier for synchronous demodulation. In principle, the AD630 is a variable gain

amplifier with either ± 1 or ± 2 gains depending on the connection. The gain is

controlled by the output of a voltage comparator to determine the sign of the gain. A

synchronous demodulation can be realized if a square wave at the desired frequency

is generated at the comparator output to generate a phase sensitive demodulated

signal. If the square wave of the comparator is in phase with the input sine wave, a

full-bridge rectified sign signal is produced. By applying an RC low-pass filter to the

output signal, the RMS value of the sine wave can be obtained as shown in 5-12. If

a 90◦ offset in phase exists between the sine wave and the square wave, the filtered

signal output will have an average of 0. For 180◦ and 270◦ phase offsets, a negative

RMS value and another zero value will be observed. The output is essentially a phase

sensitive demodulator with output V =
√
2
2
A cos(∆ϕ) where A is the amplitude of the

input sine wave and ∆ϕ is the phase difference between the sine wave and the square

wave at the same frequency.

As discussed in Chapter 3, if two channels of the demodulators with square wave

inputs offset by 90◦ are used, both the amplitude and phase can be obtained from

the demodulator signals zcos and zsin using the lock-in formula as shown in Eq.(5.7).

A(t) = 2
√

z2cos + z2sin, ϕ(t) = arctan

(
zsin
zcos

)
(5.7)

A block diagram is provide in Fig. 5-13 to summarize the signal generation and
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Figure 5-12: Signals processed by the demodulator and low-pass filter with main
components and quadrature components shifted by 90◦

demodulation signal flow.

Figure 5-13: Signal processing circuit functional diagram with variable gain function

generator and amplitude/phase demodulator

For circuit implementation, a total of four analog functional groups are used for

demodulation. The first functional group is a non-inverting amplifier that buffers

the input signal with a gain of 2. The second functional group is to interface with

the myRIO system with the comparator. The GPIO lines for digital outputs on the

myRIO are used for generating the square wave at a 40 MHz sample rate of the

FPGA clock that switches between 0 V and 3.3 V . A voltage regulator with 1.5 V

output is connected to the negative input of the comparator. The target frequency

of the demodulator can be controlled accurately with the high-bandwidth digital
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output. The third functional group is the AD630 demodulator AC configured with

gain of ±2. The fourth functional group is an active RC low-pass filter with 1 kHz

cut-off frequency. The output of two channels of this design are fed into the myRIO

ADC with ±10 V range. A moving average of 50 samples is applied to each channel.

The amplitude and the phase are digitally extracted by taking the root mean square

and the inverse tangent of the ratios.

For circuit board layout, the schematic diagram design of the signal generation

and the sine wave demodulation can be integrated on a single PCB. The physically

implemented PCB for probe driving and demodulation is shown in Fig. 5-14.

Figure 5-14: Assembled PCB of the circuit with variable function generator and

amplitude/phase demodulator

5.4 AFM Software Design

Various algorithms need to be implemented with programming languages to drive the

AFM system. In this work, the software development primarily includes the Lab-

VIEW FPGA high-bandwidth controller implementation, LabVIEW real-time user

interface, vision based probe search with Python, and Python SPM image processing

with Gwyddion. Notice that the Matlab software is also used for dynamic system
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simulation and evaluation of controller as discussed in Chapter 4. However, Matlab

software is not needed for operation of the AFM instrument.

The software used during AFM imaging is primarily deployed on National In-

struments data acquisitions systems. The system includes a PXIe-1085 chassis with

a PXIe-8135 embedded controller, two FPGAs (PXIe-7975R and PXIe-7066R, Na-

tional Instrument) and a high-bandwidth analog dual-input, dual-output transceiver

adapter module (NI 5782). The graphical programming interface and automatic

translation to hardware description language allows fast development of the cycle

with reduced debugging time. A down-scaled version of the code is implemented on

the myRIO-1900 system with limited resources to significantly reduce the cost. The

overall AFM software architecture diagram is shown in Fig. 5-15. Although similar

in overall architecture, software implementation variations exist between hardware

platforms on ADC/DAC assignments and system parameters.

The Python, Matlab and Gwyddion software used for probe-laser alignment and

post processing of AFM images can be run on regular Windows computers after

installation of required packages.

Figure 5-15: Overall software architecture for the AFM systems developed in this

work using LabVIEW for imaging as well as Python, Gwyddion and Matlab for

pre/post-experiment tasks
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5.4.1 FPGA Controller Implementation

The low level algorithm on the FPGA handles instrument level control and signal

processing tasks. They have relatively fast loop rates and high bandwidth ADC/DAC

in the MHz range. As most of the controller design techniques use continuous design

techniques, the bilinear transformation is used to distretize the controllers for FPGA

implementation.

For all three AFM systems implemented in this work, similar low-level control

architectures are utilized with parallel loops running at multiple rates to interface

with different hardware systems. A total of five parallel loops are typically used in

the design. The first loop is the data acquisition loop for input and output of the

ADC/DAC. The second loop handles the stepper motor for engagement. The third

loop controls the in-plane scanning. Feedback control for handling of piezo hysteresis

nonlinearity is included in this loop to improve precision. The fourth loop regu-

lates the cantilever deflection or oscillation characteristics by generating the scanner

out-of-plane direction command. Demodulation for tapping mode and imaging im-

provement algorithms can be included into this loop. The fifth loop logs the data into

a First In First Out (FIFO) pipeline to transfer to the real-time system. The status

and operation of the loops are controlled by commands from the high-level real-time

system.

During the implementation process, a number of lessons have been learned from

debugging the LabVIEW code. The main tricks for high-bandwidth FPGA controller

design include loop rate management, clock synchronization, quantization error mit-

igation, data transferring, and saving FPGA resources.

On the FPGA level, a loop can be completed within a single clock cycle or in

multiple clock cycles. For more complicated operations, multiple clock cycles are

usually needed to complete the operation. This limits the data throughput rate.

However, a pipeline can be used to decompose one complicated operation into multiple

steps that can be completed within a simple clock cycle. This would increase the

overall throughput at the cost of more FPGA resources and potential increase in the
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latency. Another way to increase the throughput is to use derived clock with a higher

frequency than the basic FPGA clock (typically 40 MHz for NI systems). However,

due to the physical placement of signal lines during routing, the timing constrains

due to the electronic transition dynamics can be violated that causes the compilation

to fail. Therefore, some trial and error and trade-offs are needed to increase the loop

throughput desired by high-speed operation.

The clock synchronization problem is important in many cases. As mentioned in

the demodulation section, the clock generation crystal for different sources usually

have small differences due to the physical properties. If multiple clock sources are

involved in the FPGA or the sampling module, a clock synchronization process is

needed. An easy solution is to designate one clock source as the master clock across

the all devices.

For FPGA implementation, fixed point arithmetic is utilized for math operations.

To represent decimal numbers, an increasing number of bits can improve the accuracy

but in most cases will have a remainder error, as shown in Fig. 5-16. If this number

is used as an input to the accumulator, the error can build up in the long run that

causes inaccuracy. One way to resolve this issue is to use whole numbers instead of

decimal numbers when possible for the accumulator and scale the output.

Figure 5-16: Residual error illustration of fixed point representation of decimal num-

ber 0.7 on the FPGA with fixed point number rounding enforced in LabVIEW

Many methods are available in LabVIEW for data transfer between parallel loops.
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Selected methods include register items, local or global variables, memory items im-

plemented with block memory, block memory FIFOs and handshake items. The

FIFOs and handshake methods are non-lossy but need to ensure that the data are

handled sufficiently fast to avoid filling up the pipeline. More details available in

reference [179].

Saving FPGA resources is a big concern with resource limited system such as

the myRIO. It is helpful to specify the resolution of the fixed point mathematical

operations at a minimum level without affecting functionalities to reduce resource

consumption. Moreover, manual configuration of the DSP48E block on myRIO can

be helpful to reduce FPGA resource consumption due to routing.

The aforementioned techniques are a small subset of tricks for LabVIEW program-

ming. They can are important for AFM system software algorithm implementation.

More design recommendations on LabVIEW software architectures and implementa-

tion can be found in reference [180].

5.4.2 User Interface Implementation

The high level software handles user interface and visualization of the collected data.

The loop rate of these functionalities are typically around several kilohertz. An event

driven state machine architecture is used to streamline the design process. Event

driven structures react to the user input such as clicking of buttons, parameter update,

etc. As shown in Fig. 5-15, the AFM imaging operation can in general be divided

into five stages including idle, engaging, engaged, scanning, and retract. An extra

calibration state for probe or scanner is included for tuning the instrument. A state

machine is easy to implement and helpful to prevent unwanted actions. In addition

to the state machine, several other subroutines are involved in the code including

FPGA communication updates, data logging and visualization.

The LabVIEW front panel user interface design include multiple tabs. The tabs

organize user adjustable parameters based on their functional groups. As shown in

Fig. 5-17, the scanner command and error signals, 2D and 3D topography maps of

the scanned surface and error map are visualized in real time. An optical microscope
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view using the Thorlabs camera software is also shown on the top left of the screen

to visualize the sample and the cantilever.

Figure 5-17: AFM LabVIEW front panel graphical user interface

5.4.3 Automatic Probe-laser Alignment

The alignment of laser spot with the passive probe is a task usually completed manu-

ally. With the custom designed optical system for laser focusing introduced earlier in

this chapter, the field of view is reduced. An automatic probe-laser alignment system

is developed in Python using computer vision algorithms to search for the probe by

scanning the piezo inertia actuators and identify the probe in the field view using the

optical microscope. An illustration of the overall goal for probe laser alignment is

shown in Fig. 5-18.

The localization of the red laser spot on the sample surface is relatively easy

with a simple color threshold. Finding the cantilever probe of unknown geometry is

relatively more difficult. Fortunately, there are not many different geometric shape

of the passive cantilever design. If an optical image of the cantilever is available, a

template matching algorithm can identify find the probe relatively easily.
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Figure 5-18: Cantilever probe laser alignment: (a) conceptual illustration of the

overall goal, (b) optical microscope image of aligned cantilever probe (away from the

sample) and laser

The main challenge of finding the cantilever tip is the 3D space search over a

relatively large area. Very few guiding features are available when the optical view

is not focused onto the sample or the cantilever probe. This task becomes more

challenging with the limited field of view and depth of focus of the objective lens with

high numerical aperture used for laser focus. Instead of searching for the cantilever

directly, we decided to search for the edge of the probe base support chip, which has

a larger dimension and relatively easy to identify.

The automatic alignment process has primarily three steps. The steps are: (1)

sample surface focus, (2) probe edge search and (3) cantilever search.

Sample Surface Focus

The first step in the alignment process is to identify the sample surface as a

reference point. This is done by a search along the out-of-plane direction. We assumed

the objective lens is far away from the sample and the filed of view is beyond the far

end of the cantilever. This allows proper focus on the sample surface without being

obstructed by the cantilever probe holder. To determine whether the sample surface

is in focus or not, the Laplacian of the 2D image is used as a contrast measure as
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we try to maximize the sharpness of the image. This process is relatively simple as

various sharpness evaluation methods and auto focus algorithm in the literature can

be applied [181, 182].

After the camera is focused on the sample surface, the laser is turned on. A

threshold in the red color channel is applied to the optical microscope image. The

center location of the laser can be determined by fitting a circle around the laser spot

or using a weighted average. Since the laser optics is moving together with the optical

system, its relative position is fixed in the frame. We turn off the laser after getting

its location in the optical view during the search for the cantilever to avoid optical

confusion. The laser is turned on again after the alignment process is completed.

Probe Edge Search

The next step is to search in 3D for the probe base support chip edge. Before

probe sample engagement, the cantilever tip is typically several millimeters above the

sample surface. With a small depth of focus of the objective lens used in this design,

the sample surface will be out of focus during the search of the cantilever. We start

the search by gradually move up the objective lens 50 µm at a time. To reduce the

search space, we start from the far end to the cantilever base support chip and move

until an edge is found. If no edge is found, we raise the objective lens to search in the

next focal plane.

The algorithm uses two separate methods of edge detection. The first algorithm

is the binary brightness threshold with use of Otsu’s method to account for possible

differences in microscope brightness settings. This method can easily detect the probe

edge, even when it is slightly out of focus, but it also tends to give false positives.

Even a gradual change in brightness will create a threshold. The second method is

the Canny edge detection. By taking local contrast into consideration, Canny edge

detection does not create false positives on gradual gradients. However, the contrast

between the dark probe body and the dark background is difficult to detect. Lowering

the threshold for Canny edge detection tends to introduce artifacts from small light

intensity variation due to the sample.

Straight lines are extracted from the detected edges. The proposed algorithm
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applies the probabilistic Hough line transformation to the output images created by

both methods, specifically filtering for long lines indicative of a long, straight edge.

By combining results from both methods, we can correct for the different kinds of

false positives detected by each method to produce a better result.

Cantilever Search

The last step is to find the cantilever tip and align it to the laser location obtained

in the first step. This is completed by tracing along the support chip edge and

applying template matching to find the cantilever. To follow the base support chip

edge, we use the lines generated from the Hough line transformation. The template

matching algorithm is applied to determine if the cantilever is within the field of view

or not. The line tracing continues if the cantilever cannot be detected in the field of

view.

The cantilever itself can be an issue for line tracing. Since the cantilever is much

brighter than the background due to the reflective coating, the edge will disappear

if the probe tip comes into view using Otsu’s method for threshold. To resolve this

issue, we ignore all pixels above a certain brightness while following the edge. The

brightness threshold also helps the identification of the cantilever itself. We locate the

probe tip by taking the far end away from the probe base chip edge as the cantilever

tip to be aligned with the laser spot.

Figure 5-19: Algorithm illustration and imaging processing steps for the automatic

probe-laser alignment process
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A visual illustration of the proposed algorithm is shown in Fig. 5-19. The proposed

method is effective in locating the cantilever but can be time consuming primarily

due to relatively slow motion speed of the piezo inertia actuator.

A better focus of optical microscope on the cantilever is needed in some cases. A

finer search across the depth with smaller incremental steps can be used after finding

the cantilever to improve the focus. The sharpness measure for focus detection used

in step one can potentially be applied again around an dilated area of the identified

cantilever.

5.4.4 AFM Data Processing

The data collected by the AFM instrument usually require post processing. Image

processing algorithms are applied to visualize, correct and analyze the data to extract

feature information. Depending on the purpose of the experiment, image processing

techniques can be applied to count the number of blobs in the image, measure the

volume of residual above certain thresholds, compensate for sample tilt during the

experiment, etc. The open source Gwyddion software includes a number of verified

algorithm implementation suitable for SPM data analysis. Gwyddion also offers inter-

faces to the Python programming language for the batch processing of multiple AFM

images. Dedicated software by AFM vendors such as Bruker NanoScope Analysis.

Figure 5-20: PyGwyddion software graphical user interface for batch processing AFM

images stored in a folder with identical settings as a predefined macro

In this work, the processing of a series of AFM images are needed with data taken

by the high-speed system. To do so, a Python to Gwyddion interface as shown in Fig.
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5-20 has been developed. The software interface allows programmatic batch process-

ing of multiple images by repetitively applying the processing steps like a recorded

macro. After selecting the desired input data files generated from LabVIEW, each

image is processed with prescribed steps such as tilt correction, line matching, etc.

The Python-Gwyddion interface partially automates the post-processing procedure

to save manual labor from conducting repetitive tasks.

Depending on the modes of operation, modern AFM systems can collect large

amounts of data in a short time. The data can then be analyzed with big data

techniques [183]. Each spatial location can have multi-dimensional data associated

like a spectrum, which makes the image a map of hyper-pixels. A basic version for

handling topography data is implemented in this work for video generation. Matlab

offers better flexibility to add custom processing code while Gwyddion provides more

built-in functionalities to safe development time.

Collecting large amounts of data in a short time demands high-throughput DAQ

systems. The required data collection rate D can be computed based on Eq.(5.8)

with the frame rate FPS, the discrete frequency bins F , the pixel resolutions X, Y ,

the number of modality channels (parameters) n, and the data bit resolution B. A

visual representation of the contributing factors is also provided in Fig. 5-21.

D = FPS · F · (X · Y ) · F ·N (5.8)

For example, if we consider an AFM imaging data with resolution B = 16 bit

resolution and high in-plane pixel resolution X = 1024 and Y = 1024. For a common

AFM image, the sweeping frequency would just be a single point F = 1. There will

be the topography and the error signals so that N = 2. Assuming a high frame rate

of FPS = 25 is used. This would result in a data rate approximately at 800 Mbps.

Even in this simple case, this is already a significant data transfer rate. If additional

modalities need to be captured at each pixel, the requirement of data transfer rate

can be even more significant.
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Figure 5-21: Multidimensional SPM data collection resulting in a quick growth of

image size and storage space requirement

Figure 5-22: SPM data collection pipeline and typical capabilities and limitations of

existing systems for proessing speed and data storage size

In addition to the DAQ system bandwidth, the data processing capability of

various systems can become a bottle neck. As illustrated in Fig. 5-22, the collection
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of AFM data goes through multiple stages of processing that are limited in bandwidth.

With recent development of data acquisition systems with higher bandwidth, large

amount of data can accumulate quickly at the rate of mega samples per second.

The concept of deep data is also suitable for describing AFM imaging. Multiple

processing steps are involved to collect and analyze AFM data as shown in Fig. 5-23.

Starting from the force interaction, the measured data has been processed by the

cantilever transducer, deflection readout sensor, data acquisition system, demodula-

tion and control algorithm, SPM image formation and image processing algorithm.

The AFM data analysis could benefit from identification and optimization to reduce

source of error. Meaningful insights may also be extracted by applying data driven

learning techniques for analysis.

Figure 5-23: AFM experiment data generation and processing pipeline illustrating
a multi-step process with increasing feedback timescale and reducing data size to
extract meaningful insights

5.5 Additional Components

In addition to the aforementioned components, a number of additional components

are involved. These include optical tables for vibration noise isolation, voltage range

mapping electronics for DAQ to controller interface, power sources for electronics, var-

ious mechanical fixtures, etc. For development of AFMs with additional modalities,

more accessories are added to realize the functionality such as optical components for
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scanning near-field optical microscopy.

5.6 Chapter Summary

In this chapter, the supporting AFM subsystems centered around the cantilever probe

and the scanner are discussed. First, the design of high-bandwidth driving electronics

and charge control circuit for piezo hysteresis compensation are discussed. Next, the

cantilever interface components such as mechanical holder, optical system and elec-

tronics for tapping mode signal processing are covered. In the end, the software im-

plementation of control algorithms, probe-laser alignment and AFM post-processing

are illustrated. These systems work with the cantilever probe and the scanner to form

complete AFMs for various applications. The development in this chapter corresponds

to the fourth to sixth main contributions for electronic drivers, optical system with

vision-based automation, and software implementation.
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Chapter 6

System Integration and Imaging

6.1 Introduction

Throughout my years of research at MIT, three AFM systems have been developed in

our lab. Based on their application scenarios, they are described as the versatile sam-

ple scan system, the multi-layer stacked scanner AFM and the low-cost educational

AFM. The AFM designs are based on mix and match of the subsystems introduced

previously in this thesis. In this chapter, we focus on the overall system integration

design of these AFMs and provide imaging results for various applications.

6.2 Versatile Sample Scan AFM

The versatile sample scan AFM is the first system constructed in this work. The

overall goal of this design is to develop a versatile AFM that can visualize dynamic

processes with overview and zoom. The system utilizes a sample scan configuration

that can handle samples with diameter up to 10 mm. The design can work with

small passive cantilever probes for high-speed imaging in both ambient air liquid. As

an upgrade based on the design previously developed in this lab [76, 184], the AFM

can now work with coated piezoresistive sensing thermomechanical actuation active

cantilever probe for harsh opaque liquid imaging.

The imaging requirements for AFM operation can cover a vast range. This can be
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better understood via an analogy. Let us consider scanning over an area of 100 µm by

100 µm as creating a topography map for the entire mainland of the United States.

With similar ratio in terms of area, scanning over an area of 500 nm by 500 nm

would approximately be equivalent to topography mapping of the Boston city. An

airplane with a camera system and a distance sensor would be sufficient to cover the

topography mapping of the Boston area. On the other hand, a satellite would be

more appropriate for mapping of the entire U.S. due to the size.

The versatile sample scan AFM system takes an overview and zoom approach for

handling imaging at different scan ranges and bandwidths. A large-range scan at a

relatively low line rate is performed first to obtain a static overview of the sample.

After identifying the area of interest, a high-speed local scan is performed to obtain

video with high temporal resolution. The system is capable of scanning a 100 µ by

100 µ large in-plane range at a rate of 4 lines per second. For the large area overview,

a 100 µm out-of-plane tracking range is available to cover the topography variation.

For high-speed local imaging, a nominal 3 µm by 3 µm in-plane range with 10, 000

line per second can be realized for contact mode scanning. A maximum range of 6 µm

by 6 µm is possible at a reduced line rate. An out-of-plane range of 1 µm is available

for topography tracking. The actual scanning speed used for image generation also

depends on the sample properties to ensure good tracking.

6.2.1 System Integration

The overall design of the versatile sample scan AFM is shown in Fig. 6-1. The primary

components include the positioning system, the optical system, the cantilever probe

and interface, electronics and data acquisition system.

Positioning System

For coarse positioning, a DS40-XYZ positioner from Newport is driven by a

PK523HPA-H50S stepper motor from Oriental motors coupled with a flexible bear-

ing. The out-of-plane engagement has 12.7 nm per step resolution as computed in

Chapter 2.

For scanning, the multi-actuated music wire fast scanner stacked on P-611.XYZ
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Figure 6-1: Versatile sample scan AFM design: (a) isometric view of the system
configured for passive probe imaging, (b) front view of the system configured for
passive cantilever probe

positioner from PI is used as shown in Fig. 2-12 in Chapter 2. A capacitive sensor

(Microsense 6800) is added to provide feedback signal to the controller. A Teflon

sheet is added to protect the scanner from potential liquid spill during experiments.

Cantilever Probe and Holder

Both passive and active cantilever probes can be used in this AFM system de-

sign. For passive cantilever probes, commercially available standard cantilevers can

be mounted onto the custom designed holders. A piezo actuator is embedded into

the cantilever holder for piezoacoustic actuation as introduced in Chapter 5. For

high-speed imaging, smaller probes with higher resonance frequencies such as USC-

F0.3-k0.3 and USC-F1.2-k0.15 from NanoWorld can be used.

For active probes, the piezoresistive sensing thermomechanical actuation can-

tilever is used. The first and second stage of amplification electronics are installed on

a plate holder together to directly replace the passive probe holder.
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Optical System

The optical system design as introduced in Chapter 5 is used for deflection mea-

surement of small passive cantilever probes. The objective lens can be exchanged to

work with cantilever probes of different sizes. The automatic alignment system is

also implemented on this AFM for handling of passive probes. The optical system

is bolted on a machined optical breadboard assembled using mechanical components

from Thorlabs. Visualizations of the mechanical components for the implemented

sample scan AFM system are shown in Fig. 6-2.

Figure 6-2: Versatile sample scan AFM implementation: (a) top front view image of
the implemented AFM system with active cantilever probe configuration, (b) zoomed
in view of the stepper motor, coarse positioiner and multi-actuated scanner

Electronics and Data Acquisition

To drive the piezo actuator, power amplifiers from various vendors are used.

These include PI, PiezoDrive, Techproject, nano analytik GmbH and custom designed

drivers as introduced in Chapter 5. For signal processing, the photodiode circuit is

used for the optical deflection system. Wheatstone bridge circuits with amplifiers

are used to obtain the deflection signal. In this design, the (de)modulation, scanning

and controller design are all implemented digitally on two FPGA systems. A Na-
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tional Instruments PXIe-1085 chassis with a PXIe-8135 embedded controller are used

as the host computer for the two FPGAs PXIe-7975R and PXIe-7066R. The PXIe-

7975R handles the high-speed (de)modulation, motion control in the out-of-plane Z

direction and data logging. Two output signals to the probe and the hgih-speed Z

positioner and one input from the probe deflection measurement are sampled with a

high-bandwidth analog dual-input and dual-output transceiver adapter module (NI

5782) interfacing with the PXIe-7975R FPGA. The PXIe-7066R FPGA handles the

in-plane fast scanning, coarse scanning and engagement of the AFM. The LabVIEW

software for overall control and Python software for automatic probe laser alignment

as discussed in Chapter 5 are both running on the PXIe-8135 controller.

6.2.2 Large-range Imaging

The large-range scanning capability of the probe scan AFM system is used to overview

the sample at relatively slow scan rate. To verify its capability, an 100 µm by 100 µm

overview AFM image of calibration grating is taken as shown in Fig. 6-3.

Figure 6-3: Large range overview of a calibration grating with 10 µm pitch period and
500 nm depth with active cantilever: (a) optical microscope image of the calibration
grating and active probe, (b) AFM tapping mode image taken at 100 µm by 100 µm
maximum scanning range and 2000 by 2000 high pixel resolution

The large-range scanner from PI is used for both in-plane scanning and out-of-
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plane tracking. The image was taken using the active cantilever probe in tapping

mode operation at a 2000 by 2000 pixel resolution with a speed of 4 lines per second.

6.2.3 High-speed Imaging

The versatile sample scan AFM system is capable of high-speed imaging at a small

area. To verify the capability, images of calcite etching in sulfuric acid is taken in

contact mode. The video is taken at 20 frames per second with an in-plane scan

range of 3 µm by 3 µm corresponding to 200 by 200 pixels. Ten frames of the video

spanning over 5 seconds are shown in Fig. 6-4.

Figure 6-4: High-speed imaging of calcite etching in sulfuric acid recorded at 200 by
200 pixel resolution for 3 µm by 3 µm range at 20 frames per second. Ten frames of
the data spanning of 5 seconds are visualized for both top view and isometric view.
The topography changes gradually with the etching progresses.

The high-speed local imaging capability allows visualization of dynamic processes

to observe the topography variation. This capability is helpful for fundamental re-

search study of nanoscale surface phenomenon dynamics.
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6.2.4 Active Probe Harsh Opaque Liquid Imaging

The versatile sample scan AFM design enabled imaging in harsh opaque liquid using

coated active probes. With protective coating, the sharpness of the active cantilever

probe tip is reduced. In this case, amplitude regulation tapping mode is more suitable

than contact mode for better imaging resolution. We first evaluated the imaging

performance of coated active probe comparatively with uncoated active probe in air.

The capability of the coated active probe is then investigated in various chemical and

biological environments. With tapping mode operation and considering feature size

of the sample, we utilized the large range scanner to cover areas of 6 µm by 6 µm for

oil imaging and 12 µm by 12 µm for acid imaging respectively.

Comparative Imaging with Crude Oil Environment

A comparative study is conducted to evaluate the capability of the coated can-

tilever probe imaging performance. The same sample was imaged with uncoated

active probe in air, coated active probe in air and coated active probe in crude oil.

The results are shown in Fig. 6-5 for comparison. In this case, a TGZ-100 calibra-

tion grating sample from Ted Pella Inc with trenches at 110± 2 nm step height and

3 ± 0.01 µm pitch period was imaged. We used a crude oil sample obtained from

South Dakota, USA for the opaque liquid environment.

As can be seen in Fig. 6-5, the height sensitivity of the coated active cantilever

probe is comparable to the uncoated probe. With tapping mode imaging of step

trenches, a "parachuting effect" occurs when a sudden height reduction is scanned

in the topography. The cantilever needs time to reach a larger oscillation amplitude

that in turn drives the controller as it tracks the topography. Slower scanning speed,

high resonance frequency and smaller oscillation amplitude setpoint helps reduce this

effect but at the cost of longer imaging time and lower sensitivity. From the images

(a) and (b) in Fig. 6-5, the coated probe actually demonstrated less parachuting

effect, evidenced in the more evenly spread pattern in Fig. 6-5(b). This can be

attributed to the smaller oscillation amplitude and setpoint for the coated active

probe since other imaging parameters and imaging environment are identical. On the
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other hand, the topography edge noise of the coated probe operating in oil is higher

than uncoated probe in air at 4 lines per second scanning rate as can be compared

between Fig. 6-5(a) and (c). By lowering the scanning rate, the noise can be reduced

as shown in Fig. 6-5(d). Hence, the opaque liquid imaging capability of the coated

active probe is demonstrated in tapping mode.

Figure 6-5: Imaging of TGZ-100 calibration sample with 6 µm by 6 µm size (a to c)

for at 400 by 400 pixel resolution in tapping mode at 4 lines per second: (a) uncoated

regular active probe in air, (b) coated probe in air, (c) coated probe in crude oil

environment, (d) coated probe in crude oil with 8 µm by 8 µm size and 600 by 600

pixel resolution image at lower speed 0.5 line per second for better edge resolution.

Chemical Inertness Verification in Corrosive Environment

To investigate the capability of the coated probes to resist corrosive environments,

acid environment imaging was conducted. A sample with larger height variation is

selected and vinegar with black color and pH value around 3 was used. Sample setup
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of a TGZ-500 calibration grating and tapping mode AFM imaging result are shown

in Fig. 6-6.

Figure 6-6: Acid imaging: (a) sample in vinegar on the Teflon sheet protected scanner,

(b) tapping mode imaging of calibration grating with Z = 520 ± 3 nm step height

and 3 ± 0.01 µm pitch period from Ted Pella Inc with 12 µm by 12 µm range at 2

lines per second

The coated active probe performs well compared to the uncoated probe. This

indicates that the coating effectively insulate the probe from electrical and chemical

agents in the harsh opaque liquid environment.

Biological Sample Immersion Test

We also conducted immersion test for whole blood sample with Ethylenediaminete-

traacetic acid (EDTA) anti-coagulation treatment from AllCells LLC. The coated

probe worked well at the beginning of the immersion in terms of resonance identifica-

tion. However, due to the difference in densities of its components, the blood sample

formed a deposition of multiple layers. In addition, the presence of heterogeneous

floating cells affected the resonance frequency of the probe. These complications

made the probe engagement with the sample surface a time consuming task. Fur-

thermore, even with anti-coagulation treatment, the blood sample solidified within

approximately 30 min of exposure to ambient air by forming an outer shell at the air-
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blood interface. This phenomenon significantly affects the resonance of the probe and

can even break the active probe. Hence, the coated probe is functional in the whole

blood sample but effective imaging will require specialized treatment with chemical

agents or dedicated environmental control to prevent blood sample solidification.

Coated Active Probe Operation

A number of issues can arise when operating in liquid environments. The first

issue is that upon moving the probe from a gas (air) into a liquid environment, its

resonance frequency often shifts due to added mass of the liquid. This shift can be

confused for engagement with the sample for reduced oscillation amplitude. Several

other resonance frequency shifts occur at the end of the engagement upon approaching

the solid surface. Hence, several cantilever frequency sweeps need to be conducted to

ensure the actual surface of the sample is reached. Second, depending on the density

and viscosity of the liquid, the first resonance frequency can become significantly

lower such that the amplitude demodulation speed is too slow. In this case, second

mode of the resonance frequency can be utilized for imaging. Finally, due to the

surface tension and wetting effects of liquids, residuals of the liquid remain on the

polymer coating of the probe after experiment. After drying in air, the residual

particles can change the mechanical properties of the probe or react with liquid in

the next experiment. Therefore, it is necessary to clean the probe in chemical solution

to dissolve residual particles. The probe needs to be rinsed in deionized water and

then dried in a clean environment to avoid dust attachment.

Based on our experience with the coated active cantilever probe, several potential

improvements can be made. First, the thickness of the coating should be reduced for a

smaller added mass. Second, the overall probe stiffness increase caused by the coating

should be minimized to maintain original probe oscillation amplitude for imaging sen-

sitivity considerations. Third, bonding strength of the coating with the probe should

be improved to sustain long time operation without added nonlinearity. Last but not

least, increasing the overall coated area to cover the entire electronics area to allow

deeper immersion into the liquid environment would be helpful for experiment pur-

pose. Vapor deposition techniques would be an ideal future method of adding the
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coating because it offers good bonding and atomic level thickness control. However,

the development of such coating requires augmentation of the nano-fabrication pro-

cess. This will require significant investment of time and capital for development.

Another promising potential method is to apply parylene coating, which allows con-

trol of coating thickness below one micron. Parylene coating can also resist harsh

chemical environments and be applied after probe fabrication with current design.

More information on the coated active probe AFM can be found in [26].

In summary, the sample scan AFM system has addressed multiple challenges

as introduced in Chapter 1. First, the imaging speed issue is addressed with an

overview-and-zoom approach. Second, the AFM versatility problem has been tackled

by using coated active cantilever probe for harsh opaque liquid imaging. Moreover,

the interchangeable holders allow working with both active and passive cantilever

probes to further improve the versatility. Third, the experimental setup overhead

for probe laser alignment is removed by the use of active cantilevers. For passive

cantilevers, the automatic probe-laser alignment algorithms as discussed in Chapter

5 are implemented on this system.

6.3 Multi-layer Stacked Scanner AFM

The stacked scanner AFM is the second AFM system developed in this work. Due to

the bandwidth and range trade-off as discussed in Chapter 2, scanning a large area at

high frame rate can be challenging. The previous overview-and-zoom approach avoids

directly handling this problem while this design attempts to have a balanced trade-

off. With the specialized design of the multi-layer stacked scanner, high-bandwidth

scanning at a relatively larger range can be achieved. The system can use a probe scan

configuration to handle samples with larger physical dimension. In cases when the

sample dimension is smaller than the cantilever probe, a sample scan configuration is

preferred for high bandwidth operation. The overall multi-layer stacked AFM system

CAD design is show in Fig. 6-7.

The stacked scanner AFM system integration is to a large extent similar to the
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Figure 6-7: Multi-layer stacked scanner AFM CAD design: (a) isometric view of for
sample scan configuration, (b) front view for probe scan configuration

sample scan AFM with several exceptions. First, the sample scanner is replaced by

the multi-actuated stacked scanner. Notice that five flexure layers are used with two

stacked piezo actuators within each layer to simplify the assembly without sacrificing

the performance. A DS60-XYZ positioner from Newport and PK223PB-SG36 step-

per motor from Oriental Motors are used for automatic probe-sample engagement.

Second, a piezoresistive sensing cantilever from SCL is attached directly to Z axis

positioner for out-of-plane positioning. This cantilever has a smaller packaging geom-

etry compared to the piezoresistive sensing thermomechanical actuation active probe,

which is ideal for high bandwidth scanning. As the system only uses cantilevers with

embedded sensing, there is no need for the external optical components. Third, charge

control driving electronics and signal conditioning circuits to process the piezoresis-

tive cantilever measurement are used. Due to the geometric constrain of the scanner,

it is not convenient to add feedback sensors for piezo hysteresis compensation so that

hardware level compensation with charge controllers are utilized. Other than these

differences, the data acquisition and mechanical components integration are similar

to that of the sample scan AFM discussed previously.
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Figure 6-8: Multi-layer stacked scanner AFM implementation: (a) top view of the
system in sample scan configuration, (b) closed-up view of the sample, scanner and
probe assembly

6.3.1 Imaging Experiments

To demonstrate the functionality of the stacked scanner AFM design, high-speed

videos on calibration gratings are taken as shown in Fig. 6-9 and Fig. 6-10.

Figure 6-9: Multi-layer stacked scanner AFM image with 8 µm by 8 µm range and
400 by 400 pixels: (a) isometric view of 10 µm pitch period image taken at 20 lines
per second, (b) top view of 3 µm pitch period taken at 1 frame per second (400 lines
per second)

The 3D isometric view of the calibration grating area with a 5 µm wide (10 µm
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pitch period) and 500 nm height step is shown in Fig. 6-9(a). Triangular wave raster

scan at 20 lines per second is used to generate the static image. In Fig. 6-9(b), a 400

lines per second triangular wave raster scan is performed to push the frame rate up

to 1 FPS. The sample is a calibration grating with 3 µm pitch period trenches.

Figure 6-10: Multi-layer stacked scanner AFM image of calibration grating with 5 µm
size circular pillars with 500 nm depth: (a) 400 by 400 pixel overview for 8 µm by
8 µm range at slow scan rate (4 lines per second), (b) zoomed-in high-speed imaging
at 2000 line per second with 2 µm by 2 µm range

An overview-and-zoom scheme is applied again in Fig. 6-10. A static image of

circular pillars is taken with a relatively large 8 µm by 8 µm area at low speed (4

LPS). A zoomed-in high-speed image is taken using the high-bandwidth capability of

the multi-layer stacked scanner at 2 kHz. The multi-layer stacked scanner is capable

of covering a larger range than the dual-actuated music wire scanner. Therefore

it can be used for imaging of samples with larger feature sizes. When handling

samples with larger geometric size, the probe scan configuration can also be used. In

terms of drawbacks, the multi-layer stacked scanner AFM cannot be used for liquid

environment operation due to the lack of protective coating for the commercially

bought piezoresistive sensing cantilever. The driving needs of the scanner is also

more complicated due to the increased number of actuators involved.

With the development of the versatile sample scan AFM and the multi-layer

stacked scanner AFM, the first three limitations discussed in Chapter 1 have been
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addressed. The designs increased AFM imaging throughput, extended AFM oper-

ation versatility and reduced AFM experimental overhead using various strategies.

The images taken by the two integrated AFM systems have also demonstrated the

functionalities of the subsystems introduced in the previous chapters.

6.4 Low-cost Educational AFM

The third AFM developed in this work is the low-cost educational AFM. We intro-

duced the development of this AFM starting from the design intent.

Most AFM users are nanotechnology researchers working in the fields of material

science, chemistry and biology. However, the modification of AFM systems requires

knowledge in the fields of mechatronics and instrumentation typically beyond the

expertise of nanotechnology researchers. As discussed in Chapter 1, there is a lack

of education for hands-on AFM design and implementation, which is mainly due

to the lack of modular affordable AFM platforms. Therefore, we propose a low-cost

educational AFM system design in this work. We start by analyzing the contemporary

AFM education and establishing the educational AFM platform design principles.

Existing educational AFM systems are analyzed based on the educational needs and

design principles. We then optimized the AFM subsystems to work with limited

resources for cost reduction such as the buzzer scanner, hardware (de)modulation

circuit and myRIO software implementation as discussed in previous chapters. The

system integration and imaging capability verification results are covered in later part

of this section. In the end, the educational curriculum development centered around

this AFM platform is discussed to emphasize the broader impact on the community.

6.4.1 Contemporary AFM Education

The most common type of AFM education focuses on the operation of the equip-

ment for imaging purposes. The target audience are typically students conducting

nanotechnology research. Starting from basic contact mode topography imaging,

students are gradually exposed to more complicated applications such as non-contact
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(tapping) mode operation, liquid environment imaging, nano-mechanical property

mapping, etc. For example, the characterization facility at the University of Min-

nesota offers a series of 2 hour training sessions for novice users. AFM textbooks for

equipment operation such as reference [185] can be used as principle introduction to

combine with the hands-on training. To produce high quality images for research pa-

pers, expensive high-end AFM systems and a significant time commitment from the

trainer are invested for a small number of advanced users. Full scale AFM systems

are usually needed in this situation.

The second type of AFM education aims to provide a general overview of AFM

imaging. In this case, a relatively low cost and sometimes portable AFM system

is utilized for demonstration. The students are introduced to the general operation

of AFM systems in one or two lectures followed by a hands-on demonstration. The

2.675 Micro and Nano Engineering Laboratory class at the Massachusetts Institute

of Technology (MIT) is a good example for this level of education where AFM is

introduced as one of the nano-scale imaging tools. Affordable or portable AFM

designs are ideal for such demonstration [186, 187, 188].

The third type of AFM education focuses on theoretical understanding of the

operational principles of the AFM system while hands-on operation of the system

might not be necessary. Due to the complexity of the AFM instrument, a semester

long class named Fundamentals of Atomic Force Microscopy was developed at Purdue

University to introduce the detailed physical models for AFM operation [189]. There

is no need for an actual AFM system with the focus on physical principles. Modeling

tools such as Matlab or Mathematica can be helpful [190].

With different education purposes, the AFM system suitable for each scenario

varies to a great extent. This work intends to extend the educational capabilities of

AFM systems to include the advanced mechatronics and precision instrumentation

curriculum. Hence, the system design principle will be significantly different from

existing systems due to the difference in educational purposes.
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6.4.2 Educational AFM Design Principles

First, the system needs to be affordable. The cost of the overall platform should be

comparable to the budget typically available for a lab-based university class. In ad-

dition to initial fixed cost investment, the consumable components for each semester

should also be kept low. In an AFM training class, the primary consumables are the

samples and the probes. However, for a class focused on instrument development,

the consumable components may also include custom designed scanners, driving elec-

tronics and mechanical mountings. The manufacturing cost for materials and tools

should also be considered.

Second, the system design should be modular. In the field of mechatronics, it

is important to obtain hands-on experience by implementing the system. However,

due to the complex nature of the AFM system, there is a high chance of failure. In

order to ensure a rewarding learning experience for the student, a modular design is

ideal to ensure a functional assembly as broken subsystems can be replaced. More

importantly, subsystems can be upgraded easily to allow more advanced research

applications.

Third, the system operation should resemble a conventional AFM system but be

more user friendly. The proper alignment of the laser spot and probe tip plays an

important role for successful AFM imaging. This is often a time-consuming task

that demands significant experience with the instrument. The handling of small size

passive probes can also be intimidating to novice users especially with the delicate

and expensive nature of the probes. For an educational environment, it would be

ideal to reduce experiment overhead and avoid equipment damage due to operational

mistakes on a fundamental design level. Therefore, the system design should be more

user friendly to reduce experiment overhead. High power electronics should also be

avoided to ensure safety of novice users.

Fourth, the AFM should be designed with a number of experiments that can be

run on the individual subsystems. During the learning process, it is important to

make connections between the theoretical models and the experimental results. As
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an AFM platform designed for educational purpose, corresponding lab experiments

designed with each subsystem can help the students to further their understanding

of the instrument.

Benchmark Systems

Before diving into the design of the proposed system, an overview of the existing

low-cost AFM systems for educational is provided as benchmarks. The expensive

high-end research grade AFM systems are not included into this analysis due to the

budget limitation for university classes.

The first type of commercialized educational AFM system focuses on the devel-

opment of a portable device. The designs maintain the original functionality and

operation of AFM system as much as possible. Two good examples of this cate-

gory include the NaioAFM [186] developed by the company Nanosurf Inc. and the

ezAFM [187] developed by the company NanoMagnetics Instruments. Both of these

two instruments have a compact size that can fit into a suitcase for easy storage and

transportation. This allows in-class demonstration of the AFM imaging process. The

cost of these instruments is on the order of $ 20K.

The second category of commercialized educational AFM systems focuses on cost

reduction instead of portability. With a larger AFM footprint, the systems feature

modular design and allow user customization of subsystems for specialized applica-

tions. Good examples of this type of AFMs include the B-AFM [191] from AFM-

Workshops and the Educational AFM system from Thorlabs. The price for base level

AFM systems of this category is around $ 10−20K, which is lower than the portable

systems.

The third type of commercialized educational AFM system is the nGauge AFM

from ICSPI based on active probe technology [188]. At a $ 7K price tag, a portable

AFM with on-chip integrated scanner can be used for imaging demonstration in am-

bient air environment. By using the active probe technology, this system has great

portability and ease of operation. However, the integration of the MEMS scanner

into the cantilever chip makes it difficult to be used for instrumentation education

where custom design and modification of the scanner are desired.
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The fourth type of commercialized educational AFM system utilizes optical pick-

up unit hacking for significant cost reduction. This type of AFM system originated

from research and development for STEM education. It is commercialized by Strøm-

linet Nano with the name Strømlingo Neseembly AFM [192]. Instead of using a

conventional optical beam deflection system, an optical pick-up unit for compact disk

reading and writing is utilized for probe deflection estimation. In addition, an AFM

control system based on open source Arduino platform has been developed for this

design. This allows significant reduction of cost to have a Do-it-yourself (DIY) system

with a price around $ 5− 6K.

A comparison table of the aforementioned systems with the proposed design in

this work based on the four design principles is provided in Table 6.1. The proposed

design has the lowest cost with modular design suitable for instrumentation education.

By using an active AFM cantilever probe with embedded sensing and actuation, it is

also easy to operate for imaging experiments.

AFM System Cost ($) Modularity Operation Experiment
Nanosurf Naio 27, 900 Packaged OBD Imaging

Nanomagnetics ezAFM 22, 000 Packaged OBD Imaging
AFM Workshop B-AFM 19, 495 Modular OBD Instrumentation

Thorlabs Educational 13, 145 Modular OBD Instrumentation
ICSPI nGauge 7, 000 Packaged Active Imaging

Stromlingo Nssembly 5, 000 Unconventional OPU DIY
Design in this work 4, 000 Modular Active Instrumentation

Table 6.1: Comparison of commercialized AFM systems and the proposed design

In addition to commercialized AFM systems, various open source educational

SPM systems are also available. Examples include the Teaching AFM developed at

MIT Media Lab and the home-built STM by Dan Berard. The MIT teaching AFM

is used in nano-engineering lab classes [193] for demonstration purpose. This system

features custom designed interdigitated cantilever probes with a photodiode for laser

interference-based probe deflection detection. Based on the bill of materials in 2007,

a cost of around $ 7k is needed to construct this system.

Macroscopic AFMs have also been designed to illustrate the principles of AFM for
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education. Examples include the LEGO2NAO project, the optical beam deflection

based macroscopic AFM [194] and the voice coil actuated self-sensing cantilever based

macroscopic AFM [195]. The voice coil actuated macroscopic AFM design has been

used in a MIT graduate level class 2.737 Mechatronics as a teaching tool.

6.4.3 System Integration

The educational AFM developed in this work addresses the challenge by following

the design principles. The overall CAD design is shown in Fig. 6-11. For the key

subsystems, the buzzer based scanner introduced in Chapter 2 is used as a low-cost

positioner for imaging. The active cantilever probe with piezoresistive sensing and

thermomechanical actuation introduced in Chapter 3 is used again as the transducer.

Custom designed driving electronics as introduced in Chapter 5 are used for signal

processing. The myRIO micro-controller from National Instruments is used for data

acquisition and software integration of a scaled down version of software architecture

as introduced in Chapter 5.

Figure 6-11: Modular low-cost educational AFM CAD design with color coded labels
of subsystems

In addition to the primary subsystems introduced before, several additional com-
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ponents are involved. For coarse positioning, a DS40-XYZ dovetail linear stage with

0.55 in square in-plane range and 0.25 in out-of-plane range. The in-plane directions

are adjusted manually for coarse positioning. The out-of-plane direction is driven by

a Nema 11 stepper motor with 100 gear reduction from StepperOnline together with

a DM320T stepper driver. For the optical view, an Opti-Tekscope digital microscope

with 200x zoom and 1600 by 1200 pixel resolution is used.

The new AFM design significantly reduced the total cost to less than $ 4, 000.

Most of the materials (around $ 3, 000) can be reused and considered as fixed cost.

For the custom designed PCBs and scanners, a $ 1, 000 per system variable cost would

be sufficient for recurring class offering. The bill of material of the system is provided

below.

1. Engagement system

• Nema 11 Stepper Motor with 100 gear reduction ($ 41.75)

• Bracket mount for the stepper motor ($5.66)

• DS40-XYZ positioning stage ($ 435)

• Shaft coupler ($ 3)

2. Buzzer scanner

• Buzzers for trial for different designs (< $ 20)

• 3D printing structure materials (< $ 30)

3. Electronic Components

• Custom designed buzzer scanner driver PCB (< $ 100)

• Custom demodulation and signal generation PCB (< $ 120)

• AC to DC power converter (< $ 150)

• Driver circuit for active cantilever probe ($ 400)

4. System integration
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• Optical Breadboard ($ 134.64)

• Mechanical fixtures for nuts, bolts, spacers, etc. (<$ 50)

5. NI myRIO 1900 ($ 567) (shared cost with other courses)

6. Active cantilever probe: ($ 130piece)

7. Optical microscope: ($ 69.95)

6.4.4 Imaging Experiments

To verify the imaging capability of the low-cost educational AFM system, imaging

experiments are conducted. A TG-XYZ03 calibration sample with 500 nm feature

depth in the 5 µm pitch area with pits is selected for imaging. The bottom buzzers

are used for in-plane scanning across a 15 µm square range and the middle buzzer is

used for out-of-plane topography tracking. The imaging result is shown in Fig. 6-12.

With the tilting angle of 15◦ of the active cantilever probe, the bottom of the pits is a

bit distorted. This is potentially due to the the probe oscillation being affected by the

edge of the pits rather than reaching the bottom and the "parachuting effect" of the

controller when encountering a sudden step-down in the topography. Nevertheless,

the imaging capability of the system is demonstrated.

6.4.5 Educational Impacts

The low-cost educational AFM and corresponding graduate-level full-semester cur-

riculum designs provide a unified framework for multidisciplinary education with in-

depth hands-on learning. The course can be offered to students interested in research

at the interface of mechanical, electrical and computer engineering for applications

in material science, physics, chemistry and biology. The class reviews mechatronic

system development with focus on micro/nano scale measurement and actuation.

Data-driven design techniques will be applied with both numerical simulation and

experimental system identification for performance improvement in practice. Stu-

dents obtain significant hands-on experience in weekly lab sessions. Modeling and
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Figure 6-12: System integration and experiment results: (a) image of the assembled
AFM system with electronics and an optical microscope, (b) 15 µm by 15 µm image
of a TGXYZ03 calibration grating pits area with 5 µm pitch

post-processing techniques will be covered for interpretation of the collected SPM

data using computer vision algorithms. The final project allows students to design

and fabricate an AFM to obtain topography images of proposed samples. The educa-

tional AFM design with the proposed curriculum provides multiple potential benefits

as listed below.

1. A unified framework for multidisciplinary precision instrument design

2. Practical data-driven design optimization for precision mechatronic systems

3. Great addition to existing curriculum with in-depth hands-on project

4. Potential of further research of imaging instrument and micro/nano robotics

5. Formation of on-campus SPM user and developer community

The class is organized around five modules that address various aspects of micro/-

nano instrumentation as shown below.

1. Tools for mechatronics and instrumentation

2. Systems, signals and control

3. SPM principles, operation and instrumentation

4. Physical understanding and Advanced Applications
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5. Advances on SPM related fields

The first two modules review general knowledge of mechatronic systems that are

building blocks for construction of the AFM system. Generic introduction of the

field is provided first, with the scope gradually narrowed down to fields relevant to

construction of the AFM system during final project. Students practice through

guided lab sessions for deeper understanding of concepts in the lecture. The last

three modules provide knowledge more specific to the operation and design of the

SPM system with AFM as an example. The proposed custom educational AFM

design has a number of corresponding experiments for hands-on practice using the

subsystems with selected ideas listed below.

1. AFM Cantilever: deflection sensitivity calibration, frequency response identifi-

cation, stiffness measurement, thermomechanical actuation model verification

2. Positioning Systems: LabVIEW stepper motor control, scanner design with

piezoelectric buzzer actuator, scanner characterization with interferometer

3. Electronics Design: signal generation, demodulation, piezoelectric buzzer driver

4. Imaging: AFM imaging of selected samples, image processing with Gwyddion

5. Investigation: LabVIEW control/simulation exercises, feedforward AFM imag-

ing algorithm implementation, cantilever nano-fabrication, micro/nano sensor

instrumentation, precision motion control algorithms

A test run of the first five lectures have been offered during the 2020 winter

independent activity period at MIT. More details about the course are beyond the

scope of this thesis but will be available in the future on the class website.

6.5 Chapter Summary

In this chapter, the design integration of three AFM systems developed in this work

are discussed. The versatile sample scan AFM and the muti-layer stacked scanner

AFM address the primary limitations of high-speed and large-range imaging, oper-

ation environment versatility and experimental overhead reduction as presented in
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Chapter 1. The educational AFM development addresses the challenge for lack of

affordable platform for precision mechatronics and instrumentation education needed

for AFM modification in research. This chapter corresponds to the seventh main

contribution: AFM system integration for visualization.
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Chapter 7

Conclusions and Recommendations

for Future Work

7.1 Conclusion

In this thesis, the design, control and instrumentation of multiple AFMs and cor-

responding subsystems are discussed in detail. The work primarily addressed four

limitations of AFM systems including low imaging throughput and temporal resolu-

tion, inability to operate in harsh opaque environments, high experiment overhead and

lack of an affordable platform for AFM instrumentation education needed to enable

new functionalities for research. This is accomplished by the design and improvement

of key subsystems to develop three AFM systems that address these limitations.

1. AFM nano-positioners with high-speed, large range or low-cost char-

acteristics: With multiple design iterations for improvement, three scanner

designs are selected for AFM imaging system. The first dual-actuated music-

wire scanner allows large-range overview and zoomed-in high-speed scanning.

The second multi-actuated stacked scanner allows high-speed scanning at a

relatively larger range. The third buzzer-based scanner is a low-cost and safe-

to-operate design.

2. Coated active cantilever probes for harsh opaque liquid operation:
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An active cantilever probe with embedded piezoresistive sensor and thermome-

chanical actuator is protected with coating. The active probe removes the need

for laser-probe alignment and enabled imaging in harsh opaque liquid.

3. Algorithms for scanner control, automatic tuning and AFM imaging:

To improve the scanner performance and handle piezo hysteresis nonlinearity,

multiple controllers including PID, iterative learning, and repetitive controllers

are evaluated. The bandwidth-based repetitive controller is proposed for use

with the multi-actuated stacked scanner. A complete AFM model for both

in-plane scanning and out-of-plane tracking is developed for simulation study

of imaging level improvement algorithms. The algorithms investigated include

equal space sampling, topography feedforward, error corrected image genera-

tion, adaptive scanning speed, relay PID auto-tuning and single neuron PID

controller. The algorithms help to improve imaging performance and reduces

operational overhead in controller tuning.

4. High-bandwidth driver and signal processing electronics: To drive high-

bandwidth piezo scanners and four quadrant photodiode for deflection measure-

ment, high-bandwidth electronics are custom designed. A charge controller for

sensorless hysteresis compensation of piezo actuators has also been developed

with significant contribution from other researchers in the group. The instru-

mentation development helps to realize the functionality of the scanner and the

cantilever transducer.

5. Optical system for small probes with vision-based automation: An

optical beam deflection system with focused laser beam and optical view is

designed to interface with smaller passive cantilevers. An automated probe and

laser alignment system is designed using computer vision based algorithm. This

development helps to improve the cantilever transducer bandwidth and reduce

the experimental setup overhead.

6. Software development for high-speed big data processing: To realize

the control algorithms at high-bandwidth, the code are implemented on FPGAs
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in National Instruments data acquisition systems. A number of techniques

for timing management, data transfer and FPGA resource management are

identified during the process. An event-driven state machine architecture is

designed for ease of user interface control. Development of batch processing

software for the collected data offers convenience in visualization of the imaging

results.

7. AFM system integration for visualization: A total of three AFM systems

are developed in this work by integrating the aforementioned subsystems for

imaging. The first sample scan AFM system uses overview and zoom strat-

egy for large-range and high-speed imaging. The system is versatile to work

with both passive probe with automatic alignment and coated active probes

for opaque liquid imaging. The second stacked scan AFM system works with

a self-sensing cantilever for simultaneous high-speed and large-range imaging.

The third low-cost AFM system is modular and easy to operate, which makes

it ideal for precision instrumentation education.

The research development in this work has produced a total of 9 published pa-

pers as referenced across the thesis. These include 2 papers on scanner design

[101, 102, 154], 3 papers on controller designs for scanner and imaging [12, 167],

2 papers on charge control electronics design [157, 177], and 2 papers on cantilever

probe development and imaging [33, 26]. Three patents have also been filed for both

US and Patent Cooperation Treaty (PCT) international patent based on the work

presented in these papers for charge control, scanner design and coated active can-

tilever probe. Several more publications have been submitted for review including

2 papers, 2 invention disclosures and 1 textbook. A number of conference presen-

tation and invited seminar talks have been delivered based on the content in these

publications as well as the unpublished contributions of this work.

The developments have also attracted attentions of researchers from various dis-

ciplines across the global. By the time of the thesis submission, 2 international col-

laborations to further extend the AFM capability have been established. Moreover,
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3 project proposals have been submitted to various funding sources that expressed

their interest in further AFM research for capability extension. These new projects

will build upon the technical expertise and knowledge obtained in the work presented

in this thesis. The research on AFM based techniques will continue in the future for

both fundamental research and industrial applications.

7.2 Broader Impact of the Research

The research presented in this thesis extends the capabilities of AFM systems and var-

ious subsystems. The development has several practical implications in the broader

areas of science, technology and education. First, the extended AFM capabilities al-

low new discoveries in science studies. With high imaging throughput, visualization

of dynamic processes with high temporal resolution can be realized, which would be

helpful for verification of model simulations to improve the fundamental understand-

ing. The capability of harsh opaque liquid imaging allows observation of samples

in their native environment. These AFM capabilities can help nanotechnology re-

searchers for fundamental science studies. Science and technology fields that require

real-time visualization of nano-scale phenomena or high-speed manipulation/inden-

tation can also benefit from the results of this work.

Second, the subsystems developed in this work have broader range of applications

in precision instrumentation and mechatronic system technologies. For example, the

high-speed and large-range nano-positioner design can be used in applications where

precision positioning is needed. The development of nano-fabrication techniques for

the active cantilever probe can be applied to the manufacturing of MEMS sensors.

The control algorithms developed in this work can be applied in similar application

scenarios where periodic reference trajectories are applied. These technologies are

widely used in the industries for fabrication of optical components, semiconductor,

etc.

Third, the development of the educational system and technical knowledge ac-

quired during this work can be helpful for the AFM community. In many situations,
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custom modification of commercial AFM systems are needed for specialized imag-

ing applications. The curriculum design centered around the low-cost AFM system

allows researchers previously not familiar with AFM design to gain practical knowl-

edge about the system. The knowledge can help the community to implement novel

application ideas based on AFM systems.

In summary, it is not too far fetched to claim that research outcomes in this work

will have impact directly or indirectly on many aspects of physics, chemistry, mate-

rial science, biology, medicine, mechatronics, precision instrumentation and system

engineering. For more information related this thesis including videos, supporting

documents, class materials and future developments, please visit the MIT Mecha-

tronics Research lab website https://mechatronics.mit.edu/.

7.3 Recommendations for Future Work

Based on the development presented in this work, further improvements of the AFM

system can be made with selected ideas presented below from on-going proposals.

7.3.1 Operational Modes Extension

The AFM design in this work for high-speed imaging primarily operates in contact

mode on rigid sample surfaces. However, for more delicate soft samples in many

biological applications, tapping mode operation would be preferred to reduce the

interaction forces. An interesting potential direction to pursue is to extend the high-

speed imaging capability from contact mode to other modes including tapping and

mechanical property measurement modes. Previous research for mechanical property

mapping have demonstrated its usefulness while primarily at a low imaging speed

[196, 197]. Improving the temporal resolution of this technique would be beneficial.

For example, AFM-based Single Molecule Force Spectroscopy (SMFS) is a powerful

tool to understand the delicate interactions between cell membranes for biological

research [198]. Mechanical property information can be mapped in this mode by

jumping from one pixel location to another by analyzing the force-distance curve. It
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would be ideal to have high-speed mapping of mechanical properties for understanding

of cell response to external stimulus. In conventional AFMs, the positioning command

for the force-distance curve is limited by the relatively low resonance frequency of the

Z-scanner, resulting in a low temporal resolution of defining adhesion events. With

our work on customized video-rate AFM design, it is promising to further extend the

imaging modes to realize the desired imaging capabilities and help to obtain better

results from fundamental studies.

7.3.2 New Imaging Capabilities

In addition to mechanical properties, new imaging modalities can be developed. Com-

bination of electrical and optical modalities with the current development can be

helpful to reveal new information from the sample. For example, spectroscopy meth-

ods can be used to excite the material with electromagnetic radiation and measure

the waveform emitted by the material. These methods are primarily limited in spa-

tial resolution due to the wavelength. By combining the spectroscopy methods with

SPM systems, an evanescent field is generated between the tip and the sample. If

the cantilever probe tip and sample separation distance is modulated, the evanes-

cent wave can be extracted at the corresponding frequency to isolate it from the

background scattered light. This significantly increases the spatial resolution to be

comparable to the tip radius (down to several nanometers). External optical compo-

nents are needed in addition to the AFM system for implementation. Tip-enhanced

SNOM is a family of methods that includes multiple imaging modes such as Nanoscale

Fourier Transformation Infrared (nano-FTIR) spectroscopy, photo-thermal induced

resonance microscopy, photo-conductive force microscopy, photo-induced force mi-

croscopy, etc. Based on the development of multiple AFM systems in this work, it is

interesting to custom design AFM systems with new imaging modalities and ideally

maintain the high throughput for dynamic process visualization. The capabilities of

nano-fabrication such as scanning probe lithography may also be added in addition

to imaging. The established collaborations discussed in the last section largely fall

into this category to extend AFM imaging capabilities for different applications in
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various environments. Innovative subsystem level development will again be needed

to realize the new target capabilities.

7.3.3 Educational AFM Curriculum Design

The design of the curriculum centered around the educational AFM system require

additional content development effort. For example, packaging the Matlab simula-

tion code developed in this work with graphical user interface would be helpful. This

development would allow students to get familiar with AFMs without the risk of

damaging the equipment and explore control algorithms beyond lab sessions. More-

over, preparation of lecture presentation materials and manuals for lab experiments

to formalize the class implementation is needed to provide a reference package for

instructors. The feedback comments obtained from offering of the first module of the

class is be very helpful for the improvement of the curriculum design. We plan to

update the curriculum design and offer the full semester class once ready.
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