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We propose an experimental scheme for performing sensitive, high-precision laser spectroscopy studies on
fast exotic isotopes. By inducing a stepwise resonant ionization of the atoms traveling inside an electric field
and subsequently detecting the ion and the corresponding electron, time-, and position-sensitive measurements
of the resulting particles can be performed. Using a mixture density network, we can leverage this information
to predict the initial energy of individual atoms and thus apply a Doppler correction of the observed transition
frequencies on an event-by-event basis. We conduct numerical simulations of the proposed experimental scheme
and show that kHz-level uncertainties can be achieved for ion beams produced at extreme temperatures (>108 K),
with energy spreads as large as 10 keV and nonuniform velocity distributions. The ability to perform in-flight
spectroscopy, directly on highly energetic beams, offers unique opportunities to study short-lived isotopes with
lifetimes in the millisecond range and below, produced in low quantities, in hot and highly contaminated
environments, without the need for cooling techniques. Such species are of marked interest for nuclear structure,
astrophysics, and new physics searches.

DOI: 10.1103/PhysRevResearch.6.013128

I. INTRODUCTION

With the advent of new radioactive beam facilities world-
wide, short-lived nuclei that hitherto have only existed in
stellar explosions are being created artificially in the labora-
tory, extending our exploration of the nuclear chart to extreme
proton-to-neutron ratios [1–3]. These unstable isotopes, typi-
cally with lifetimes of just a fraction of a second, are critical
for our fundamental understanding of nuclei and nuclear mat-
ter [2]. The major challenge of current experimental nuclear
physics is to develop sensitive and precise techniques to en-
able the study of these exotic isotopes, commonly produced
at high temperature and with yields of just a few isotopes per
second [1–3].

Laser spectroscopy has long been established as an im-
portant tool for studying the properties of unstable nuclei
[2]. This technique allows the extraction of nuclear spins,
electromagnetic moments, and changes in the nuclear root-
mean-square charge radii [2,3]. These observables are key for
understanding the atomic nucleus and guiding developments
of nuclear theory [4–10]. To extract nuclear properties from
atomic spectra, high experimental sensitivity and precision are
critical. Laser cooling and trapping techniques represent some
of the most precise experimental methods [11,12], but they
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are not universally applicable to all elements of the periodic
table and cannot be employed directly to study short-lived
nuclei, typically produced at high temperatures, high energies
(>30 keV), and with subsecond lifetimes [2].

A highly successful approach to overcome these chal-
lenges is the collinear laser spectroscopy technique applied
on bunched ion beams [13]. Unstable isotopes, typically
produced from nuclear reactions, can be mass separated as
ions, trapped, and then cooled in gas-filled radio-frequency
ion traps [13,14]. Buffer gas collisions are then used to reduce
the temperature of the initial beam down to the tempera-
ture of the gas. These methods have allowed high-precision
measurements of a wide range of radioactive nuclei [2] and
have recently been extended to study radioactive molecules
[15–18]. However, the lifetime of the systems that can be
studied with such experiments is limited by the cooling and
trapping time, which are typically on the order of tens or
hundreds of milliseconds [13]. Moreover, trapping becomes
impractical when large amounts of contaminants are present,
overfilling the trap, and preventing the capture of the ion of
interest. New-generation radioactive beam facilities, such as
the Facility for Rare Isotopes Beams (FRIB) [19] in the U.S.
and RIKEN in Japan [20], are already producing isotopes
at the extreme of stability, but due to their short lifetimes
(<5 ms) they cannot be studied with the current laser spec-
troscopy techniques. Therefore, spectroscopy methods that
could be directly applied to fast, hot, short-lived isotopes need
to be developed [21,22].

Here, we propose a simple, versatile method for perform-
ing high-precision laser spectroscopy studies of fast atomic
beams in a way that allows the energy of the atoms of in-
terest to be measured in flight on an event-by-event basis.
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By performing coincidence measurements of the resonant
ions and ejected electrons produced during a resonant laser
ionization process, the vector velocity of each initial atom
can be reconstructed, enabling accurate measurements of the
transitions of interest. This setup would enable precision laser
spectroscopy measurements directly on isotopes produced by
in-flight reactions, with energy spreads as large as 10 keV and
lifetimes bellow one millisecond or on ions produced after
molecular breakup reactions. We demonstrate that precision
measurements can be achieved even for arbitrary energy dis-
tributions of the initial particles, without the need for cooling
mechanisms.

To highlight the broad applicability of our proposed
method, we present three different physics scenarios:

(i) Atomic spectroscopy of Sn isotopes. Sn is the element
with the largest number of stable isotopes (ten). Precision
isotope shift measurements over this long isotope chain could
provide complementary studies to constrain the possible exis-
tence of new fundamental forces and particles [23]. Having a
proton magic number, Z = 50, Sn isotopes possess a relatively
simple nuclear structure and thus exhibit reduced sensitivity to
Standard Model effects, such as nuclear deformation [23,24],
facilitating a clear identification of any new physics signals.

(ii) Charge radii measurement of Boron isotopes. Located
along the proton drip-line, the 8B isotope is of particular
interest for nuclear structure studies, being a main candidate
for displaying a proton halo [25–28]. This behavior would
manifest as an increased value of the charge radius of 8B,
which can be extracted, in a model independent way, through
isotope shifts measurements. 8B is also of interest for solar
neutrino physics [29,30]. Its production in the sun, through the
proton capture on a 7Be nucleus, is accompanied by a high-
energy neutrino emission [26,29]. The rate of this process
depends on the structure of the 8B nucleus [26,29,30]. Despite
having a relatively long lifetime (τ = 770 ms) its spectro-
scopic investigation has not been possible so far, mainly due
to its high reactivity in forming molecules, and the low effi-
ciency of deceleration and trapping for elements with small
mass [28].

(iii) Charge radii measurements of Ni isotopes at the
extreme of stability. With both neutron and proton magic num-
bers at N = 20 and Z = 28, respectively, 48Ni is of marked
interest for nuclear structure and the study of exotic nuclear
phenomena at the edge of stability [31,32]. Although this iso-
tope can be produced at the current radioactive beam facilities,
its short lifetime (τ = 2.1 ms) prevents its study using avail-
able laser spectroscopy techniques. 48Ni is the mirror nucleus
of the stable doubly magic 48Ca, hence a measurement of the
nuclear charge radii difference between these two isotopes can
be highly sensitive to constrain parameters of the equation of
state of nuclear matter [33].

II. EXPERIMENTAL APPROACH

A schematic of our proposed method is shown in Fig. 1.
An ion beam, whose energy and energy spread depend on
the isotopic production mechanism, is neutralized in-flight
and then sent towards the experimental interaction region.
There, after the non-neutralized ions are removed, the remain-
ing atoms are overlapped collinearly with a continuous-wave

FIG. 1. Illustration of the experimental setup. The neutral atoms
resulting from the neutralization process (not shown) enter the in-
teraction region where they are excited to a higher-lying electronic
state by a collinear laser (I). The excited atoms are then ionized
by a standing-wave laser inside an optical cavity (II). The resulting
electrons are detected by a position-sensitive detector located above
the ionization point (III), while the ions continue their trajectories in
the electric field produced in between two parallel plates, until they
reach a second position-sensitive detector (IV). The direction and
magnitude of the electric field experienced by the ions is shown in
light blue.

laser, such that they are resonantly excited to a particular
electronic state. The laser power and beam diameter will de-
pend on the properties of the atomic beam under investigation,
such as its spatial and energy spread. After this, the atoms
can be ionized by a different continuous-wave laser beam,
perpendicular to the atoms’ propagation direction. As this
second step can be a non-resonant process, power densities on
the order of tens to thousands of kW/cm2 can be required for
efficient (50% − 100%) ionization [34]. This can be achieved
by using a standing-wave laser built inside an optical cavity
[35]. Similar to the excitation step case, the ionization laser
beam diameter will depend on the properties of the atomic
beam. We expect that a diameter of a few mm [35] will be
suitable for an effective ionization. Below we briefly describe
possible experimental implementations for the study of the
considered isotopes:

(i) Singly charged 120Sn ions can be produced by laser
ablation at relatively low energies in large amounts (>109

ions/s). This element can be neutralized with high efficiency
by collisions with alkali metals [36,37]. To highlight the abil-
ity of our proposed method to perform precision experiments
on ion beams of large energy spread, we assume an initial
energy of 10 ± 1 keV.

(ii) 8B isotopes can be produced by impinging a 6Li
beam on a 3He target [38]. After passing through a gas
catcher, significantly reducing their energies, 8B emerges
mainly as molecular ions, which then enter an radio frequency
quadrupole cooler and buncher [28]. From here, the molecular
ions can be sent towards the interaction region with an energy
on the order of tens of keV, a cross section of a few mm, and
an energy spread of <1 eV [14,28,39–41]. The molecular ions
can be passed through a nanometer-thin carbon foil [28] to
cause molecular breakup and produce the desired atoms of
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8B. The energy of the resulting beam, as well as its charge
state, depends on the initial energy of the molecular ions as
well as the thickness of the carbon foil [28,42]. For an output
energy on the order of 1 keV, 90% of the output beam can
contain neutral boron [28,42]. In our setup, such a carbon foil
can be placed a few centimeters in front of the interaction
region with ionization laser. This ensures that the optical
cavity performance is not affected (the radius of the laser
beam inside the ionization cavity is expected to be <5 mm)
and that the resulting 8B ions are deflected from the neutral
beam. The energy spread of the 8B atoms is expected to be on
the order of the molecular dissociation energy, which can be
in the range of 1 to few tens of eV [43]. Here, we assume a
conservative value of 100 eV energy spread for the 8B atomic
beam, ending up with a total energy of 1000 ± 100 eV. Given
the proximity of the carbon foil to the ionization point, as well
as the higher longitudinal (along the beamline axis) energy
(∼1000 eV), relative to the transverse energy (<100 eV), the
spatial spread of the ions is expected to be on the order of
one centimeter, thus most of the ions can be overlapped with
the laser beams. Assuming an excitation laser linewidth of
100 MHz [34], an overall efficiency of ∼0.1% can be expected
[2], defined as the number of 8B ions detected in coincidence
with their respective electron after ionization, over the number
of atoms produced after the interaction with the carbon foil.

(iii) 48Ni isotopes can be produced by in-flight nuclear
reactions with energies on the order of hundreds of MeV/u
[19,20,44]. This can be reduced down to ∼1 MeV by col-
lisions with solid targets [44]. The transverse diameter of
the beam at this stage is expected to be on the order of
a few centimeters [45]. From here, we assume the ion
beam can be decelerated to 100 keV. To maximize the
transmission efficiency during the deceleration step, a cus-
tom deceleration setup needs to be implemented, which will
strongly depend on the initial beam properties and thus re-
quires a detailed experimental investigation for each specific
experimental setup. The energy spread of the beam also de-
pends on the deceleration stages. For the analysis below, we
assume an energy spread of 10% of the total beam energy,
leading to a final value for the the energy of the 48Ni beam to
be 100 ± 10 keV. The produced ions can be highly charged,
thus they need to be neutralized by collisions with a gas
[36] or solid targets [46–48], which can lead to species with
+1 or 0 charge states on nanoseconds timescales [46–48].
The optimal neutralization setup as well as its efficiency will
depend on the properties of the initial ion beam. Assuming a
100 MHz linewidth for the first step laser [34], we expect,
given the energy and energy spread considered, an excita-
tion efficiency of 10−3. A further reduction in efficiency of
about two orders of magnitude is expected from the laser-
atom overlap, assuming a diameter of the atomic beam on
the order of a few centimeters [45], which is a factor of 10
larger than the expected laser beam diameter. Finally, based
on particle trajectory simulations, we expect a transmission
efficiency higher than ∼0.1% to the interaction region dur-
ing the deceleration process to 100 keV. Hence, the total
experimental efficiency, defined as the ratio of the number
of ions detected in the interaction region in coincidence with
an electron to the number of ions produced at ∼1 MeV, is
estimated to be higher than 10−8 for our proposed method.

It should be noted that the efficiency losses are dominated
by the large energy spread and spatial dispersion introduced
during the deceleration process. A detailed investigation of
these effects is beyond the scope of our paper. For comparison
with current techniques, at FRIB [19], the overall efficiency of
decelerating and cooling 48Ni isotopes for laser spectroscopy
experiments, such as the BECOLA facility [14], is expected
to be less than 10−15, seven orders of magnitude smaller than
the lower limit expected from our proposed method. 48Ni is an
extreme example, presented here as a pedagogical illustration
to highlight the orders of magnitude in sensitivity gain that our
proposed method can provide for short-lived isotopes at the
very extreme of existence. Independent developments in effi-
cient deceleration and beam transport should be addressed to
be able to perform any laser spectroscopy measurement with
this isotope. A realistic estimation of the expected rates of
48Ni requires an experimental characterization of beam prop-
erties and stopping efficiencies at the existing RIB facilities
[19,20,44]. Below we investigate the energy reconstruction
efficiency and resolution for 48Ni isotopes, assuming they are
able to reach the interaction region.

The ionization step takes place within the electric field
created between two parallel plates. The voltage between
the plates, as well as their dimensions, will depend on the
energy of the atomic beam. The frequency of the ionization
laser can be selected to either directly ionize the atom to the
continuum or to excite it to a Rydberg state, from where it
can be ionized by the electric field. A position-sensitive de-
tector, located right above the interaction region, can be used
to detect individual electrons produced during the ionization
process [49–51]. The region on the position sensitive detector
where the electrons will be observed is expected to be of
similar size to the diameter of the ionization laser beam. Thus,
a position sensitive active area of ∼10 mm would be suitable.
This will allow the extraction of the atom’s initial position and
time at the moment of the ionization. After that, the ion will
move in the existing electric field until it reaches a second
position-sensitive detector, such that the ion’s final position
and time of flight can also be recorded. The diameter of this
position sensitive detector will depend on the energy spread
of the beam and the voltage applied between the two electrode
plates. The location of the two detectors can be chosen such
that virtually all the produced electrons and ions are detected
(up to the intrinsic efficiency of the detectors, which can be
above 80% [52,53]). Using the initial and final position of the
ions, as well as their time of flight, the initial ion velocity can
be inferred as described below.

In the ideal case of a charged particle moving in an uni-
form field created by two parallel plates, one can analytically
compute the particle trajectory and hence extract its initial
velocity. In reality, different experimental uncertainties need
to be accounted for, such as edge effects due to the finite size
of the electrodes or uncertainties in the applied potentials and
geometry of the experimental array. The effect of these un-
certainties can be overcome by using a reference atom with a
well-known electronic transition. To provide a realistic exam-
ple, 40Ca and its 1S0(4s2) → 3P1(4s4p) transition at 657 nm
[54,55] can be used as a reference. For each ionization event,
given the known frequency of the excitation step, νlaser, as
well as the real frequency in the atom’s rest-frame, νatom, the
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ion velocity, v, and thus energy, E can be extracted using the
Doppler correction formula. The uncertainty on the measured
energy for each event is given by dE = mrvc(1 − v

c ) dνatom
νatom

,
where dνatom is the linewidth of the transition, mr is the atom’s
mass, and c is the speed of light. The experiment will then be
repeated with the atom of interest, labeled as the target atom,
recording its initial and final position, time of flight, and the
laser frequency measured during an ionization event.

For a system of nonrelativistic particles experiencing only
electrostatic fields, two ions with different masses but the
same charge state follow identical trajectories. Moreover, the
time of flight between two given points is related simply by
the square root of the mass ratios of the two species, R ≡√

mr/mt , where mt is the mass of the target atom. Thus, the
energy of the atom of interest can be obtained by comparing
its time of flight, initial, and final positions with those of the
reference atom. By predicting the energy of each individual
target atom, while knowing the frequency of the laser used
during an ionization event, the transition frequency in the
atom’s rest frame can be obtained on an event-by-event basis
by using a neural network (NN).

As the parameter space of the two species is almost identi-
cal, NNs are ideally suited for the task, given their well-known
power of interpolation. The main drawback of standard, feed-
forward NN is that there is no statistically consistent way
of estimating the uncertainties associated with the predicted
values, which is critical for high-precision experiments. To
overcome this challenge, a mixture density network (MDN)
can be used [56]. Similar to regular NNs, MDNs take a vector
as input, which in this case is x = (xi, x f , t ) for each indi-
vidual ion, which is then passed through one or more hidden
layers. However, unlike standard NNs, where the output is a
deterministic function of the input, the output of an MDN is
represented by a mixture of Gaussian functions:

y(x) =
N∑

i=1

αi(x)N (μi(x), σi(x)), (1)

where μi(x), σi(x) and αi(x) are functions learnt during the
NN training, and N is the number of Gaussian components. In
addition, the loss function of an MDN is a log-likelihood loss,

L = − ln

(
N∑

i=1

αi(x)

(2π )m/2σi(x)
exp

[
−|E − μ(x)|2

2σi(x)2

])
, (2)

where E is the vector of energies of the training data. Thus,
after training the network using the reference atom measure-
ments, the energy value and the associated uncertainty can be
predicted for each event measured for the atom of interest.

III. RESULTS AND DISCUSSION

To illustrate the overarching capabilities of our approach,
we have selected as the isotopes of interest: 120Sn with its
transition 3P0(5s25p2) → 1S0(5s25p2) at 583 nm [23], 8B
with its transition 2P1/2(2s22p) → 2S1/2(2s23s) at 250 nm
[57], and 48Ni with the transition 3F3(4s2) → 5P2(4s4p2)
at 255 nm [58], respectively. Precision isotope shift mea-
surements for the isotopic chains of Sn, Ni, and B are of
marked interested for nuclear structures [6,25–27,37,59,60],
nuclear matter [33,61], astrophysics [29,30], and new physics

searches [23,62,63]. These elements have not been laser
cooled yet, consequently, achieving precision measurements
with the current laser spectroscopy techniques is particularly
challenging.

Numerical simulations of electric fields and ion beam tra-
jectories were performed using the software SIMION [64].
To prove our ability to properly reconstruct the correct rest
frame transition frequencies of interest, the ions and electrons
are produced in between the two parallel plates, just below
a position-sensitive detector. The plates are rectangular, of
dimensions 50 cm (along the atoms propagation direction)
× 8 cm. The second position sensitive detector is assumed
to have a diameter of 40 mm for the case of 120Sn and 8B and
60 mm for the case of 48Ni (a diameter of 10 mm is suitable for
the first position sensitive detector in both cases). The distance
between the position sensitive detectors is set to 20 cm for
120Sn, 11 cm for 8B, and 63 cm for 48Ni. These parameters
allow virtually all the simulated ions to be detected. The ions’
initial position is assumed to be distributed according to a
3D Gaussian with a standard deviation of 1 mm. This is a
reasonable value given the laser beam diameters that can be
achieved in high-power optical cavities [35]. The simulations
were performed with a potential difference between the two
plates, located 20 cm apart, of 6 kV for 8B and 20 kV for
120Sn and 48Ni. The electrons are assumed to be produced
with nearly zero kinetic energy, which can be achieved by
setting the ionization laser close to the IP of the atom or by
exciting the atom to a Rydberg state and then performing
field ionization. The time-of-flight of the electrons was cal-
culated, resulting in a distribution with a standard deviation
of less than 30 ps, which is below the resolution of typical
position-sensitive detectors (which we assume in this paper to
be 50 ps [52,53]). This uncertainty was added in quadrature
to the time-of-flight uncertainty due to detectors’ resolution,
dt . The uncertainties on the initial, dxi and final, dx f position
are given by the detector’s resolution, which is assumed to
be 10 µm. For the reference atom, for each event, a Gaussian
noise of mean zero and standard deviation given by the above-
mentioned uncertainties (dxi, dx f , dt , dE ) was added to the
values of the initial and final position, time of flight, and initial
ion energy, which are then recorded. The same steps were
followed for the target atom, except that the initial energy
information was assumed to be unknown.

For our numerical simulations, for each of the two con-
sidered cases, 2 × 108 ions were generated, corresponding
to the reference atom. Half of them were used for training
and the other half for validation, allowing us to optimize the
hyperparameters of the MDN. The MDN used in this work
was implemented in PYTORCH [65] and its architecture is
shown in Fig. 2. It had one hidden layer of ten nodes and one
Gaussian component. This allowed us to achieve the desired
level of prediction accuracy, without using a large number of
model parameters and thus avoid overfitting. The nonlinearity
used for the hidden layer was an exponential linear unit (ELU)
activation function, as suggested in Ref. [66], given by

ELU(x) ≡
{

x if x > 0
ex − 1 if x � 0.

(3)

The MDN was trained for 6000 epochs with a starting
learning rate of 10−2, which was reduced by a factor of 10
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FIG. 2. Architecture of the employed MDN. The initial (xi) and
final (xf ) positions of the ions as well as their time of flight (t)
are used as inputs (green disks). They are passed to a hidden layer
containing ten nodes (orange disks), each with an exponential linear
unit (ELU) activation function, shown in the magnified view. For
each input, the MDN predicts a mean and standard deviation for the
energy distribution (blue disks), from which the energy of the event
can be sampled.

every 1000 epochs. This learning schedule was chosen based
on numerical experiments using the validation data, being
suitable for achieving the prediction accuracy presented be-
low. To further reduce the risk of overfitting, we used the
Adam optimizer [67], which is a stochastic gradient descent
method, with a batch size of 1024. Using the trained NN,
we predicted the energy and associated rest frame transition
frequency uncertainty for each event of the target atom. Fig-
ure 3 shows the obtained results. For the simulations involving
120Sn, Fig. 3(a) displays a histogram of the MDN’s prediction
error defined as Epred − Ereal in eV, having a standard deviation
of 2.3 eV. This is a significant uncertainty reduction relative to
the initial spread of 1000 eV. For 8B, the energy uncertainty
is reduced from 100 eV to 0.4 eV [Fig. 3(c)], while for 48Ni,
the energy uncertainty was reduced from 10 keV to only 77 eV
[Fig. 3(e)]. In all three cases, ∼95% of the MDN’s predictions
are within two standard deviations from the true energy value,
proving the reliability of the MDN’s estimation of individual
energies and associated uncertainties.

Using the predicted mean and standard deviation of the
energy, as well as the laser frequency used when an event
was observed, we can calculate the transition frequency in
the rest frame of the target atom, together with its associated
uncertainty on an event-by-event basis. In our simulation,
this is done as follows. For each event, we sample the true
rest-frame frequency using a Lorentzian distribution with
mean and linewidth given by the transition of interest men-
tioned above. We Doppler shift it to the laboratory frame
using the real energy of the ion, taken from SIMION, thus
obtaining the laser frequency at which the given event was
observed. Finally, we Doppler correct back to the ion’s rest
frame using the MDN predicted energy. The final value of the
transition, obtained from N measured events, will be given

FIG. 3. Results of the energy and frequency reconstruction. The
predicted energy error for 120Sn over all events is normally dis-
tributed with a standard deviation of 2.3 eV (a). This corresponds to
an event-by-event reconstructed rest frame transition frequency with
an error around 2 MHz when 100 target atoms events are detected,
which is further decreased to only 2.5 kHz for 108 events (b). For
8B, an energy spread of 0.4 eV is obtained (c), corresponding to
an uncertainty on the rest frame transition frequency of ∼1.2 MHz
for 104 events (d). For 48Ni, the energy uncertainty is reduced to
77 eV (e), leading to a reconstructed rest frame transition frequency
uncertainty at the MHz level, for 106 events (f).

by νpred = ∑N
i

νi

dν2
i
/
∑N

i
1

dν2
i

and its associated uncertainty:

dνpred = 1/
∑N

i
1

dν2
i
, where νi and dνi are the predicted fre-

quency and uncertainty, respectively, for the ith target atom
event. In Fig. 3, we show the error in the calculated frequency
as a function of the number of target atom events for the
considered isotopes. For 120Sn, we can correctly predict the
true value of the rest-frame transition frequency with an un-
certainty of about 2 MHz with as little as 100 events and reach
a precision at the 1 kHz level when 108 events of the target
atom are measured. For 8B, 104 events are needed to reach
an uncertainty of ∼1 MHz on the measured transitions. This
will allow the extraction of the charge radius of 8B with 10%
relative uncertainty [28,57]. Finally, for 48Ni, an uncertainty
of ∼100 MHz can be achieved for only 102 events. This
level of precision will be enough for the extraction of the
charge radius of 48Ni with 10% relative uncertainty [2,60]. We
emphasize that performing spectroscopic measurements on
light elements, such as boron, is challenging and currently im-
possible for 8B [28], while studying very short lived isotopes,
such as 48Ni is completely out of the reach using available
experimental techniques [14,20,44].
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FIG. 4. Results of the frequency extraction for ions with non-
Gaussian distributed initial energies for the 120Sn case. The energy
histograms when the reference and target atom having the same and
different initial energy distributions are shown in (a) and (b), while
the associated reconstructed rest-frame frequency of the target atom
using our proposed method, relative to the true rest-frame frequency,
ν0, is shown in (c) and (d). (e) Difference, �ν, between true and
reconstructed frequency, when using an MDN (blue circles) and
when inferred from the distance and time information of the target
atom only (red filled circles). The results are shown for different tilt
angles of one electrode plate relative to the other (see main text for
details).

To further explore the robustness of our approach in the
case where the initial energy is not symmetrically distributed,
we performed simulations assuming an arbitrary energy dis-
tribution, as shown in Fig. 4(a). This is particularly interesting
as it indicates that our proposed scheme can be applied uni-
versally, for atoms and/or ions produced by diverse physical
processes. For such a situation, simply applying a regular
Doppler shift to the entire atomic ensemble, assuming a fixed
acceleration voltage, would lead to distorted line shapes and
add significant systematic uncertainties to the value of the
extracted transition. However, as our method can recover
the energy and hence the rest-frame frequency of individ-
ual atoms, using only the recorded parameters, it allows the
scheme to be independent of the original energy distribution
and produce consistent results for arbitrary distributions. This
is shown in Fig. 4(c) for the case of 120Sn, where the distribu-
tion of the reconstructed rest-frame transition frequency has
a well-behaved shape, from which the correct value of the
frequency can be extracted with uncertainties at the 100 kHz
level, with only 104 events.

Finally, we explore the situation in which the reference
and target atoms have different initial energy distributions
[Fig. 4(b)]. This is of interest when the production mechanism
is a particularly violent one, as is often the case at radioactive
beam facilities. The results obtained in this case are shown
in Fig. 4(d). Again, we can recover the correct rest-frame
transition frequency with similar uncertainties as described
above, using arbitrary distributions for the initial energy. Sim-
ilar results are obtained for the cases of 8B and 48Ni atoms
with initial energies on the order of ∼1 keV and ∼100 keV,
respectively, being able to reconstruct the rest frame transition
frequencies with uncertainties comparable to those displayed
in Fig. 3.

To study possible systematic uncertainties, numerical sim-
ulations under the following experimental conditions were
performed: (i) one of the plates was tilted with respect to the
beam propagation direction at different angles between 0 and
5 degrees, (ii) both plates were simultaneously tilted with re-
spect to the horizontal at angles between 0 and 2 degrees, (iii)
up to 10% relative uncertainties on the voltage applied to the
two plates as well as on the distance between the plates were
assumed, (iv) up to 5 millimeters of uncertainty on the vertical
location of the ionization was assumed, (v) up to 5 millimeters
of uncertainty on the distance between the two position sensi-
tive detectors was assumed, and (vi) an additional transverse
energy component of up to 1 keV to the ions was introduced.
These values are significantly larger than one would expect
from a properly implemented experimental setup. However,
these uncertainties do not have a significant effect on the
energy reconstruction of events. This is expected, as described
above, given that during training, the MDN is able to learn
all these variations of the experimental parameters which are
encoded in the trajectories of the reference atoms and account
for them in the predictions of the energies of the target atom.

A simple reconstruction of the target atom’s velocity, taken
as the ratio between the traveled distance and the time of
flight, would be sensitive to the above-mentioned systematic
uncertainties, leading to a wrong value of the rest frame tran-
sition frequency of the atom. The result of this approach is
illustrated in Fig. 4(e), where the error in the reconstructed
frequency is shown for different tilt angles between the two
electrode plates. It can be seen that the shift in the recon-
structed frequency is on the order of a few GHz with respect
to the true rest-frame frequency (red filled circles). Moreover,
this shift can’t be reduced by increasing the accumulated
statistics, thus being a limiting factor in extracting the physics
of interest for most experiments. Additional experimental un-
knowns, such as an uncertainty in the distance between the
two position-sensitive detectors, can lead to errors of similar
magnitude, with ∼1 GHz frequency shifts for an uncertainty
of two millimeters. On the other hand, it can be seen in
Fig. 4(e) that the use of an MDN is largely insensitive to such
experimental uncertainties (blue circles).

The main conditions that need to be fulfilled for the energy
reconstruction to be successful with our proposed method
are (i) the parameter space of the target atom needs to be
contained within the parameter space of the reference one and
(ii) enough events need to be recorded during the reference
atom measurement for any region of interest in the parameter
space. The first condition should be fulfilled by the geometric
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constraints of the setup, i.e., the electron and ion should hit
the position-sensitive detector for both ions. Moreover, one
can easily compare the spatial and temporal information of the
two species and confirm the validity of this assumption. The
second condition depends only on the statistics accumulated
while measuring the reference atom, which can be easily
increased by several orders of magnitude if needed.

IV. CONCLUSION

We proposed a simple, versatile, and powerful exper-
imental technique, suitable for performing high-resolution
spectroscopy on fast, hot, short-lived isotopes produced with
arbitrary energy distributions and large energy spreads. Using
the temporal and spatial information of ions and correspond-
ing electrons produced in a laser ionization process, the
atoms’ initial vector velocity can be reconstructed on an
event-by-event basis, enabling precision measurements of the
rest-frame transition frequency of the species of interest.

The described method is very efficient in terms of comput-
ing time, as the MDN needs to be trained initially, only once
for a given energy range, using a reference atom. After that,
predictions can be made for any other atom and transitions
of interest. By increasing the number of events for the atom
of interest, Nt , the uncertainty on the measured transition
frequency, which scales as 1√

Nt
, can be further reduced. This

can also be achieved by using detectors with better spatial
and temporal resolutions compared to the ones considered
here. Possible NN prediction biases can be estimated using the
validation data set of the reference atom. The MDN predic-
tions could potentially be further improved by using different
learning rate schedules or trying more complex architectures

(in terms of layers, nodes per layers, or number of Gaussian
components), compared to the one presented in this paper.
The performance of other types of NN, able to estimate un-
certainties for the predicted results, such as Bayesian NN
[68], can also be investigated. Non-NN based methods could
also offer a possible pathway for estimating the energies of
interest. For example, for each target event, the energy and the
associated uncertainty could be estimated in terms of the mean
and standard deviation of the energy of the closest reference
events in parameter space, where the number of such events
would be optimized using the validation data.

The ability to perform precision measurements on fast
beams with large energy spreads opens the way to studying
short-lived isotopes at the extreme of existence, with life-
times on the order of milliseconds or less. Such species can
already be produced at different radioactive beam facilities
worldwide, but their laser spectroscopic investigation is cur-
rently impossible with the available techniques. The proposed
approach also opens the possibility to study isomeric states
with sub-millisecond lifetimes that can be produced in flight
by nuclear reactions.
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