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DOCTOR OF PHILOSOPHY IN ATMOSPHERIC SCIENCE

ABSTRACT

Atmospheric convection organized at large spatial scales significantly influences precipita-
tion patterns and weather events in tropical and subtropical regions, and has a rich, two-way
interaction with Earth’s climate. Tropical cyclones, mesoscale convective complexes, heat
lows, and the rainbands of the Intertropical Convergence Zone are all examples of such
large-scale convective organization, but despite their relevance for human life and ecosys-
tems, the mechanisms that govern their formation and many of their characteristics are not
fully understood. This work presents three studies of convective dynamics in the tropical
atmosphere using idealized frameworks. In the first part, we use direct numerical simulations
of simple setups of rotating dry convection based on the Rayleigh-Bénard system to study
minimal conditions that produce large-scale convective organization, and the spontaneous
formation of tropical-cyclone-like structures. We find that the latter form more readily for
a particular set of controlling parameters and thermal boundary conditions, characterized
by a slow enough rotation rate, asymmetry of the heat fluxes at the boundaries, effective
internal cooling, and a dependence of the low-level heat flux on the overlying flow. In the
second part, we use rotating tank experiments of turbulent convection to probe further some
of the findings of the first part, particularly the formation of large-scale cyclonic flows with
top-bottom asymmetric, flux-based thermal boundary conditions, in a setup with hot wa-
ter insulated at the bottom and sides, and cooling freely to the air above. We find large,
persistent cyclonic vortices in experiments with a similar range of governing parameters as
the results from the numerical simulations in the first part, particularly for cases where
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the convective time scale is shorter than the rotational time scale, that is, for convective
Rossby numbers greater than about 1. Our approach in the first two parts seeks to narrow
the disciplinary gap between traditional turbulence research and the physics of atmospheric
convective organization and tropical cyclones. In the third part, we turn to the topic of the
mechanisms that drive precipitation in the tropics at scales of tens to a few hundred kilome-
ters. Using cloud-resolving model simulations, we study how rainfall responds to imposed
anomalies in the surface temperature, the atmospheric heating rate at different heights, and
the pressure gradients that drive the winds near the surface. We find that such forcings
lead to self-consistent but different relationships between the amount of rainfall produced
and the net heating of the atmosphere, quantified by the Normalized Gross Moist Stability.
We show that the spatial extent of the forcings affects how well this relationship can be
inferred from horizontally-averaged atmospheric properties. In contrast, we find that the
relationship between rainfall and the average relative humidity in the atmosphere falls onto
the same curve for all types of environmental forcings considered. As a general contribution,
the three parts of this work highlight the fruitfulness of a diverse set of idealized approaches
in deriving a more mechanistic understanding of the convective dynamics of the atmosphere.

Thesis supervisor: Timothy W. Cronin
Title: Associate Professor of Atmospheric Science
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Chapter 1

Introduction

“Physics is mathematical not because we know so much about the physical world, but because

we know so little; it is only its mathematical properties that we can discover.”

–Bertrand Russell, An Outline of Philosophy, 1927 (in Russell, 2009)

This thesis is about atmospheric convection and how some of its idealized formulations

can offer insights into the physics of tropical cyclones, large-scale cyclonic flows like heat lows,

and tropical rainfall at scales of tens to hundreds of kilometers. As much as fluid convection

is the common theme, the overarching spirit of the work is an emphasis on idealization as

a key to connecting complex atmospheric processes to a simpler mechanistic understanding,

and to the more general framework of fluid mechanics.

We may find Russell’s use of the word “discover” in the quote above too restrictive: we

do not wait to have a mathematical formulation for newly observed phenomena in order

to call them discoveries. Moreover, coming upon an unexplored territory, a lost ancient

manuscript or an unobserved galaxy are uncontroversially regarded as acts of discovery in

their own right. Despite this, it is not hard to agree with Russell that something fundamental

is missing when we observe some phenomenon or object and are unable to distill part of its

essence into a simpler, more general framework of thought; to define some of its coordinates

in the map—or phase space—where we encode our knowledge of reality.

The atmosphere is not spared in this pursuit of simplification: the human drive to de-

scribe the world using a common conceptual framework applies, naturally, to the flow of the
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air we breathe, the rain that allows our crops to grow, and the storms that threaten our

communities. In particular through the lens of physics and the language of mathematics,

we have found unprecedented success in reducing the complexity of atmospheric and fluid

phenomena at all scales, drawing precise commonalities between processes as seemingly dis-

parate as the overturning motion of water in a pot heated on a stove and the thunderstorm

that appears to grow out of thin air on a sunny summer afternoon.

Many studies in atmospheric and climate science today rely on the use of complex models

that attempt to capture as many of the processes of the climate system as computational

resources allow. Often, by selectively reducing aspects of the model complexity—removing

some effect, homogenizing some boundary condition, simplifying the relationship between

some variables—such studies are able to discern patterns and trends that can guide our un-

derstanding of the climate system for one purpose or another. This approach, fruitful for a

large number of applications, inherently contends with the challenge of establishing if the ob-

served patterns and trends are physically meaningful, or an artifact of the web of inscrutable

relationships between a multitude of tuned parameters used to represent unresolved physical

processes.

In a sense, this work goes in the opposite direction: by starting with the equations of

motion and highly idealized boundary conditions or forcings, we use numerical simulations

(chapters 2 and 4) and tank experiments (chapter 3) to try to capture the essence of different

phenomena associated with convection that we observe on Earth’s tropical atmosphere.

1.1 Context and terminology

Before motivating and outlining the chapter contents in more detail, some terminology and

context are in order. In the atmospheric and planetary science literature, convection specifi-

cally refers to the vertical motions that result from density anomalies in a fluid subject to the

effect of gravity, where “vertical” denotes the direction of the gravitational vector (Emanuel,

1994). A more general definition of convection can include other body forces besides gravity,

or other buoyancy mechanisms, but those are outside the scope of this work. Importantly,

two types of convection are commonly distinguished in atmospheric science: dry and moist.
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Moist convection refers to processes that involve phase changes, such as the condensation of

water vapor that occurs as warm air ascends and cools, and their associated latent effects.

In dry convection, such phase changes are absent. The terminology can be confusing at first

to the non-meteorologist, because a buoyant parcel of a liquid like water typically undergoes

dry convection, as there are no phase changes involved in the process, despite the semantic

association of the word “moist” with liquids.

Another concept that we will refer to throughout the text is “large-scale organization”.

Convection is a dominant feature of the tropical troposphere, and is associated with a wide

taxonomy of phenomena at different scales. While the typical width of a single convective

plume or thermal in the troposphere ranges from a few hundred meters to several kilome-

ters (Orlanski, 1975), convective clusters can organize at scales of hundreds to thousands

of kilometers in events with distinct dynamics like tropical cyclones, mesoscale convective

complexes, the Madden-Julian Oscillation (Houze Jr & Betts, 1981; Nakazawa, 1988), or

the Intertropical Convergence Zone (ITCZ). Although the term “large-scale” typically refer-

ences scales of thousands of kilometers in the atmospheric science literature, here we use it

more broadly to denote spatial scales significantly wider than typical convective thermals or

plumes, as it is often used by the fluid dynamics community.

Finally, the term “organization” used here refers to the aggregation of convection that re-

sults either spontaneously in domains with homogeneous boundary conditions and forcings—

typically termed “self-aggregation” in the field—or induced by heterogeneous conditions. The

specific meaning of the term is made clear in each chapter.

1.2 Convective organization, tropical cyclones and the

Rayleigh-Bénard setup

The study of convective organization at scales significantly larger than the typical sizes of

convective events has been an active area of research in the field for many decades. More

recently, the discovery of convective self-aggregation in simulations of radiative-convective

equilibrium (RCE), where convection spontaneously concentrates into a single large area
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even for homogeneous boundaries and forcings (Bretherton et al., 2005; Held et al., 1993),

has sparked renewed attention. For instance, it has been found that aggregation can be

triggered and sustained by radiative feedbacks (Muller & Held, 2012; Wing & Emanuel,

2014) as well as by weaker precipitation-induced cold pools (Haerter et al., 2019; Jeevanjee &

Romps, 2013) through independent pathways. Additional studies have shown that convective

aggregation can be triggered by sea-surface temperature anomalies (Shamekh et al., 2020)

as well as diabatic heating sources in the atmosphere (Dingley et al., 2021), although the

process should not be equated with the convective organization that occurs with homogenous

boundary conditions.

Early work by Gray, 1975 identified cloud-radiation interactions as important in the

organization of convection into cloud clusters during the early stages of tropical cyclogenesis.

Recent studies have provided evidence for this view (Carstens & Wing, 2020; Khairoutdinov

& Emanuel, 2013; Rappin et al., 2010; Shi & Bretherton, 2014). Modeling work from the

last couple of years has shown that radiative effects dominate at early stages of genesis, while

surface enthalpy fluxes and their flow dependence become a dominant effect for subsequent

intensification and maintenance (Ruppert Jr et al., 2020; Wing, 2022).

Surface latent and sensible heat fluxes have been recognized to play a central role in

tropical cyclone energetics since the mid-twentieth century (Kleinschmidt, 1951; Malkus &

Riehl, 1960; Riehl, 1950), and have been linked quantitatively to the potential strength of

mature tropical cyclones in the formulation of potential intensity (PI) theory (Emanuel,

1986). In simple terms, it is argued that as near-surface winds spiral inwards towards the

low pressure center in a tropical cyclone, net enthalpy is gained by the air from the warm

water surface, by virtue of the lower temperature and the water vapor subsaturation of

air (sensible and latent contributions, respectively), and this higher enthalpy sustains the

storm’s warm core. This is known by the acronym “WISHE”, or wind-induced surface heat

exchange. Crucially, turbulent effects cause surface fluxes to depend approximately linearly

on the near-surface wind speeds (FH,E ∝ ∥U∥ ) which is thought to lead to a positive feedback

loop where stronger winds translate to enhanced fluxes and vice versa, until the frictional

dissipation becomes strong enough to balance the process.

Separate lines of work have provided evidence that relatively intense cyclonic storms can
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also arise when the feedback described above is artificially weakened (Montgomery et al.,

2015) or suppressed (Ramírez Reyes & Yang, 2021), although it has been shown that storms

reach significantly stronger intensities and do so much faster when a WISHE-like mechanism

is present (Zhang & Emanuel, 2016).

Despite continuing progress on all fronts described, it is not yet clear if rotation and the

simplest forms of large-scale convective organization are in themselves sufficient to produce

tropical-cyclone-like flows, and to what extent surface-flux feedbacks affect the process of

tropical cyclone formation and intensification.

In chapter 2, we tackle these questions using direct numerical simulations of the Rayleigh-

Bénard model of convection, one of the simplest and most widely used convective setups in

fluid dynamics, with added rotation. Chapter 3 in turn uses rotating tank experiments of

Rayleigh-Bénard-like convection to study further some of the results from chapter 2.

In its classical formulation, the rotating Rayleigh-Bénard setup consists of a fluid con-

tained between a warm bottom plate and a cold top plate, subject to a downward-pointing

gravitational force and an upward-pointing rotation vector. For large enough values of the

temperature difference between the top and bottom plates, convective instability occurs.

While the majority of efforts involving Rayleigh-Bénard have focused on basic research

on fluid dynamics and thermodynamics—such as the conditions for the onset of convective

instability, the scaling of heat transport in different parameter regimes, or the conditions

leading to regime transitions—the setup has been adapted for several applications to at-

mospheric physics, for example by incorporating moisture in the study of moist convection

(Pauluis & Schumacher, 2010; Vallis et al., 2019) and moist convective aggregation (Pauluis

& Schumacher, 2011); by adding moisture and rotation in the study of hurricanes (Chien et

al., 2022), or by prescribing internal cooling to better emulate tropical convection conditions

on earth (Berlengiero et al., 2012).

A major roadblock in integrating traditional Rayleigh-Bénard setups and the study of

tropical cyclones is the purely dry nature of convection in the former, while moisture has

long been recognized to be essential for hurricanes on Earth. However, as will be discussed in

more detail in the chapters ahead, the discovery of dry hurricanes in simulations by Mrowiec

et al., 2011, inspired by Emanuel, 1986, made that connection possible.
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The mentioned approaches that have attempted to make Rayleigh-Bénard more Earth-

like by introducing moisture and internal cooling to study atmospheric phenomena are valu-

able in their own right. However, using the dry, more traditional form of the setup allows us

to establish a more direct dialogue between the physics of convective organization, tropical

cyclones, and other large-scale convective flows on the one hand, and a substantial wealth

of knowledge derived from over a century of basic turbulence research on the other.

1.3 Rainfall responses to forcings

The spatial and temporal distribution of rainfall in the tropics is not yet thoroughly under-

stood (Back & Bretherton, 2009; Back & Bretherton, 2006; Schneider et al., 2014). The

complex interaction between deep convection and different forcings makes a mechanistic ex-

planation of the processes involved particularly challenging. Both mechanical forcings—such

as those from large-scale and orographic air convergence—and thermodynamic forcings—

including mid- and upper-tropospheric diabatic heating and heterogeneous sea-surface tem-

perature fields—modulate deep convection and precipitation at various spatial and temporal

scales, so an ultimate framework explaining the location and timing of rainfall must take

them both into account.

The last research chapter of the thesis focuses on understanding how tropical convection

and rainfall respond to mechanical and thermodynamic forcings at scales of a few tens

to a few hundreds of kilometers. Since precipitation is the core issue, the chapter deals,

unsurprisingly, with moist convection, in contrast with the first two.

To study the problem, we introduce simplified forcings over a reference region in a set

of cloud-resolving model simulations of the tropical atmosphere in radiative-convective equi-

librium (RCE) to contrast their effects on rainfall. RCE has been a seminal framework in

the study of tropical convection, in particular, and climate dynamics as a whole, since the

pioneering work of Manabe and Wetherald, 1967. It refers to an equilibrium between net

heating by enthalpy fluxes from the surface and net radiative cooling in the troposphere. A

domain in RCE can be seen as a self-contained “little world” where balance does not depend
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on horizontal transport to or from outside. 1

The chapter contrasts the effects of purely mechanical and thermodynamic—or column-

energetic—forcings on rainfall at the scales mentioned, and discusses them through the lens

of the Gross Moist Stability (GMS). The concept of Gross Moist Stability was first introduced

by the influential work of Neelin and Held, 1987 as a vertically integrated measure of the

moist static stability. In essence, it quantifies the export of moist static energy per export

of dry static energy, although alternative though equivalent formulations exist.

A recent, more general formulation of the GMS is that by Raymond et al., 2009, which

we use in modified form in chapter 4: starting from the budgets of moist static energy and

moisture in steady state, one can write a relationship between the net precipitation P − E

(where P is precipitation and E is evaporation at the surface), and the total atmospheric

heating rate, Q̇atm = Fs − R (where Fs is the net enthalpy flux from the surface, and R is

the pressure-integrated sink due to radiative cooling). This relationship is given by

P − E =
Q̇atm

ΓR

. (1.1)

where ΓR, the Normalized Gross Moist Stability (NGMS), mediates the relationship between

net precipitation and net atmospheric column heating. The NGMS thus provides a simple

factor to translate forcings to the column energy into precipitation responses. We use it as a

way to characterize the effects of different types of forcings, and argue about its advantages

and shortcomings in the chapter.

As a final point, it is worth returning to the concept of idealized modeling. An atmo-

spheric model run at convection-permitting resolutions in RCE includes significantly more

processes than the dry, rotating, Boussinesq form of the Navier-Stokes equations used in

Rayleigh-Bénard, and cannot be characterized by a handful of governing parameters. In

this sense, the last research chapter is anchored in a more complex formulation of tropical

convective dynamics than the first two, while still retaining a great deal of simplicity. This

illustrates that we can obtain valuable knowledge about the climate system by combining

approaches with different degrees of idealization. In that way, and perhaps only in that
1RCE is broadly representative of what happens in the tropics, though not all the time at all locations.

For an observational study of the validity of RCE on Earth, see (Jakob et al., 2019).
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way, can we avoid the antipodal risks of oversimplification and of sacrificing our attempt to

understand in favor of our ability to merely simulate climate. 2

2For a couple of lucid reflections about the use of a hierarchy of complexity in modeling studies of climate,
see Held (2005) and Jeevanjee et al. (2017).
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Chapter 2

Large-Scale Circulations and Dry

Tropical Cyclones in Direct Numerical

Simulations of Rotating Rayleigh-Bénard

Convection

This chapter is published as Velez-Pardo, M., and T. W. Cronin, 2023. “Large-Scale Cir-

culations and Dry Tropical Cyclones in Direct Numerical Simulations of Rotating Rayleigh-

Bénard Convection.” J. Atmos. Sci., 80, 2221–2237, https://doi.org/10.1175/JAS-D-23-

0018.1. © American Meteorological Society. Used with permission.

2.1 Abstract

The organization of convection into relatively long-lived patterns of large spatial scales, like
tropical cyclones, is a common feature of the Earth’s atmosphere. However, many key aspects
of convective aggregation and its relationship with tropical cyclone formation remain elusive.
In this work, we simulate highly idealized setups of dry convection, inspired by the Rayleigh-
Bénard system, to probe the effects of different thermal boundary conditions on the scale of
organization of rotating convection, and on the formation of tropical-cyclone-like structures.
We find that in domains with sufficiently high aspect ratios, moderately turbulent (Raf ≳
109), moderately rotating (Roc ≳ 1) convection organizes more persistently and at larger
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scales when thermal boundary conditions constrain heat fluxes rather than temperatures.
Furthermore, for some thermal boundary conditions with asymmetric heat fluxes, convection
organizes into persistent vortices with the essential properties of mature tropical cyclones:
a warm core, high axisymmetry, a strong azimuthal circulation, and substantially larger
size than individual buoyant plumes. We argue that flux asymmetry results in a localized
input of buoyancy which allows spatially aggregated convection to sustain a warm core in a
developing large-scale vortex. Crucially, the most intense and axisymmetric cyclone forms
for setups where the bottom heat flux is enhanced by the nearby flow and the top boundary
is insulating, as long as the convective Rossby number is higher than about 1. Our results
demonstrate the great potential for dialogue between classical turbulence research and the
study of convective aggregation and tropical cyclones.

2.2 Introduction

In this work, we present evidence that cyclonic vortices that share the essential dynamical

and thermodynamic characteristics of dry tropical cyclones can form in direct numerical

simulations of simple setups of dry, rotating turbulent convection. We also show that the

combined effects of convective aggregation and rotation are necessary but not sufficient to

produce spontaneous cyclogenesis in a dry convective domain, and that only some combina-

tions of thermal boundary conditions are likely to lead to spontaneous dry tropical cyclone

formation. This constitutes a step forward in an effort to bring together dry turbulence re-

search and tropical atmospheric dynamics, particularly the study of convective organization

and tropical cyclone physics.

Meteorologists define a Tropical Cyclone—TC henceforth—by its structure and geograph-

ical location as “a warm-core non-frontal synoptic-scale cyclone, originating over tropical or

subtropical waters, with organized deep convection and a closed surface wind circulation

about a well-defined center" (National Hurricane Center, n.d.). We take the view here that

the essential features of a TC are a low-pressure center, a warm convective core that covers

a substantially larger area than individual buoyant thermals, and an axisymmetric, cyclonic,

bottom-intensified circulation coupled with the convective region (Cronin & Chavas, 2019).

The formation of TCs in the absence of latent heat fluxes and moisture was first postu-

lated and confirmed for an axisymmetric numerical model in radiative-convective equilibrium
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by Mrowiec et al. (2011). Their work inferred this possibility from the formulation of Po-

tential Intensity theory (Emanuel, 1986; Rotunno & Emanuel, 1987), which implied that

mature tropical cyclones could be sustained by a strong enough total surface enthalpy flux,

regardless of the relative contribution of latent and sensible sources. Subsequent work in

3-D atmospheric simulations has shown that TC-like structures emerge in a wide range of

regimes of moisture availability including totally dry conditions (Cronin & Chavas, 2019),

and that they share many characteristics with those simulated in a moist atmosphere where

irreversible phase changes are suppressed (Wang & Lin, 2020, 2021).

The discovery of dry TCs in simulations has started to narrow the gap separating the

study of real-world TCs and traditional turbulence research. Primarily, it has shown that

moisture and its irreversible phase changes, with all their associated complexity, need not

always be considered to understand important aspects of tropical cyclone physics, such as

the connection between convective aggregation and TC formation. This motivates asking

if TC-like structures, and the closely related phenomenon of convective organization, can

be studied in simplified setups of fluid motion. A quintessential example of such a setup

is the Rayleigh-Bénard model of convection—RBC henceforth—formulated on the basis of

experimental work by Henri Bénard (Bénard, 1901) and subsequent theoretical treatment by

Lord Rayleigh (Rayleigh, 1916) in the early twentieth century. In its basic form, it consists

of a layer of Boussinesq fluid contained between a warm, impenetrable horizontal plate at

the bottom, and a cold one at the top.

The RBC setup with rotation and others derived from it have been used for decades

as a paradigmatic framework for the study of astro- and geophysical convection, both in

laboratory experiments and numerical simulations, e.g. (Boubnov & Golitsyn, 1986; Chan-

drasekhar, 1953; Julien et al., 1996; King et al., 2012; Kunnen, 2021; Nieves et al., 2014;

Rossby, 1969; Stevens et al., 2009, 2013). Much interest has been given to the rapidly ro-

tating regime in particular, where the time scale of rotation is substantially shorter than

that of convection—that is, where the convective Rossby number, Roc, is much less than

unity (for a recent review of rotating RBC, see Ecke and Shishkina (2023)). Large-scale

vortices have been shown to emerge in the highly turbulent, rapidly rotating regime for do-

mains with anisotropic geometries (Guervilly & Hughes, 2017; Guervilly et al., 2014; Julien
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et al., 2018). Unlike tropical cyclones, however, their structure is depth-invariant, and their

formation depends on the horizontal aspect ratios being greater than 1.1:1.

A distinctive feature of tropical cyclones is the high level of organization of convection.

For instance, model-based studies of moist convection have shown that, when combined with

rotation, aggregated convective clusters often become tropical cyclones (Bretherton et al.,

2005; Carstens & Wing, 2020; Muller & Romps, 2018; Nolan et al., 2007). For dry RBC

setups, numerical simulations and theoretical work have shown that convective aggregation

happens readily in domains where the boundary conditions are prescribed as constant fluxes

instead of constant temperatures. In non-rotating RBC, constant-flux boundaries lead to

the formation of a convective cell that spans the whole domain, as shown by early studies

of mantle convection (Chapman & Proctor, 1980; Hurle et al., 1967), and more recently for

internally heated/cooled convection close to the onset of convective instability (Goluskin,

2016; Lepot et al., 2018). Vieweg et al. (2021) have shown through Lyapunov analysis that

this aggregation towards large scales persists above the critical Rayleigh number, and well

into the highly turbulent regime.

To our knowledge, only a handful of studies so far have brought together the conditions

of prescribed heat fluxes at the boundaries and slow rotation for 3-D RBC (Dowling, 1988;

Takehiro et al., 2002; Vieweg et al., 2022). Importantly, they have found that even rotation

rates within the slowly rotating regime—with Rossby numbers of O(10)—can constrain the

aggregation to sizes that are not domain-limited, provided that the rotation is not too slow.

Furthermore, a couple of recent studies have shown that cyclonic vortices with eye-like

structures form in axisymmetric simulations of relatively slowly rotating, non-turbulent RBC

with lateral walls and constant flux thermal boundaries (Oruba et al., 2017, 2018), although

it is unclear if these phenomena can arise in 3-D, highly turbulent simulations in the absence

of lateral confinement. It is worth noting that an unpublished dissertation by (Kannan,

2023) has recently explored tropical cyclogenesis within a similar framework of horizontally-

constrained, rotating RBC using large-eddy simulations (LES) and hydrodynamic instability

analysis. However, the material is currently not publicly available for proprietary reasons,

and we lack enough information about the setup, parameter space or findings to draw a

proper comparison with the literature or the present work.
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A different line of work has modified the original RBC system to include a simple ana-

logue for latent heating, simulating a lapse rate that is stable to dry and unstable to moist

convection (Pauluis & Schumacher, 2010). Although more complex than the classical RBC,

this “Moist Rayleigh-Bénard" system has made possible the study of aggregation (Pauluis

& Schumacher, 2011) and tropical cyclone formation (Chien et al., 2022) under relatively

simple conditions that are one step closer to those we observe on Earth. Particularly, Chien

et al. (2022) have found that TC-like structures form when the parameter determining the

conditional instability is high enough, and that simulations with convective aggregation in

the non-rotating case yield TC-like vortices when a strong enough rotation is introduced.

However, a preexisting conditional instability is not likely the primary source of energy for

real-world TCs, and a more realistic formulation should account for the fundamental ener-

getic contribution from surface fluxes (Craig & Gray, 1996). In particular, the enhancement

of surface heat fluxes by the overlying flow of air, also referred to as wind-induced surface

heat exchange, or WISHE, has been shown to play a fundamental role in setting the strength

of real-world tropical cyclones (Chavas, 2017; Emanuel, 1986; Zhang & Emanuel, 2016).

These recent efforts share a similar objective to ours: to better understand the nature

of convective organization and TC formation, and its relation to the basic equations of fluid

motion. These are thus complementary approaches that strive to gain insights into different

aspects of the same big problem. By limiting our study to dry convection, our approach to

the question sacrifices more of the realism of the phenomena in favor of preserving greater

simplicity in their conceptualization. The motivation behind this is twofold: on the one hand,

dry TCs have been shown to arise in models and their dynamics are not fully understood

yet. On the other, we see great inherent value in creating a dialogue between the traditional

studies of dry convection in idealized settings and tropical atmospheric physics.

In this chapter, we use numerical simulations of the Boussinesq equations in the Rotating

RBC setup in the moderately rotating, moderately turbulent regime, to show the effects of

different thermal boundary conditions and rotation rates on convective organization, and on

the formation of TC-like vortices. Additionally, we introduce a simple parameterization that

relates the magnitude of the heat flux at the bottom to the overlying flow, and show that the

flow dependence of the heat fluxes—or, in other words, a wind-induced surface heat exchange
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mechanism—can significantly enhance the strength of the TC-like vortices. We characterize

the vortex properties, and conclude by commenting on the role of flux asymmetry, rotation

and convective organization on their formation.

2.3 Methods

We run a suite of direct numerical simulations of 3-D, dry, turbulent convection to explore

the phenomena of convective organization and dry tropical cyclone formation and persis-

tence under different combinations of thermal boundary conditions. For the simulations,

we use the pseudo-spectral PDE solver Dedalus, version 2, (Burns et al., 2020) to solve the

Navier-Stokes, continuity, and heat equations with the Boussinesq approximation and the

thermal boundary conditions explained below. The basic setup consists of a 3-D domain

that is doubly-periodic in the horizontal, bounded by impenetrable surfaces and with no-slip

flow conditions at the top and bottom, and uses 512 by 512 Fourier basis functions in the

horizontal, and 32 Chebyshev basis functions in the vertical, which increase in density near

the boundaries.

2.3.1 Governing equations and parameter regime

The equations governing the dynamics of the flow in the rotating setup are the Boussinesq

form of the Navier-Stokes system for momentum and mass continuity, and a thermodynamic

equation (the heat equation), namely:

∂u⃗

∂t
+ u⃗ · ∇u⃗+ 2Ω⃗× u⃗ = −∇p+ g⃗βT + ν∇2u⃗ (2.1)

∇ · u⃗ = 0 (2.2)

∂T

∂t
+ u⃗ · ∇T = κ∇2T. (2.3)

Here, g⃗ is the gravitational acceleration, u⃗ is the flow velocity field, Ω⃗ is the vector of

rotation, aligned with the vertical direction, T is the temperature deviation with respect

to a constant reference value T0, β is the coefficient of thermal expansion of the fluid, ν is
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the kinematic viscosity, and κ is the thermal diffusivity. p denotes the modified pressure,

which incorporates the hydrostatic pressure head, namely p = pr/ρ0 + gzẑ (Chandrasekhar,

1961; Ecke & Shishkina, 2023), where pr is the actual pressure, z is the height over a fixed

reference, and ρ0 is the base state density.

We non-dimensionalize our system in two different ways: on the one hand, for convection

induced by a prescribed heat flux Q at a boundary, we scale the lengths by the depth of

the fluid layer, H; the flow velocities by the convective velocity scale, W ∗ = (FBH)1/3,

where FB is the buoyancy flux, and is given by FB = gβQ
ρcp

, with cp the specific heat at

constant pressure, and ρ the density of the fluid, and the rotation rate by Ω. These yield

a scaling of ∇ ∼ 1
H
, t ∼ H2/3

F
1/3
B

, p ∼ (FBH)2/3, T ∼ FB
2/3

gβH1/3 . The heating itself is incorporated

through the boundary conditions, detailed in the next subsection. On the other hand, for

convection between two plates at fixed temperatures, we non-dimensionalize T by ∆T , the

temperature difference between the plates, and the velocities by the free-fall velocity scale,

Wff =
√
gβ∆TH. This gives t ∼

√
H

gβ∆T
, p ∼ gβ∆TH.

The dimensionless equations become:

∂u⃗

∂t
+ u⃗ · ∇u⃗+ 1

Roc
ê3 × u⃗ = −∇p+ T ê3 +

1

R
∇2u⃗ (2.4)

∇ · u⃗ = 0 (2.5)

∂T

∂t
+ u⃗ · ∇T =

1

P
∇2T. (2.6)

For the flux-based non-dimensionalization, R =
(
Raf
Pr2

)1/3, and P = (RafPr)
1/3, where Raf =

QβgH4

cpρνκ2 = FBH4

νκ2 is the flux Rayleigh number, which can be seen as the ratio of the time scales

of diffusive to convective thermal transport, and Pr = ν
κ

is the Prandtl number, or the ratio

of the kinematic viscosity to the thermal diffusivity. For the temperature-based scales, we

have in turn R =
(
Ra
Pr

)1/2 and P = (RaPr)1/2, where Ra = gβ∆TH3

νκ
is the temperature-based

Rayleigh number, typically referred to simply as the Rayleigh number. Roc is the convective

Rossby number, which represents the ratio of the timescales of rotation to convection, and

takes the form Roc =
(
FB

H2

)1/3 · 1
2Ω

for the flux-based scaling, and Roc =
(
gβ∆T
H

)1/2 · 1
2Ω

for

the temperature-based one. The system is thus governed by three dimensionless parameters:
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the convective Rossby number, Roc, the Prandtl number, and either the temperature-based

or the flux-based Rayleigh number, Ra or Raf .

The 3-D dry cyclones simulated by Cronin and Chavas (2019) provide some guidelines

for a plausible region of parameter space to find TCs in a dry convective setup, since a

parallel can be traced between RBC and the more earth-like conditions of three-dimensional

Radiative-Convective Equilibrium. An approximate layer depth H ∼ 104 m, a vertical

velocity w ∼ 1 m/s, and a Coriolis parameter f ∼ 10−4 s−1 yield a value of Roc = O(1). While

realistic atmospheric conditions are characterized by Rayleigh numbers between O(1018) and

O(1022), this is far above the level of turbulence that direct numerical simulations can resolve

at present, which are closer to Ra ∼ 1010 (Plumley & Julien, 2019), which for Pr = 1

corresponds to Raf between 1013.3 and 1015, depending on how the heat transport scales

with Ra (Aurnou et al., 2020). Such forcings would be expected to yield Reynolds numbers

Re ∼ 104 (Fonda & Sreenivasan, 2015).

We choose a value of Raf = 109 for all simulations with at least one flux-based thermal

boundary condition, and Ra = 107.3 for the simulation with fixed-temperature boundaries.

These values are chosen such that the resulting convection is in the moderately to highly

turbulent regime with flows characterized by Reynolds numbers Re ∼ 103. We diagnose

the Reynolds numbers in our simulations as Re = R · (∥u⃗∥)dom , where R is the parameter

associated with the viscous terms in the dimensionless momentum equations, and (∥u⃗∥)dom
is the domain-averaged value of the dimensionless magnitude of the simulated flow. Using a

diagnostic criterion like the Reynolds number as an indication of the strength of turbulence

allows us to circumvent the problem of finding an adequate theoretical relationship between

Raf and Ra, since our goal is merely to ensure broadly similar regimes. The relatively

low choice of Rayleigh and Reynolds numbers compared to what is technically feasible is an

attempt to balance the trade-offs in computational cost between running too few simulations

at very high levels of turbulence, and many simulations with a very weak thermal forcing.

For our simulations, we confine our attention to a value of Pr = 1.0, which lies in between

those typical for gases (0.7) and water (6.9) on Earth (Rapp, 2016).

Four basic time scales can be defined for our system: two diffusive time scales for heat

and momentum diffusivities, namely H2/κ and H2/ν; a convective time scale, tConv = H/W
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, where W represents W ∗ or Wff for the flux-based or the temperature-based setups, re-

spectively, and a rotational time scale, tRot = 2π/Ω, which can be written in terms of the

convective scale as tRot = 4πRoctConv, from the definition of the convective Rossby number.

Although time in the dimensionless equation is non-dimensionalized by the convective scale,

we will use the rotational time scale in our analysis, as it is analogous to a pendulum day.

Finally, a realistic aspect ratio Γ (horizontal to vertical length scale) for dry TCs would

be O(10), taking a horizontal length scale O(105) m. Given the high computational cost

of turbulent flows in domains with large aspect ratio, most of our simulations use Γ = 16,

unless stated otherwise.

2.3.2 Thermal boundary conditions

We explore nine different combinations of thermal boundary conditions for the simulations

of rotating convection, described in Table 2.1. CF denotes a constant flux condition given

by ∂T
∂z

= −(RafPr)
1/3, where the magnitude of the right-hand side represents the ratio of the

scales of convective to conductive heat transport in the thermodynamic equation, i.e. W ∗H
κ

,

or P in equation 2.6. This amounts to imposing a heat flux at the boundary that sustains the

turbulence set by the governing parameters of the flow in the fluid interior, namely Raf and

Pr . Additionally, Ins refers to an insulating condition with no heat flux, i.e. ∂T
∂z

= 0, and

CT refers to constant temperature. Note that x and y represent the horizontal coordinates,

and z is the vertical, oriented with the negative of the gravitational vector.

PF denotes a parameterized heat flux condition, where ∂T
∂z

= −(RafPr)
1/3 · (1 + CkUh),

with Ck a dimensionless enthalpy exchange coefficient set to 1, and Uh the total horizontal

wind at a height h, which we choose to be 1 percent of the domain depth. For reference, the

choice Ck = 1 implies that the heat flux doubles when the horizontal wind speed at h is 1.

We use this as an idealized way to represent a dependence of the heat flux on the strength of

the flow aloft, in analogy to the surface enhancement of enthalpy fluxes by surface roughness

modeled by a flux aerodynamic formula, which constitutes the basis for WISHE.

For the simulations Ins/CF, Ins/PF, CF/PF, characterized by asymmetric flux condi-

tions, the temperature in the whole domain increases steadily in time, but temperature

differences are not eliminated, which means that convection can remain active without any
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additional forcing, since it is the buoyancy and not the absolute temperature that has dy-

namical relevance. In these setups, the effective cooling is a consequence of the asymmetry

in the fluxes at the top and the bottom boundaries, which cause the fluid in the interior

to lose buoyancy (or to “cool") with respect to the fluid at the bottom, while it gains less

(CF/PF) or no buoyancy at all (for Ins/CF and Ins/PF) with respect to the fluid near the

top. This is similar to the secular temperature drift in experiments of convection with an

internal radiative heating source (Bouillaut et al., 2019). For the setup Ins/CT, an inter-

nal cooling term with magnitude -1 in the dimensionless equation (equivalent to a factor

of (RafPr)1/3 times the scale of thermal diffusion) is introduced, so that the domain does

not become isothermal and suppress convection. The conditions CT/CT correspond to the

classical Rayleigh-Bénard model (Bénard, 1901; Rayleigh, 1916), where the top and bottom

boundaries are held at fixed temperatures, maintaining an adverse thermal gradient.

For our numerical experiments, we hold Pr constant and equal to 1, hold Ra constant

and equal to 107.3 for CT/CT, and Raf = 109 for all other setups. We initially fix Roc to

2 to focus on the effects of the different thermal boundary conditions on the organization

of convection and the formation of TCs, but subsequently explore the effects of varying Roc

as well. It is worth noting that these nine sets of thermal boundary conditions correspond

to all possible combinations from among (PF, CF, CT, Ins) that are physically distinct and

able to sustain convection, because the governing equations are invariant to the combined

replacement z → −z, T → −T .

For CT/CT and Ins/CT, an adverse vertical profile of temperature is prescribed at the

outset with a temperature drop of 1, so that, for a large enough flux Rayleigh number, the

fluid is convectively unstable. The instability is initialized as T (z) = −z−10−3 ·N[µ = 0, σ =

1] · (zt− z) · (z− zb), where zt and zb are the top and bottom values of z, and N[µ = 0, σ = 1]

represents Gaussian noise with zero mean, and standard deviation of 1. For simulations with

prescribed heat fluxes, convection is initialized from a vertically isothermal profile perturbed

by Gaussian noise with amplitude 10−4 and standard normal parameters.
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Table 2.1: Combinations of thermal boundary conditions used in the simulations. Conven-
tions are detailed in the text.

Setup Top BC Bottom BC
Ins/PF ∂T

∂z
= 0 ∂T

∂z
= −(RafPr)

1/3 · (1 + CkUh)

CT/PF T = 0 ∂T
∂z

= −(RafPr)
1/3 · (1 + CkUh)

CF/PF ∂T
∂z

= −(RafPr)
1/3 ∂T

∂z
= −(RafPr)

1/3 · (1 + CkUh)

PF/PF ∂T
∂z

= −(RafPr)
1/3 · (1 + CkU1−h)

∂T
∂z

= −(RafPr)
1/3 · (1 + CkUh)

Ins/CF ∂T
∂z

= 0 ∂T
∂z

= −(RafPr)
1/3

CT/CF T = 0 ∂T
∂z

= −(RafPr)
1/3

CF/CF ∂T
∂z

= −(RafPr)
1/3 ∂T

∂z
= −(RafPr)

1/3

Ins/CT ∂T
∂z

= 0 T = 1.0
CT/CT T = −0.5 T = 0.5

2.4 Results and Discussion

2.4.1 Convective Organization

Different combinations of thermal boundary conditions produce different levels of convective

organization, as illustrated by the spatial distribution of vertically-averaged temperature

anomaly, {T ′}, in figure 2.1. For these simulations, the temperature anomaly is calculated

with respect to the horizontal mean at each height, and braces denote a vertical average.

One way to quantify the level of organization of a field F is through the scale LF proposed

by Beucler and Cronin (2019), defined in this case as

LF ≡ ⟨λϕF ⟩
⟨ϕF ⟩

, (2.7)

where ϕF is the spatial power spectrum of F , λ is the wavelength of the spatial wavevector,

and angle brackets represent the spectral average given by

⟨A⟩ ≡
∫ kN

k0
A(k)dk∫ kN

k0
dk

, (2.8)

where k0, kN are, respectively, the smallest and the Nyquist wavenumbers.

In particular, the simulations with any combination of flux-based boundary conditions
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on the lower and upper boundaries (Ins, CF, PF) result in the largest scales of convective

organization, with L{T ′} values of 14.9 for Ins/CF, 15.3 for CF/CF, and 15.4 for Ins/PF,

CF/PF, and PF/PF, indicating that features on the length scale of the domain are domi-

nant. Those with at least one fixed-temperature boundary condition exhibit slightly finer

spatial structures, with L{T ′} values of 8.4, 11.5 and 11.9 for Ins/CT, CT/CF and CT/PF

respectively. The classical Rayleigh-Bénard configuration, CT/CT, produces the smallest-

scale spatial structure, with an L{T ′} of 1.9, only about twice the domain depth and 1/8 of

the domain width.

There are also differences between the highly-organized patterns of flux-only boundary

conditions: CF/CF, PF/PF, and CF/PF show banded organization with a wavenumber-one

structure in x and little variation in y. In contrast, Ins/CF shows two somewhat distinct

buoyant ({T ′} > 0) clusters, and Ins/PF one, very distinct cluster and an approximate

wavenumber-one pattern in both x and y.

In addition to the spatial scale L{T ′} as an estimate for spatial organization, we calculate

the temporal autocorrelation of {T ′}, defined as

α{T ′}(τ |t0) =
∫ ∫

{T ′(t0)}{T ′(t0 + τ)}dxdy(∫ ∫
{T ′(t0)}2dxdy

)1/2 (∫ ∫ {T ′(t0 + τ)}2dxdy
)1/2 , (2.9)

where τ represents the time lag with respect to the reference time t0. This metric gives

information about the persistence of a spatial pattern of vertically averaged temperature

anomalies. It should be noted that coherent features that are rapidly drifting in time are

not registered by this temporal autocorrelation. In other words, it is an effective metric for

persistence in the Eulerian but not in the Lagrangian sense, as it does not track features in

space. However, the large-scale, coherent structures found in the simulations are either fixed

or move slowly enough for the temporal autocorrelation to register their presence.

The simulations with two flux-based boundary conditions show greater persistence than

those with one and, especially, two fixed-temperature boundary conditions, as measured

by the temporal autocorrelation calculated with respect to the reference state at t0 = 10

rotational time units, and plotted in figure 2.2a. This indicates that the organization of

convection in PF/PF, CF/CF, Ins/PF and Ins/CF remains steady for several rotational
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Figure 2.1: Vertically-averaged temperature anomaly, {T ′} with respect to the horizontal
mean for simulations with Roc = 2.0. Magnitudes are normalized by the standard deviation
(σ) in each setup, and values of standard deviations are indicated for each simulation. The
colorbar saturates at ±2.5σ. Rows represent different bottom thermal boundary conditions
and columns are top boundary conditions. Ins refers to a thermally insulating boundary, CF
is constant flux, PF is parameterized flux, and CT is constant temperature (see table 2.1 for
details). Notably, simulations with two flux-based boundary conditions (Ins, CF or PF) show
a higher level of spatial organization in {T ′} than those with one or two fixed-temperature
conditions (CT). All figures correspond to the snapshot at 10 rotational time periods.
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Figure 2.2: Time series of: a. autocorrelation of {T ′} for the different setups. Time lags are
with respect to t0 = 10 rotational time periods. Simulations with two flux-based boundary
conditions exhibit higher persistence in the spatial patterns of {T ′} than those with one or
two fixed-temperature conditions. b. and c. length scales L{T ′} and LU20 for the spatial
organization of the temperature anomaly and the horizontal wind field at 20 percent of
domain height, respectively (see text for definition of L). LU20 series corresponds to a moving
mean of a half rotational period for visual clarity.

42



time periods, while it shifts significantly within less than a rotational period for CT/CT.

Previous work has shown that in non-rotating CF/CF setups, as well as in setups with

perfectly insulating conditions but internal heating or cooling, the most unstable modes

at the onset of convection are those with wavenumber zero (Chapman & Proctor, 1980;

Goluskin, 2016; Hurle et al., 1967); that is, the disturbances grow unbounded to span the

entire domain. This has been shown to be modified by rotation Takehiro et al. (2002), with

faster rotating rates leading to gradually larger wavenumbers for the most unstable modes.

Although these studies have focused on the onset of turbulence, and their conclusions should

not be extrapolated directly to the highly turbulent regime, Vieweg et al. (2022) have used

Lyapunov analysis to show that the formation of a pair of counter-rotating convective cells

that grow to the size of the domain persists for high levels of turbulence. An exploration of

marginal stability for a rotating setup with different thermal boundary conditions is beyond

the scope of this work, but we note that the patterns of organization seen in our simulations

suggest that flux-based boundary conditions in a moderately turbulent, moderately rotating

regime, also produce organization spanning the entire domain. However, the constraining

effects of rotation on this large-scale organization are not seen for the combinations of Roc

and Γ used here.

2.4.2 Formation of Tropical-Cyclone-like vortices

Simulations with the most highly organized patterns of convection also exhibit large-scale

patterns in horizontal winds, as shown in figure 2.3 by the contours of total horizontal

winds at 20 percent of domain height, i.e.
√
(u(z = 0.2H))2 + (v(z = 0.2H))2—denoted

by U20 henceforth—10 rotational time periods after initialization. In particular, a highly

axisymmetric, cyclonic circulation with a well-defined eye covers a significant fraction of the

domain in the Ins/PF setup, and the location of its pressure minimum is indicated with an

“x". The color scale saturates at 3.5σ, where σ is the standard deviation of U20 in each setup.

This corresponds to a dimensionless wind speed of about 3.2; that is, horizontal wind speeds

that are over 3.2 times the typical velocity scale for convective motions in the domain. Two

smaller cyclonic vortices also form in the Ins/CF setup, similarly marked with an “x" each. In

this case, 3.5σ corresponds to 1.4 in dimensionless velocity units, indicating that the vortices
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are somewhat stronger than the convective velocity scale. All three vortices mentioned are

found in the areas of high vertically averaged temperature anomalies of Ins/PF and Ins/CF.

The storm centers are identified by applying a Gaussian filter to the map of near-surface

pressure, using a binary dilation algorithm to locate contiguous regions of negative pressure

anomaly, and calculating their centroid.

None of the other setups produce persistent vortex structures within 10 rotational periods,

but large-scale overturning circulations are seen for those with high convective organization:

CF/CF, CF/PF, and PF/PF. The traditional Rayleigh-Bénard setup, CT/CT, gives rise to

convective structures with an associated cyclonic circulation in the horizontal, but they only

persist for a fraction of a rotational time period, and their width, as indicated by L{T ′}, is

constrained to within ∼2, differing markedly from the large, persistent structures seen in the

Ins/CF and Ins/PF setups.

A length scale LU20 , computed analogously to L{T ′}, but for the horizontal wind speeds

at 20 percent of domain height, is shown at 10 rotational periods in Figure 2.3. We use

the two length scales as an imperfect but helpful way to track the evolution of the scales of

organization of the temperature and the horizontal wind fields (Figure 2.2, b. and c.).

In Ins/PF, L{T ′} evolves similarly to other setups with two flux-based conditions: rapid

growth, and saturation at the domain scale after about 4 rotational time periods However,

the spatial scale of horizontal winds LU20 grows up to values of about 13, close to the

domain length, and about twice the size of the setups with the next largest scales for U20,

(Ins/CF and PF/PF). The growth of large-scale horizontal flow patterns in Ins/PF and

Ins/CF seems to lag the growth of the spatial organization of the thermal field by a couple

of rotational periods, indicating that convective aggregation precedes the formation of large-

scale, persistent vortices in those setups. At 10 rotational periods, the scales of all simulations

appear to have equilibrated. We observe no qualitative difference in the formation of the TC

in Ins/PF when a different amplitude (10−3) or different seeds are used in the initialization

of the convection, suggesting that the finding is robust.

Studies of spontaneous moist cyclogenesis also describe the formation of a large-scale

mid-level vortex several days ahead of the formation of a tropical cyclone (Bretherton et

al., 2005; Davis, 2015; Nolan et al., 2007). However, in our dry Ins/PF setup, large-scale
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Figure 2.3: Horizontal wind at 20 percent of domain height for simulations with Roc = 2.0, at
10 rotational time periods. Similar to figure 2.1, magnitudes are normalized by the standard
deviation in each domain, length scales are indicated at the bottom, and color shades saturate
at 3.5σ. Locations of near-surface pressure minima corresponding to persistent cyclonic
vortices are indicated with “x" markers.
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features of the mid-level vorticity field seem to lag rather than to lead cyclogenesis (see

video 1 referenced in Appendix A). Key differences between dry and moist TCs arise from

the effects of condensate re-evaporation in subsaturated regions, which influence convective

organization and warm-core consolidation in the latter (Davis, 2015), but recent work sug-

gests that dry tropical cyclones exhibit similar properties and structure to moist TCs in the

absence of irreversible phase changes (Wang & Lin, 2020). Because of this, we expect dry

and moist tropical cyclogenesis to exhibit more similarities after significant humidification

of the free troposphere by aggregated convection in the latter—an important stage in its

development (Nolan, 2007).

The cyclones in Ins/PF and, to a lesser extent, Ins/CF, also share other essential charac-

teristics of tropical cyclones, besides persistence and a horizontal scale substantially larger

than that of single convective elements. One of them is slantwise neutrality, or the align-

ment between isentropes and constant-angular momentum surfaces around the TC. Initially

formulated as a characteristic of TCs in a moist atmosphere (Emanuel, 1986), slantwise neu-

trality has been also shown to be a property of dry tropical cyclones in simulations with

parameterized turbulence and surface processes (Wang & Lin, 2020). In a dry, Boussinesq

system, slantwise neutrality requires M = M(T ), where M = rV + 1
2
fr2 is the angular

momentum per unit mass. We note that the equality implied by strict slantwise neutrality

should be relaxed for non-idealized storms: M ≈M(T ).

Figure 2.4 shows azimuthally averaged, height-versus-radius profiles centered at the two

vortices marked with a red cross (Ins/CF on the left column, Ins/PF on the right). The

upper panel contrasts contours of angular momentum (black dashed lines) and the re-scaled

temperature T − Tdom (colors), where Tdom is the domain-mean temperature. In the lower

region near the vortex of the Ins/PF case, there is a relatively good alignment between lines

of constant M and the isentropes—for our case, those are equivalent to lines of constant

T −Tdom. The alignment is less clear for the core of the vortex of Ins/CF, plausibly because

of its lower axisymmetry and its weaker nature.

Another characteristic of tropical cyclones seen in both cases is a secondary circulation

with radial inflow at the low levels and outflow near the top. This radial circulation is shown

on the middle panels of figure 2.4, which show contours of the Stokes stream function ψ,
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Figure 2.4: Azimuthally-averaged radius vs. height profiles centered at TC center for sim-
ulations with Roc = 2.0, averaged between the 9th and the 10th rotational time period,
for Ins/CF (left column) and Ins/PF (right column). Top row: T − Tdom (color) and total
angular momentum (line contours). Middle row: T−Tdom (color) and the Stokes streamfunc-
tion (contours; see text). Bottom row: azimuthal wind (color) and Stokes streamfunction
(contours). All quantities are dimensionless.
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obtained by solving the system

ur =
−1

r

∂ψ

∂z
(2.10)

w =
1

r

∂ψ

∂r
, (2.11)

where ur, w are the radial and the vertical components of the velocity, respectively. Solving

the second equation for ψ and prescribing the boundary condition ψ(r = 0, z) = 0 yields

ψ(r, z) =

∫ r′=r

r′=0

wr′dr′ (2.12)

The Stokes stream function indicates inward flow of buoyant fluid near the surface and radial

outflow near the top. The near-surface flow maintains the warm core of the vortices through

buoyancy advection and through inward advection of heat extracted from the surface, and

is thus a crucial part of their energy cycle. We note that the lower inflow and upper outflow

branches could be characterized by relatively constant pressure and an increase/decrease in

temperature respectively, while the ascent and descent are closer to isothermal. However, a

direct comparison between the different branches of the thermodynamic cycle associated with

the circulation in Ins/PF or Ins/CF with more realistic conditions in the atmosphere, even

in the absence of phase changes, is challenging, since cooling and compression are decoupled

from each other in a Boussinesq system, and the thermodynamic efficiency cannot be defined

based on a ratio of absolute temperatures.

For Ins/CF, the radial circulation of the chosen vortex spans radially out to about 5 di-

mensionless units, beyond which a combination of the secondary cyclone and the background

flow are picked up. Since for Ins/PF there is only one vortex, and so only one axis of flow

symmetry in the domain, the secondary circulation shows an unambiguous signal that spans

out to about 8 or 9 dimensionless units, suggesting that the vortex size is domain-limited.

This is consistent with the finding that, for more realistic TC simulations, the vortex can

form in domains that are too small to allow for its natural length scales, in which case it

grows as much as the domain allows (Chavas & Emanuel, 2014).

The bottom-heavy spatial structure of the azimuthal winds, consistent with the balanced
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flow around a warm core, is also a quintessential feature of tropical cyclones. The lowest

panels of figure 2.4 show profiles of azimuthal winds (colors) and the Stokes stream function

(black lines). The maximum azimuthal winds of both vortices are found near the surface

and close to the center of the cyclones, and in Ins/PF this also corresponds to the region of

strongest convection as indicated by the slanted, densely packed streamlines, demarcating

the boundary between the eye and the eyewall. Additionally, an upper-level anticyclone is

sustained at the top. The general structure of the winds in Ins/PF is very similar to that

found in previous studies of dry TCs (Cronin & Chavas, 2019; Mrowiec et al., 2011; Wang

& Lin, 2020). That of Ins/CF is qualitatively similar, although the strength and the degree

of axisymmetry are lower.

The radial profile of winds in Ins/CF and Ins/PF at 20 percent of domain height—

approximately the depth of the strongest azimuthal winds for both—shown in figure 2.5 also

makes more apparent some of the differences between the two TCs: while the presence of

both vortices is discernible from the azimuthal winds, the total winds (blue curve) within

the vortex in Ins/CF are not substantially stronger than those far away from it, unlike

for Ins/PF, where the total winds of the vortex are enhanced substantially by the wind-

dependent heat flux parameterization. Additionally, the increase in the magnitude of the

radial winds with radius near the cyclone center, which by continuity indicates the region of

highest convergence and strongest convection, is sharp and well-defined in Ins/PF, extending

between about 1.2 < r < 2, whereas it is less steep and broader in Ins/CF, going from r = 2

all the way to the center, consistent with a less clear eyewall region.

The red line in figure 2.5 corresponds to the model of wind structure proposed by Emanuel

and Rotunno (2011)—ER11 henceforth—in its asymptotic solution. This model was devel-

oped to represent the inner convecting region of moist TCs, and can be matched with a

separate solution for the outer, non-convecting region (Chavas et al., 2015; Cronin, 2023).

However, for dry TCs, the solution for the non-convecting region is not needed (Cronin &

Chavas, 2019). Equation (36) of ER11 gives the ratio of angular momentum to the reference

value at the location of maximum winds:

(
M

Mm

)2−(CE/CD)

=
2(r/rm)

2

2− (CE/CD) + (CE/CD)(r/rm)2
, (2.13)
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where rm,Mm are the location of maximum azimuthal winds and the angular momentum

at that location, respectively, CE is the enthalpy exchange coefficient, and CD the drag

coefficient. Assuming CE = CD for illustrative purposes as ER11 do, and substituting the

values of angular momentum, equation 2.13 yields

uaz(r) =

(
2

r

)(
rmvm +

r2m
2Roc

)
(

r
rm

)2
1 +

(
r
rm

)2
− r

2Roc
. (2.14)

where quantities have been non-dimensionalized by the convective velocity scale and the

domain depth. The outer radius ro for which uaz(ro) = 0 obtained from equation 2.14 is given

by ro = rm
√
4Ro + 1, where Ro is the local Rossby number, Ro = Roc(vm/rm). Substituting

the values of vm and rm found in our simulations, we obtain ro = 7.0 for Ins/PF, and

ro = 2.7 for Ins/CF. For comparison, taking the spectrally-weighted mean wavelengths LU20

as a rough measure of the diameter of the vortices gives radii estimates of 6.6 for Ins/PF, and

3.4 for Ins/CF. The wind profile of the theoretical model with the assumed ratio CE/CD = 1

captures the extent of the outer radius of the TC in Ins/PF quite well, and somewhat well

for Ins/CF. For the winds outside of the radius of maximum winds, the profile of azimuthal

winds predicted by the model also shows quite good agreement with the simulated profile

for Ins/PF, but less so for Ins/CF (where the vortex is less axisymmetric).

The fact that Ins/CF produces long-lived, large-scale vortices in the absence of depen-

dence between surface heat fluxes and the flow above (i.e. without WISHE) agrees with the

finding that WISHE is not required to produce large-scale, persistent (albeit weaker) TCs in

realistic simulations (Chavas, 2017; Montgomery et al., 2015). Importantly, the storm pro-

duced in Ins/PF, where WISHE is active, intensifies more quickly and reaches substantially

stronger winds than those in Ins/CF, which is also in line with findings about real-world

storms (Chavas, 2017; Zhang & Emanuel, 2016).

The winds in the innermost core (i.e. inwards from rm) in Ins/PF are poorly represented

by ER11, likely due to the frontogenetic nature of the region and the breakdown of the as-

sumptions of the model there. For similar reasons, the apparent good agreement between the

model and the simulated wind speeds in the innermost core in Ins/CF is likely a coincidence,

rather than evidence of the skill of the theory. Additionally, the lack of a parameterization
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for the drag in our simulations, as well as the simplified form of our enthalpy-flux enhance-

ment, make it challenging to determine the appropriate value of CE/CD to use for a more

rigorous comparison with the model.

Figure 2.5: Radial profiles of azimuthally-averaged wind speed at 20 percent of domain
height for vortices in Ins/CF (left) and Ins/PF (right). Plots show total winds (blue),
azimuthal winds (orange), radial winds (green), and the azimuthal wind profile based on the
model by Emanuel and Rotunno (2011), denoted by ER11, using CE/CD = 1 (red; see text
for details). vm and rm indicate the maximum azimuthal wind speed (max(uaz)) and the
radius of maximum winds, respectively. Dashed vertical lines indicate rm, and the innermost
location where azimuthal winds drop below 0.01.

2.4.3 Rotation rate and TC formation

The Ins/PF setup produces the circulation with the clearest resemblance to a TC, which

makes it a suitable candidate to investigate the response of TC characteristics to changes in

the governing parameters. Particularly, a faster rotation rate has been shown to lead to a

smaller size for equilibrated TCs on an f-plane (Wang et al., 2022), but it is unclear if this

scaling breaks down at a particular rotation rate or convective strength. Since the convective

Rossby number quantifies the relationship between rotation and convective strength, we

perform an additional suite of simulation to study the dependence of vortex characteristics

on Roc for Ins/PF boundary conditions. The results are shown in figure 2.6. All simulations
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Figure 2.6: Plan views of horizontal wind speeds at 20 percent of domain height for simula-
tions with Ins/PF conditions, for various values of Roc, at 10 rotational time periods from
the start of the simulations. The values are dimensionless and scale with the convective
scale. Colors saturate at a value of U = 2.5.
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Figure 2.7: Temporal autocorrelation of vertically-averaged temperature anomaly {T ′} for
the four simulations of figure 2.6 (solid lines), and two additional simulations (dashed lines),
with domain aspect ratio of 2, and Rossby numbers of 0.2 and 0.4.

produce vortices of some sort, although only that in the simulation with Roc = 2.0 persists

for much longer than a rotational time period, suggesting a qualitatively different behavior,

and a threshold around Roc ∼ 1 for the formation of proper TC-like structures. The intensity

and the size of these vortices is affected by the rotation rate as well, with the latter seeming

to scale roughly with Roc.

The structure and the persistence of the vortices for the lowest Roc simulations differ

markedly from those with Roc = 0.8 and, especially, Roc = 2.0. Figure 2.7 shows the

temporal autocorrelation of the temperature anomaly field for the same suite of simulations

as figure 2.6, spanning five rotational time periods, starting at least four rotational periods

after the initialization. In addition to these, the figure includes two simulations with lower

aspect ratios. The high autocorrelation found for the simulation with Roc = 2.0 shows

evidence that the large, highly-axisymmetric vortex that forms in it, or more precisely its

associated pattern of convection and its warm core, is persistent in time and fixed in space.

We note that the temporal autocorrelation of temperature anomaly is not a perfect metric

for the persistence of vortices if those are drifting in the domain. However, the small vortices

for small Roc in fact do not persist for much longer than a rotational period (see video 2

referenced in Appendix A). Additional simulations were run with Γ = 2 , in order to test if

the lack of persistence of the small vortices was associated to the size of the domain. Figure
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2.7 shows that the autocorrelation does not exhibit a consistent increase. These simulations

thus indicate that it is not enough for the domain to tightly contain a vortex—as in a “lattice

equilibrium", borrowing the terminology of Zhou et al. (2014) for a doubly periodic domain

that contains exactly one vortex—for it to be persistent in time, if the convective Rossby

number is too low. All of this is evidence of a fundamental difference between the TC-like

structure seen for Roc = 2.0 and the small, evanescent structures of Roc = 0.2 and 0.4.

The convective Rossby numbers for Ins/PF used here are based on the same scaling used

for Ins/CF. That means that, instead of re-defining the buoyancy flux based on the changing

bottom flux, we take a fixed reference flux FB, which has an associated velocity scale that

is constant. Because this scale does not include the enhancement of the heat flux by the

flow, we cannot expect the typical dimensionless wind speeds in the domain to scale with

it. There will thus be an effective convective Rossby number, Roc,eff = Roc (1 + CkUh)
1/3

which gives a more accurate bulk characterization of the flow in the domain than Roc. This

effective Rossby number cannot be determined a priori, since it depends on the horizontal

wind speed, which in turn depends on the heat flux. However, we can calculate it from

the values of Uh—the horizontal wind speed at 1 percent of domain depth used in our

simple parameterization PF. We obtain Roc,eff = 0.23, 0.47, 0.91 for the simulations with

Roc = 0.2, 0.4, 0.8, respectively, for which Uh stays fairly constant throughout the simulation.

For the simulation with Roc = 2, we obtain Roc,eff starting at around 2.34 and stabilizing

at about 2.45 once the TC has equilibrated. These differences are not negligible, but the

fact that they are small indicates that Roc approximately characterizes the bulk properties

of our Ins/PF simulations.

The convective Rossby number can be understood as the ratio of the time scale of domain

rotation to the time scale of convection. The condition Roc < 1 thus corresponds to situations

where the depth of penetration of convective thermals is constrained by rotation. While

the vertical velocity is not affected by Coriolis, the horizontal convergence and divergence

associated with it is, and this affects the rest of the circulation via the pressure gradient and

continuity. This constraint causes a reduced ability of convective thermals and plumes to

sustain a stable warm core against the destabilizing effects of the internal cooling, which we

see as a likely cause for the impermanence of the vortices formed.
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Additionally, for a given convective velocity scale, a larger convective Rossby number

represents a slower rotation rate, which, as mentioned, is associated with a larger storm at

equilibrium (Wang et al., 2022). This suggests that in order to generate storms for higher

convective Rossby numbers, larger aspect ratios would likely be needed. For moist RCE

simulations, (Zhou et al., 2014) have shown that mature TCs only reach sizes that are

domain independent if the domain aspect ratio is large enough, but that domain-size limited

TCs form for significantly smaller domains.

We have run additional simulations with reduced horizontal resolution and large aspect

ratios in the Ins/PF setup to test the effects of Γ on TC size and formation (see Appendix

A, figures A.5 to A.10). A large, TC-like vortex forms for (Roc = 2; Γ = 32), still spanning

the entire domain, which indicates that the storm has likely not reached its natural length

scale. Similarly, (Roc = 3; Γ = 32) also produces a domain-spanning TC-like vortex, but

with a significantly narrower eye. The smaller eye for larger Roc is qualitatively consistent

with the model by (Chavas et al., 2015) and (Chavas & Lin, 2016), which shows a narrowing

of the eye for lower rotation rates when the outer size is fixed—a condition imposed in our

case by the domain size limitation—as fluid parcels must travel further inwards to reach a

given maximum tangential wind speed.

Other simulations performed also suggest a lower bound for the domain aspect ratio for a

given convective Rossby number, below which no TC-like structures are observed: (Roc = 4;

Γ = 32) did not produce any persistent, large-scale vortices within more than 20 rotational

periods simulated, and neither did Roc = 2 or Roc = 3 at either Γ = 4 or Γ = 8. It

remains an avenue for future research to determine whether this lack of formation is due

to a dynamical threshold to the domain size that can support a TC for a given convective

Rossby number, or caused by insufficient resolution to simulate a narrowing eye adequately

for slower rotation rates.

2.4.4 Thermal profile

A feature shared by all simulations with a flux-based top boundary condition is a horizontally-

averaged temperature profile with a stable layer in the upper half of the domain, as seen in

figure 2.8. The strength of this bulk inversion varies between the simulations, and is most
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Figure 2.8: Vertical profiles of horizontally-averaged temperature minus domain-averaged
temperature, T − Tdom, for all 9 original simulations with Roc = 2.0 after 10 rotational time
periods. Setups with flux-based upper boundary condition (i.e. Ins/PF, CF/PF, Ins/CF,
PF/PF, CF/CF and Ins/CT) show thermal inversions in the upper half of the domain.

pronounced for Ins/PF, followed roughly in order by CF/PF, Ins/CF, PF/PF, Ins/CT, and

CF/CF, while none of the simulations with fixed temperature at the top show it. This

feature can result from the fluid in the upper layers having been more recently in contact

with the bottom surface than the fluid of the middle layers. In a framework with prescribed

internal cooling, the situation is equivalent to saying that the fluid in the middle layers has

cooled more than that of the upper layers, relative to the bottom. This plausibly explains

the thermal inversion between the middle and the upper part of the domain as resulting

from more effective detrainment of buoyant air at the top than in the middle.

Such stable thermal profiles imply the existence of an additional basic length scale in

the system: a bulk deformation radius, or the length scale of propagation of gravity waves

traveling through a layer with constant depth and constant stratification equivalent to those

of the actual layers of the simulation. The buoyancy frequency is given by N =
(
gβ dT

dz

)1/2.
We can thus write the first baroclinic deformation radius, RD, as a function of the buoyancy

frequency, twice the rotation rate 2Ω, and the depth of the stable layer Hs as RD = NHs

2Ωπ
.

This gives, for flux-based scalings,

RD =

(
FB

H2

)1/3(
Hs

2Ωπ

)(
dT

dz

)1/2

, (2.15)

where FB is the buoyancy flux. The convective Rossby number is Roc =
(
FB

H2

)1/3 ( 1
2Ω

)
, which
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gives in turn RD = Roc
(
Hs

π

) (
dT
dz

)1/2. The expression for the temperature-based scaling is

analogous, with its respective definition for the convective Rossby number.

The bulk deformation radius calculated for Ins/PF is ∼ 1.0, about three times as large as

that of Ins/CF (∼ 0.3), and reasonably close to the scale of the radius of maximum winds,

rm. Previous work has shown that the deformation radius is not an accurate scale for either

the outer radius or the radius of maximum winds of moist TCs in axisymmetric (Chavas &

Emanuel, 2014) or in 3-D simulations on an f-plane (Cronin & Chavas, 2019; Zhou et al.,

2014), and other scales, like up/2Ω is, where up is the potential intensity, have been proposed.

However, for the driest TCs simulated by Cronin and Chavas (2019), the deformation radius

is at least as much of a plausible scaling for rm as up/2Ω is. This agreement between rm and

RD thus holds in our simulations as well. These observations should be tested further before

any physical mechanisms are invoked, but they suggest a possible link among the scale of

the radius of maximum winds, the thermal stratification, and the convective Rossby number

in fully dry TCs.

2.4.5 Boundary-condition symmetry

Among the nine basic setups studied, only four are characterized by an effective internal

cooling: Ins/CF, Ins/PF, CF/PF, and Ins/CT. For Ins/CT, the cooling is prescribed ex-

plicitly to prevent the fluid from evolving towards an isothermal, quiescent state. For the

other three, the effective cooling is a consequence of the flux asymmetry between the upper

and lower boundaries: the fluid in the interior is constantly losing buoyancy (and in that

sense is “cooling") with respect to the fluid at the bottom, while it is not gaining as much

(for CF/PF) or any buoyancy at all (for Ins/PF and Ins/CF) with respect to the fluid near

the top. This leads to vertical temperature profiles that are asymmetric, in the sense that

T̃ (z) ̸= ˜−T (1− z), where T̃ (z) represents the horizontal average of temperature at height z

minus the domain-average temperature. This is shown in figure 2.9. The asymmetry coef-

ficient α is defined as α ≡
(

1
N

∑N
i (∆iT̃ )

2
)1/2

, where the sum is across all i ∈ {1, 2, ..., N}

layers of the domain, and ∆iT̃ = T̃ (zi) + ˜T (1− zi).

The case of CF/PF is of particular interest, because despite the somewhat symmetric
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Figure 2.9: Vertical profiles of normalized, horizontally-averaged temperature, T̃ , for all
9 original simulations with Roc = 2.0 after 10 rotational time periods, and for additional
simulation with CF/PF conditions and Ck = 2 at the bottom, denoted by CF/PF(C2).
Legend indicates the bulk deformation radius for each set of boundary conditions, as well
as the asymmetry coefficient (see text for details), with “N.R." indicating simulations where
no stable layer formed. T̃ is calculated by subtracting the domain-mean temperature, Tdom,
from the horizontally-averaged temperature at each level, T , and then normalizing by the
difference between the maximum and the minimum values of T −Tdom for each setup. Setups
were divided into two groups for visual clarity: those with higher level of asymmetry are
shown on the left, and the more symmetric profiles are plotted on the right.
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thermal profile (with α = 0.06) and the absence of TC-like vortices, it exhibits a strong

inversion as well as the second largest deformation radius (RD ∼ 0.4). This raises the ques-

tion of whether enhancing the thermal asymmetry sightly could potentially result in TC

formation—in fact, CF/PF will approach the Ins/PF case as Ck is increased to the point

where the flux at the top becomes orders of magnitude weaker than the enhanced bottom

fluxes. However, we find that the asymmetry need not be pushed that far in order for TCs

to form: an additional simulation run with CF/PF boundary conditions, but with an en-

hancement coefficient Ck = 2.0 instead of 1.0 for the bottom parameterization (represented

by CF/PF(C2) in figure 2.9) does produce a TC-like vortex after 3 rotational time periods.

This indicates that either the asymmetry of the fluxes must be stronger than a given thresh-

old for TCs to form at all, or that a stronger flux asymmetry accelerates their formation

substantially, as for Ck = 1.0 none form within 10 rotational periods (see figure 16 in the

Supplement for a comparison between the two values of Ck).

The other setup with internal cooling that does not produce TCs, Ins/CT, is also char-

acterized by a thermal inversion (albeit weaker than the other three) and by substantial

asymmetry of the thermal profile. We are thus prevented from concluding that thermal

asymmetry is a sufficient condition for TC formation in our setups in the explored parame-

ter regime, although it is still possible that TCs would develop given a longer spin-up time.

It may also be the case that the thermal forcing is not strong enough, or that the homo-

geneous temperature boundary condition at the bottom is less conducive to the large-scale

organization of convection and this in turn affects the likelihood of formation of a TC-like

structure.

From our numerical experiments, it is unclear how the flux symmetry hinders TC for-

mation. A possibility is that, when the updrafts and downdrafts are similarly strong, an

incipient warm core, necessary to sustain the TC and to activate a wind-dependent heat

flux enhancement (akin to the wind-induced surface heat exchange, or WISHE) that would

power its energy cycle, is more easily disrupted, for example by accelerated heat loss to the

top boundary.

A warm core is an essential part of a TC, so in general, conditions that represent a net

input of heat (as is the case for asymmetric fluxes) and keep convective areas relatively
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persistent in space and time would be more likely to sustain TC development. Investigating

if other combinations of asymmetric fluxes can produce TCs—for instance, CF/CF with

constant fluxes of different values, or PF/PF with different enhancement coefficients—would

help elucidate the mechanisms that disrupt TC formation, and to answer how the spatial

pattern of asymmetry matters.

2.5 Conclusions

We have shown that thermal boundary conditions significantly affect the patterns of con-

vection in simulations of a relatively highly turbulent (Raf = 109; Ra = 107.3), moderately

rotating (Roc = 2.0) flow in a Rayleigh-Bénard-like setup of dry convection with a large

geometric aspect ratio (Γ = L/H = 16), with Prandtl number Pr = 1.0. Particularly, we

have found that setups with boundary conditions with prescribed heat fluxes produce larger-

scale and more persistent organization of convection, relative to simulations with at least

one fixed-temperature boundary condition.

Importantly, in simulations with asymmetric flux-based thermal boundary conditions, we

find long-lived vortices that have a number of the essential characteristics of tropical cyclones:

a warm core, a bottom-heavy azimuthal circulation, high levels of axisymmetry, approximate

slantwise convective neutrality, and a secondary circulation of radial convergence at the

bottom and divergence aloft. These structures, obtained from direct numerical simulations,

are similar to the dry TCs found in previous work in 3-D simulations with atmospheric

models (Cronin & Chavas, 2019; Wang & Lin, 2020). We note that rotation and persistent,

large-scale organization of convection are not sufficient conditions for the formation of dry

TCs.

The basic setups that produce TC-like vortices are characterized by an insulating top and

either a constant or a parameterized heat flux condition at the bottom. These are analogous

to setups with constant or parameterized heat fluxes at the top with an imposed internal

cooling rate matching the domain-averaged rate of warming. The parameterized condi-

tion prescribes a low-level temperature gradient enhancement that depends on the overlying

flow—a simplified analogue to the bulk aerodynamic formulae for enthalpy exchange used in
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atmospheric models—, promoting a WISHE-like mechanism of intensification that produces

the strongest, largest, and most axisymmetric TC simulated. An additional simulation with

parameterized heat flux at the bottom and constant heat flux at the top also gives rise

to a well-defined TC-like vortex, suggesting that a strong enough asymmetry of fluxes is

conducive to TC development.

Also for the setup with insulating top and parameterized-flux bottom, which produces

the clearest TC-like vortices, we find a threshold in the convective Rossby number somewhere

between Roc = 0.8 and 2.0. Below it, vortices are disorganized and short-lived, suggesting

that faster domain rotation weakens the convection, and prevents the buoyant plumes from

the bottom from sustaining an organized warm core that extends to the top of the domain.

We find that the simulations resulting in TC formation are characterized by a positive

average thermal stratification in the upper half of the domain. This stable layer has a cor-

responding bulk deformation radius which is proportional to the convective Rossby number,

and which agrees fairly well with the scale of the radius of maximum winds, particularly in

the simulation with parameterized bottom fluxes. Testing whether the thermal stratification

and the associated propagation of gravity waves in the upper part of the domain associated

with this deformation radius are a controlling factor or merely a result of TC formation

would require additional simulations with larger domain aspect ratios. Further tests would

also be necessary to confirm that the radius of maximum winds for dry TCs does indeed

scale with the deformation radius.

To synthesize, we have provided evidence that flux-based thermal boundary conditions

promote larger spatial organization and persistence of convection in time than temperature-

based conditions. In turn, flux asymmetry allows a net input of heat that, combined with

temporally autocorrelated, spatially aggregated convection, seems to make it easier for ro-

tating convection to form and sustain a warm core in a developing large-scale vortex. This

process is enhanced when a mechanism analogous to a wind-induced surface heat exchange,

or WISHE, is prescribed.

We cannot definitively rule out the formation of dry TC-like structures under conditions

that did not produce them in our simulations, as it is possible that a stronger thermal forcing,

a larger aspect ratio, a slower rotation rate, or a longer time of simulation could lead to flow
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transitions that depart from our results. Confirming this would require development of a full

theory of the conditions for dry TC formation. That said, this work attests to the higher

propensity for development of TC-like vortices of highly turbulent setups with asymmetric

heat flux conditions and a rotation rate that is slow enough for a given thermal forcing

(Roc ≳ 1.0) but fast enough for a given domain size, and for stronger and more clearly

defined cyclones when WISHE-like mechanism is included, as opposed to when the surface

fluxes are constant.

Although recent work by Chien et al. (2022) has found TCs in the relatively simple moist-

RBC system of Pauluis and Schumacher (2010), to our knowledge, this is the first time that

TCs are simulated in a dry, 3-dimensional, RBC-like setup. We would like to reiterate

that our work seeks to promote a closer dialogue between the two distinct communities

studying the fluid mechanics of dry convection, and the geophysical problems of convective

aggregation and tropical cyclone formation, by showing that dry hurricanes can form under

relatively simple conditions of rotating convection in familiar setups about which much has

been learned in the past decades. Future questions to explore include, for instance, whether

the most unstable modes of marginal stability for the different convective setups persist

in the highly turbulent regime; how TC strength depends on the thermal forcing or the

enhancement parameter Ck; how finite amplitude vortices behave in domains with faster

rotation than Roc ≳ 1.0; how potential intensity can be formulated for simulations without

parameterizations for the momentum drag or the enthalpy exchange coefficient (such as

Ins/CF), or what relationship exists between the scalings of the heat transport and the

potential intensity of TCs in RBC, to name a few.

We end by noting that not all aspects of the physics of dry TCs can be extrapolated

to their moist counterparts, but even exploring that distinction may produce valuable in-

sights about the factors that control hurricanes on Earth and potentially on other planetary

contexts.
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Chapter 3

Persistent, Large-Scale Cyclonic Vortices

in Rotating Rayleigh-Bénard Tank

Experiments

3.1 Abstract

Rotating tank experiments of turbulent convection have been used for the better part of
a century to study different geophysical and astrophysical phenomena. However, compar-
atively little attention has been devoted to recreating the conditions under which flows
associated with large-scale convective organization happen in tropical and subtropical lat-
itudes on Earth, such as tropical cyclones, heat lows, or mesoscale convective complexes.
Such conditions include a relatively slow rotation rate, boundary conditions that produce
top-bottom asymmetric buoyancy sources, and large geometric aspect ratios. In this work,
we perform experiments of moderately turbulent, moderately rotating convection using a
shallow cylindrical tank with hot water that cools off to the air above, and is insulated in
its bottom and side boundaries. We find large, persistent cyclonic vortices for experiments
with convective Rossby numbers RoC ≳ 1; smaller, shorter-lived and less organized cyclonic
flows for 0.6 < RoC ≲ 1, and a relatively persistent, predominantly anticyclonic flow for
RoC < 0.6. Metrics for temporal persistence and spatial length scales based on the tem-
poral autocorrelation and the two-point correlation, respectively, confirm the dependence of
these features on the convective Rossby number, and show no substantial effect from the
flux Rayleigh number after controlling for fluid depth and rotational period. These results
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indicate great potential for studying convective aggregation and tropical cyclone formation
from rotating convection in simple experimental setups in the absence of phase changes

3.2 Introduction

Fluid tank experiments have been used extensively in the study of thermally-driven con-

vection, with a notable early exponent found in the paradigmatic work of Henri Bénard

(Bénard, 1901) in the early 20th century. This long-standing experimental endeavor has

also incorporated the effects of rotation for the better part of a century, with rotating tank

setups being used both for basic fluid dynamics and thermodynamics research, as well as

astrophysical and geophysical applications (Busse, 2006). Ingenious modifications of basic

convective setups like the Rayleigh-Bénard system (RBC) have been used to study real world

phenomena. However, comparatively little experimental work has focused on flows associ-

ated with large-scale convective organization, such as tropical cyclones (TCs), heat lows, or

mesoscale convective complexes, despite their significance in meteorology, oceanography, and

climate research. This work seeks to reduce that gap by studying convective organization

and large-scale vortex formation in a modified version of the Rayleigh-Bénard system subject

to rotation.

Tropical cyclones are an example of large-scale 1 cyclonic flows in the atmosphere that are

tightly associated with convective processes, but they are not the only one. For instance, heat

lows, also known as thermal lows, defined by the Glossary of the American Meteorological

Association as “[Areas] of low atmospheric pressure near the surface resulting from heating

of the lower troposphere and the subsequent lifting of isobaric surfaces and divergence of

air aloft”, are also characterized by large-scale, albeit weaker, cyclonic circulations near the

surface (American Meteorological Society, n.d.). Unlike TCs on Earth, heat lows are linked

mostly to dry convection, and are driven by horizontal gradients of diabatic heating such

as those resulting from land-sea contrasts (Rácz & Smith, 1999). However, similar to TCs,

they are warm-core structures (Spengler & Smith, 2008), and their circulations are also
1We use the term “large scale”, as in the fluid dynamics literature, to denote spatial scales substan-

tially larger than the typical width of convective thermals or plumes. This use differs from the custom in
meteorology, where it most often denotes scales of thousands of kilometers.
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powered by surface enthalpy fluxes (Johnson, 2003). As these properties suggest, heat lows

are similar in many respects to dry TCs found in numerical simulations (Cronin & Chavas,

2019; Mrowiec et al., 2011; Velez-Pardo & Cronin, 2023; Wang & Lin, 2020), except that

they are governed by horizontal heterogeneities in the thermal boundary conditions. Because

of the absence of irreversible phase changes, both heat lows and dry TCs are thus easier to

study in more typical setups of rotating Rayleigh-Bénard convection, compared to moist

TCs.

As of November of 2023, a search of the terms “rapidly rotating convection” (under

quotations) on Google Scholar returns 565 results, while “slowly rotating convection” gives

43. This simple heuristic alludes to the comparatively little attention that the slowly rotating

regimes of convection have received from the scientific community, despite their relevance for

many geophysical phenomena. This contrast is likely due in part to the higher non-linearity

of weakly rotating convection, compared to the rapidly rotating case, where the dominant

balance (geostrophy) is linear. In chapter 2, we primarily discussed previous studies based

on numerical simulations of turbulent, slowly rotating regimes in RRBC. This region of

parameter space has also been probed by experimental work (e.g., Brown & Ahlers, 2006;

Brown et al., 2005; Fernando et al., 1991; Hart et al., 2002; Kunnen et al., 2008; Weiss &

Ahlers, 2011; Zhong & Ahlers, 2010), with a substantial–though not absolute–preponderance

of domain aspect ratios close to 1, and symmetric thermal boundary conditions.

Overturning circulations larger than typical convective plume widths have been found in

multiple experimental studies of RBC for non-rotating (Krishnamurti & Howard, 1981) as

well as for rotating, turbulent regimes (Hart et al., 2002; Kunnen et al., 2008; Weiss & Ahlers,

2011) with constant-temperature boundary conditions. These are referred to as large-scale

circulations (LSC), or “mean wind”, in the literature. The LSC has been shown to precess

cyclonically for slow rotation rates (RoC ≳ 1) and anticyclonically for fast rotation rates

when the domain aspect ratio is wider than unity (Weiss & Ahlers, 2011). Doubts exist that

the domain-spanning circulations of non-rotating setups result from similar mechanisms as

the precessing wind in the rotating cases (Sreenivasan et al., 2002), although they are often

referred to by the same terminology. Despite being in the right parameter regime, it is

also not clear if these behaviors of the LSCs under rotation could be linked to atmospheric
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phenomena, given that the boundary conditions of the latter are not symmetric.

Experimental work by Bogatyrev, 1990; Bogatyrev et al., 2006 and Sukhanovskii et al.,

2016 has managed to generate large-scale cyclonic vortices in rotating convection using large

tank aspect ratios and slow rotation rates, where convection is forced by a circular bottom

heating plate that only spans part of the tank diameter. These results are intriguing, al-

though it remains unclear to what extent such structures are similar to tropical cyclones: the

imposed horizontal thermal gradient introduces an external length scale in the flow that has

no clear analogue in the case of tropical cyclone formation. However, as mentioned, horizon-

tal heterogeneities in the thermal boundary conditions are characteristic of atmospheric heat

lows, suggesting that the findings are still relevant to geophysical flows. We are not aware

of any work that has recreated experimentally the conditions under which tropical-cyclone-

like structures form from highly turbulent, rotating convection, in the absence of large-scale

horizontal thermal gradients.

This work uses rotating tank experiments of a modified RRBC setup to study the flows

observed for some of the basic parameter regimes and boundary conditions that favor large-

scale convective organization and cyclonic vortices. The findings of Velez-Pardo and Cronin,

2023, presented in the previous chapter, showed that persistent, large-scale vortices, some

of which share many of the characteristics of tropical cyclones, formed for suitable config-

urations of boundary conditions and rotation rates. This is a continuation of the effort to

study different conditions under which persistent cyclonic vortices that are larger than the

typical length scales of convective plumes form. In particular, we set out to characterize the

flow regimes observed for moderately rotating, turbulent convection of hot water with aspect

ratio R
H
ϵ(6.4, 10), (where R is the tank radius and H is the water depth), in a tank that is

cooling to the air above, and is bounded by insulating walls and a flat, insulating bottom.

The next sections describe the governing equations and the experimental setup and pro-

cedure, present the flow regimes found in the experiments, and discuss aspects of their spatial

scale, persistence in time, and flow structure, comparing them to results from the numerical

simulations of Velez-Pardo and Cronin, 2023. We conclude by outlining implications for

future work and the significance of the results.
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3.3 Methods

3.3.1 Experimental setup and procedure

The experiments were carried out in a tank placed over a turning table. The tank consists

of an aluminium water heater pan with a diameter of 50.8 cm (20 in) and a depth of 6.25 cm

(2.5 in). The inside is insulated with neoprene foam tape with a thickness of 0.95 cm (3/8

in), covered by an additional layer of polyethylene foam lined with aluminium foil, to act as

a barrier to radiation as well as thermal conduction. The outside is insulated with two layers

of the neoprene foam tape, and one layer of the polyethylene foam with aluminium foil. The

total effective diameter of the tank is thus of about 48.9 cm. To insulate the tank edge, and

to fill gaps of the inner insulation, we use a polyurethane-based insulating foam sealant. As

bottom insulation, one-inch thick polystyrene pads were used. During the experiments, we

wrapped a tall barrier of the polyethylene and aluminum foil foam around the tank, to serve

as a wind shield to mitigate the effects from potential drafts and eddies in the room, given

that the water is not in solid body rotation with the air above. A sketch and photos of the

setup are depicted in Figure 3.1.

For each experiment, near-boiling water was poured into the rotating tank, and an insu-

lating lid was placed on top. The water was spun up for at least 20 minutes, guaranteeing

solid body rotation at the beginning of the experiment. The lid was then removed, the tem-

perature probe was placed inside the water, and the side barrier was promptly placed around

the tank. Black plastic dots were added to the water at 7 rotational periods, to serve as

tracers of the flow at the surface. The water temperature was recorded by the probe, located

near the edge of the tank, every 2 or 3 minutes, depending on the speed of rotation. Videos

were recorded from the removal of the insulating lid until at least 10 rotational periods had

elapsed. A total of 36 valid experiments were run, with fluid depths values of 2.5, 3.5, or 4.5

cm, and rotational periods of 35, 70, 104, 125 or 153 seconds. See all data for experiments

in Table B.1 in the Appendix.

To guarantee that most of the heat is lost through the top of the setup, we can estimate

the losses by conduction through the sides and the bottom. From the thermal conductivity,
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Figure 3.1: Plan view (a) and side view (b) sketches of experimental setup, and photos
of setup without (c) and with wind barrier (d). Plastic tracers and insulating layers are
visible in the photos. Numbers in (b) correspond to: 0. Aluminium tank, 1. neoprene foam
tape, 2. polystyrene pad, 3. aluminium-foil-lined polyethylene foam, 4. polyurethane-based
insulating foam sealant, 5. same as 3., used as a wind barrier.
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k, and the thickness of the insulating layers, we first obtain the heat transfer coefficient

U for the sides: We use k = 0.03 W m−1 K−1 for the air-filled aluminum foil (taking the

conductivity of air at standard pressure and at 350 K as representative of the material)

(Incropera et al., 1996), k = 0.055 W m−1 K−1 for the neoprene foam (Moran et al., 2018),

and k = 0.04 W m−1 K−1 for polystyrene (Gnip et al., 2012). Using thicknesses δ = 1.5, 2.8

and 2.5 cm for each of the layers, respectively, we find Usides =
a

δ1
k1

+
δ2
k2

, where the sub-indices

1 and 2 represent the air-filled aluminum foil and the neoprene foam, and a is the ratio of

the lateral area to the area of the tank (close to 0.36, for a water depth of 4.5 cm). This

yields Usides ≈ 0.4 W m−2 K−1. Similarly, for the bottom we get Ubot ≈ 1.6 W m−2 K−1. As

will be shown later, the heat transfer coefficient of the whole setup, including the exchange

at the top, lies in the range between 30 and 100 W m−2 K−1, which indicates that the losses

through the sides and bottom are comparatively small, and most of the transfer occurs

through the exposed water surface, as intended.

To track the tracers to infer flow velocities, we used the software Pytrack, developed by

Tristan Abbott (Abbott, 2023), which finds the centroids of contiguous areas of black pixels

and follows them frame by frame. From the track data, we used bilinear interpolation to

obtain the eulerian flow field in the rotating reference frame. We averaged the flow field in

time with a 2-second moving mean to smooth out noise, and we used the result for our plots

and metrics.

3.3.2 Governing equations

Our system is well-described by the Navier-Stokes equations in Boussinesq form. As in the

previous chapter, we non-dimensionalize the equations using the fluid depth H, the rotation

rate Ω, and the convective velocity scale, W ∗ = (FBH)1/3, where FB is the buoyancy flux,

given by FB = gβQ
ρcp

, with cp the specific heat at constant pressure, Q the heat flux at the

upper boundary, and ρ the density of the fluid. These give the same flux-based scalings

presented in the previous chapter, namely: ∇ ∼ 1
H
, t ∼ H2/3

F
1/3
B

, p ∼ (FBH)2/3, T ∼ FB
2/3

gβH1/3 .

The cooling itself is incorporated through the boundary conditions, detailed in the next

subsection.
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The dimensionless equations become:

∂u⃗

∂t
+ u⃗ · ∇u⃗+ 1

Roc
ê3 × u⃗ = −∇p+ T ê3 +

(
Pr2

RaF

)1/3

∇2u⃗ (3.1)

∇ · u⃗ = 0 (3.2)

∂T

∂t
+ u⃗ · ∇T =

1

(RaFPr)1/3
∇2T, (3.3)

with RaF = QβgH4

cpρνκ2 = FBH4

νκ2 the flux Rayleigh number, which can be seen as the ratio of the

time scales of diffusive to convective thermal transport, and Pr = ν
κ

the Prandtl number, or

the ratio of the kinematic viscosity to the thermal diffusivity. The convective Rossby number,

Roc =
(
FB

H2

)1/3 · 1
2Ω

, represents the ratio of the timescales of rotation to convection. We set

out to explore the slowly rotating (RoC ≲ 1 and RoC ≳ 1), turbulent RaF > 108 regime,

similarly to the previous chapter. For temperatures between 50 and 90 Celsius, the Pr for

water varies between 3.5 and 2 (Lemmon, 2010), but we do not analyze its implications.

In our setup, there are radiative, sensible, and latent heat fluxes at the top. Establishing

a priori the value of the heat flux, Q, would thus require models for all three exchange

mechanisms. Models do exist for water cooling evaporatively to the air above under low-

wind conditions (e.g. Adams et al., 1990). However, as an alternative to this, we opt for

determining Q empirically from the measured temperature drop over time, as explained

below. Once we have estimates of the ranges of Q for water that cools from close to its

boiling temperature, we choose rotation rates that produce convective Rossby numbers in

the desired ranges. Although we do not fully control the parameters as we do in numerical

simulations, we can still sample broadly in the targeted regions of parameter space.

For each experiment, we approximate the heat flux as

Q ≈ −h∆T
∆t

cp(T )ρ(T ), (3.4)

where ∆T
∆t

is the temperature change per unit time, and cp(T ) and ρ(T ) are the specific

heat capacity and the density of water accounting for their temperature dependence. This

formulation assumes that the heat lost changes the water temperature uniformly across
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its depth. That is a simplification, and does not take into account small losses to the

surroundings, or equally small temperature gradients within the fluid. Furthermore, it also

assumes that the heat flux is constant over the time interval and across the fluid depth H.

Based on this, we can estimate the buoyancy flux FB as

FB(T ) =
gQβ(T )

ρ(T )cp(T )
. (3.5)

From these, the flux Rayleigh number RaF is

RaF =
FB(T )H

4

κ(T )2ν(T )
, (3.6)

where κ, ν are the thermal diffusivity and the kinematic viscosity of water. The dependence

on temperature is emphasized, as we retain it in our calculations. In turn, the convective

Rossby number Roc is calculated as

Roc =
(FB(T )H)(1/3)

fh
, (3.7)

where f = 2Ω is the Coriolis parameter, and the angular frequency is Ω = 2π/τRot, where

τRot is the period of rotation of the tank in seconds. We calculate these values based on data

for the thermophysical properties of water (Dinçer & Zamfirescu, 2016; Lemmon, 2010). The

ranges of variation are shown in Figure 3.2. Notably, ν decreases sharply with T while β

increases with T . This allows us to access considerably higher RaF at elevated temperatures,

not only because of increased heat flux, but also because of the favorable change in the

material properties of water.

3.4 Results

3.4.1 Flow regimes

We observe three general flow regimes in the range of parameter space covered (Figure

3.3): For experiments with RoC ≳ 1, persistent, large-scale cyclonic circulations form. In
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Figure 3.2: Thermophysical properties of liquid water for temperatures between 0 and 100
◦C at 1 bar. κ is the thermal diffusivity, β the thermal expansion coefficient, ν the kinematic
viscosity, cp the specific heat at constant pressure, and ρ is the density. Sources: Dinçer
and Zamfirescu, 2016 for β, Lemmon, 2010 for all others. Note the widely different relative
magnitudes of the changes of some of the variables with temperature.

most cases, they span a large fraction of the tank area and are significantly axisymmetric,

particularly for the highest convective Rossby numbers. A substantial fraction of the vortex

region in these experiments reaches flow speeds greater than the convective velocity scaleW ∗.

For cases with 0.7 ≲ RoC ≲ 1.0, the flows are generally cyclonic, although their structure is

more disorganized, and the flow speeds are weaker than for higher Rossby numbers. For the

lowest three convective Rossby number experiments (0.3 ≲ RoC ≲ 0.6), the flow fields are

dominated by large-scale anticyclonic features, although some regions with transient cyclonic

flow are still present. We argue later that these large-scale anticyclones are the result of the

specific experimental setup. We observe no consistent qualitative differences in the flow over

the two orders of magnitude of the flux Rayleigh number covered.

The parameters in Figure 3.3 represent the values averaged from 7 to 10 rotational

periods, for which the tracer tracking was implemented. However, because the water was

cooling freely to the air above, the heat flux was decreasing with time throughout each

experiment, resulting in a decrease of both RaF and RoC. Figure 3.4 shows the evolution

of the two parameters as the experiments progressed, with the start indicated by a brown

marker, and rotational period 5 by a yellow one. Because for experiments with slower rotation

rates more time had elapsed since the beginning, the drop in the convective Rossby and flux

Rayleigh numbers was highest. In some cases, RoC dropped by nearly 40 percent, and RaF

by nearly an order of magnitude. This change of the governing parameters implies that some
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Figure 3.3: Scatterplot of RoC vs. log(RaF) for the experiments, with values averaged
between 7 and 10 rotational periods. Insets show the flow field for select experiments at
t = 8 rotational periods, with color contours representing the magnitude of the horizontal
flow velocity, non-dimensionalized by the convective velocity scale, W ∗.
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Figure 3.4: Scatterplot of RoC vs. RaF as in Figure 3.3, with ’x’ markers indicating the
values at the beginning of each experiment (brown) and and at t = 5 rotational periods.

memory of previous states might be influencing the observed circulations.

The evolution of the heat flux at different temperatures provides a sense of the similarity

between the different experiments, regardless of their duration. If different rotation rates,

depths, or heights of the wind barrier, have a significant qualitative impact on the heat

exchange, this would result in differences in their evolution in Q vs. T space. However,

as Figure 3.5 shows, at 5, 7 and 10 rotational periods, all experiments seem to be follow-

ing largely the same trajectory. This indicates that the same thermodynamic mechanisms

dominate across experimental conditions. Assuming an air temperature of 20 ◦C, the heat

transfer coefficient U , estimated as U = Q/∆T , where ∆T is the difference between water

temperature and the air temperature, ranges roughly between 30 and 100 W m−2 K−1.

3.4.2 Persistence and size of flow features

To characterize the persistence in time of the features in the flow fields, we use the analogue

of the temporal autocorrelation used in the previous chapter, calculated based on the velocity
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Figure 3.5: Scatterplot of the heat flux Q vs. temperature T for experiments at 5, 7 and
10 rotational periods. Colors denote water depth, and marker sizes are scaled based on the
rotational period of the experiment (values of 35, 70, 104, 125 or 153 seconds).
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Figure 3.6: Time series of temporal autocorrelation of u⃗ at t0 = 10 rotational periods, for
experiments with RoC > 1.2 (left) and RoC < 0.8 (right). The series are smoothed with a
forward rolling mean with window size 0.1 for τ < −0.1, and a size of τ for τ ≥ −0.1.

vector, namely

αu⃗(τ |t0) =
∫ ∫

u⃗(t0) · u⃗(t0 + τ)dxdy(∫ ∫
u⃗(t0) · u⃗(t0)dxdy

)1/2 (∫ ∫
u⃗(t0 + τ) · u⃗(t0 + τ)dxdy

)1/2 , (3.8)

where τ is the temporal lag, and t0 represents the time of interest.

A substantial difference in the autocorrelation for experiments with RoC > 1.2 and

RoC < 0.8 is observed (Figure 3.6), with many of the former sustaining values of more than

0.5 for the span of three rotational periods, while none of the latter do. This means that the

autocorrelation metric is effectively capturing the time persistence of the large-scale cyclonic

vortices observed in the high-RoC experiments.

The contrast in the autocorrelation time series between RoC > 1.2 and RoC < 0.8 adds

to the evidence that important differences in the persistence of structures in the flow occur

across a RoC ≈ 1 threshold. This agrees with the findings from the previous chapter, where

a much faster drop in the autocorrelation was found as well, albeit for simulations with

an insulating top and a parameterized-flux boundary condition (Ins/PF). This is addressed

again in the discussion section.

The metric L used for the length scales in the numerical simulations is not adequate for

our non-periodic circular tank, so we define a metric Λ as the 1/e decay length scale of the
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two-point correlation Ru⃗ of the flow field given by

Ru⃗

(
r =

√
(∆x)2 + (∆y)2

)
=

⟨u(x, y)u(x+∆x, y +∆y) + v(x, y)v(x+∆x, y +∆y)⟩
⟨u(x, y)2 + v(x, y)2⟩

.

(3.9)

where angle brackets denote averaging over the area of overlap between the field and

its shifted counterpart. The two-point correlation length is thus the distance Λ such that

Ru⃗(r = Λ) = 1/e. This length scale is not a substitute for the radial extent of vortices, but

it offers a systematic way to measure the extent of features observed in the circulation for

the different experiments.

The two-point correlation length as well as the temporal autocorrelation averaged from

time periods 7 to 10 show a general increase with RoC (Figure 3.7). However, the three

experiments with 0.3 ≲ RoC ≲ 0.6 exhibit a larger Λ than many of their higher-RoC coun-

terparts, which indicates that the metric captures the presence of the large-scale anticyclones

observed in the flow fields. The increase in the autocorrelation with RoC is yet clearer, with

values of up to 0.7 for the highest convective Rossby numbers. The large anticyclonic features

of the low-RoC experiments are less persistent in time, with αu⃗ ≈ 0.4 for them.

Experiments with the lowest RaF exhibit some of the highest values of Λ, but this is an

artifact of the experimental setup and the criteria used for averaging: the reported autocorre-

lation and length correspond to the mean values between 7 and 10 rotational periods, which

means that for experiments with shallower depths and slower rotation rates, the water in the

tank had been cooling and convecting for longer than for experiments with a deeper water

layer and faster rotation rates, giving the vortices more time to grow. Across experiments

with the same depth and rotational period, no clear trend was observed between RaF and

either Λ or α, although the ranges sampled under those conditions were limited.

Figure 3.7 also suggests that the largest length scales are associated with higher autocor-

relation values, indicating that large-scale structures are also longer-lived. In general, the

largest values of both occur for the shallowest layers and the slowest-rotating experiments,

because the convective Rossby number varies directly with the period and inversely with the

fluid depth.
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Figure 3.7: Scatterplots comparing the convective Rossby number RoC, Flux Rayleigh num-
ber RaF, two-point correlation length Λ, and temporal autocorrelation α for the experiments.
The lengths and autocorrelations correspond to the mean value between 7 and 10 rotational
time periods. Each marker size is scaled by the rotational period of the experiment (values
of 35, 70, 104, 125 or 153 seconds).
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3.4.3 Vortex flow profiles

We use the flow fields calculated from the tracer tracking to determine the radial profile

of azimuthally averaged flows of three of the large-scale cyclonic vortices that form in ex-

periments with the higher RoC (Figure 3.8). The difficulty in controlling the distribution

of tracers means that some radii are undersampled. Despite this, the radial profiles offer a

general sense of the structure of the vortices. The inferred maximum azimuthal flow speeds,

non-dimensionalized by W ∗, are close to 1, similar to the vortices in the Ins/CF simulations

in the previous chapter. This suggests little to no intensification beyond the convective ve-

locity scales. The cyclonic flows extend outwards to at least 8 dimensionless length units,

spanning most of the tank area. The azimuthally-averaged radial flow (ur) profile shows

the convergence associated with experiments 31 (top) and 27 (bottom), but less clearly for

experiment 32 (middle), likely due to the sparsity in the tracer distribution.

We compare the radial profile of azimuthal flow with the analytic form of the theoretical

model of Emanuel and Rotunno, 2011 (ER11) as in the previous chapter. Calculating the

dimensionless azimuthal flow speed as

uaz(r) =

(
2
vm
r∗

+
1

RoC

rm
r∗

)(
(r∗)2

1 + (r∗)2

)
− r

2Roc
, (3.10)

where r∗ ≡ r/rm, we obtain the ER11 azimuthal profiles shown in red in Figure 3.8. The

agreement between the observed azimuthal flow speeds and the values from the physical

model is poor, particularly for experiments 32 and 27. The azimuthal flow speeds outside of

the radius of maximum flow decay more slowly with radius than ER11 predicts, similar to the

case of the Ins/CF simulation. The outer radius ro, calculated as ro = rm
√

4RoC(vm/rm) + 1

as before, gives values of ro,31 = 5.3, ro,32 = 8.4, and ro,27 = 6.7, where the subscripts

indicate the experiment number. In dimensional units, these correspond to ro,31 = 18.6 cm,

ro,32 = 21.0 cm, and ro,27 = 16.8 cm, all smaller than, but not too different from, the tank

radius (24.5 cm). However, this partial agreement is not confirmation that the vortices are

like those described by the model.

The analytic form of ER11 on equation 3.10 does not appear to characterize the vortices
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Figure 3.8: Flow field (left) and azimuthally-averaged flow profile at vortex center for select
experiments with persistent, large-scale cyclones (right). The azimuthal flow speeds are in
orange, the radial flow speeds are in green, and the azimuthal flow based on the model by
Emanuel and Rotunno, 2011 with CE/CD = 1 is denoted in red. The maximum azimuthal
flow speed vm and the radius of maximum flow speed rm and indicated in the title, and the
latter is marked with black dashed lines.
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found in our experimental setup. This is not unexpected, as there is likely no significant con-

tribution from a WISHE-like mechanism enhancing the heat fluxes in our experiments, unlike

Ins/PF but similar to the Ins/CF simulation setup in the previous chapter. Additionally,

the analytic form of ER11 is obtained on the basis of the condition V ≫ fr, which further

explains its greater success for Ins/PF than for Ins/CF or the vortices in the tank experi-

ments. However, the experiments also differ from Ins/CF in two important ways: first, the

top (or non-insulating) boundary is free-slip, so friction does not affect the angular momen-

tum of convergence induced by convective plumes. Second, the fluxes at the top boundary in

the experiments are not guaranteed to be constant in time or spatially homogeneous. This

implies the possibility that convection is heterogeneously forced, marking a difference in the

mechanism driving convective organization between the simulations of the previous chapter

and the tank experiment results.

3.5 Discussion

The formation of large-scale cyclonic vortices for RoC ≳ 1 agrees with the findings from

numerical simulations with parameterized heat fluxes (Chapter 2 and Velez-Pardo and

Cronin, 2023). However, we note that the heat transport of the experimental setup is

governed by the sensible and latent heat fluxes at the water-air interface, which is not

the same as the simple flow-dependent heat flux parameterization (PF) or the constant-flux

condition (CF) of chapter 2. For instance, the air above the tank is not in solid body rotation

with the water, implying a radially dependent forcing on the flow that modulates the heat

fluxes, and constitutes an angular momentum sink. Additionally, the spatial distribution

of air temperature and relative humidity above the tank are likely not uniform over the

water surface, although they are not monitored in our experimental setup. In the range

0.7 ≲ RoC ≲ 1, some preference for cyclonic flow is observed at the large scale for most

experiments. However, the circulations do not organize into coherent, persistent vortices.

This is also in line with findings for PF from the previous chapter, providing more evidence

of a threshold for large-scale cyclone formation at RoC ≈ 1.

For convective Rossby numbers below 1, numerical simulations showed a decrease in the
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size of the cyclonic features with RoC, substantially less axisymmetry, as well as a significant

drop in the autocorrelation. Our results confirm this trend, except for the experiments with

the lowest convective Rossby numbers, namely 0.3 ≲ RoC ≲ 0.6, which are dominated by

anticyclonic flow that spans most of the tank. These likely arise due to the differential

wind stress with radius, and are thus a specific feature of the experimental setup: the radial

gradient of azimuthal wind stress increases with an increase in the rotation rate. This leads

to two effects: on the one hand, it produces a stronger enhancement of heat fluxes and

convection at large radii, which, combined with the effects of friction on the bottom outflow,

acts as a source of negative (anticyclonic) vorticity in the center of the tank. On the other,

the simple mechanical effect of stronger wind shear towards the edges acts as a sink of angular

momentum, which can also contribute to anticyclonic flow. More data about the thermal

structure of the fluid would help to establish if either (or both) of these effects are causing

the observed anticyclones.

The aspect ratios probed in our experiments range from Γ = R/H = 6.4 to 9.8. While

more than one vortex can be seen close to the beginning of some of the higher RoC ex-

periments, they eventually merge into one domain-spanning vortex. This suggests that the

domain aspect ratios used are not enough for the cyclones to attain their natural scale. In the

previous chapter, an aspect ratio of Γ = 16 was enough to produce two vortices per domain

in the Ins/CF setup. If there is similarity between the two types of vortices, a slightly wider

tank could be enough to allow more than one large-scale vortex to form.

As mentioned, the two governing parameters explored, RoC and RaF, are not steady in

time, due to the slow adjustment of the water temperatures to the environment values. This

means that some memory of previous states might influence the properties of flow regimes

observed at a given time, which poses a challenge in the interpretation of our experiments.

However, the metrics used provide unambiguous evidence that persistent structures that

are larger than the fluid depth form for convective Rossby numbers above a certain value

that is close to 1, similarly to the results from numerical simulations with either constant or

flow-dependent heat flux on one boundary, and an insulating condition on the other.

Unlike the setups in the previous chapter, the upper boundary in our experiments of

low convective Rossby numbers is exposed to potentially important effects of shear and
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horizontal gradients in diabatic forcing, due to the water moving at different speeds with

respect to the air at different radii. This could explain why for the three lowest RoC ,

large-scale anticyclones are observed, whereas none formed in numerical simulations. If such

gradients are indeed an important control on the flow at high rotation rates, the observed

vortices would be dynamically similar to thermal highs—analogues to heat lows, but with

an anticyclonic circulation.

It is unclear if the precessing large-scale overturning circulations of previous studies have

anything to do with the circulations in our experiments. Nonetheless, experiments by Weiss

and Ahlers, 2011 for Γ = 1 (which is larger than other experiments focusing on the LSC)

yield a cyclonic precession of the large-scale flow at RoC ≳ 1, while an anticyclonic preces-

sion develops for RoC ≲ 1. Even if these are unrelated to our findings, at the very least

they constitute evidence of an important change in dynamical regimes of large-scale flows

happening in RRBC at RoC ≈ 1.

We have shown that the physically-based model of Emanuel and Rotunno, 2011 for the

wind structure in the convective region of tropical cyclones on Earth does not describe the

flow structure of our large-scale vortices very well. This is not too surprising, given that

the conditions present important differences from those for which the model was formulated.

First, the thermal boundary conditions differ, because there is likely no significant flow-

induced heat flux enhancement (or WISHE) in our experiments. Secondly, and perhaps

more importantly, the momentum boundary conditions also differ: the upper boundary in

the experimental setup, which is in contact with the air, does not experience nearly the same

amount of drag as the bottom boundary on Earth, where there is a solid surface. A more

thorough comparison would require re-formulating the physically-based model to take these

differences into account.

3.6 Concluding Remarks

To our knowledge, this is the first time that large-scale cyclonic circulations are found in

fluid experiments of relatively slowly rotating, turbulent thermal convection without im-

posed large-scale thermal gradients—the basic conditions that characterize tropical cyclone
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formation on Earth, barring the inclusion of moisture and its phase changes. Using domain

aspect ratios greater than unity, and top-bottom asymmetric boundary conditions, we find

different flow regimes for different convective Rossby numbers, where cases with RoC ≳ 1

yield domain-spanning, persistent cyclonic vortices, as evidenced by metrics of their size and

temporal autocorrelation, those with RoC < 0.6 give rise to large-scale anticyclones, and val-

ues in between those produce disorganized although generally cyclonic circulations. Previous

experiments with aspect ratios close to 1 and symmetric boundary conditions report dras-

tic shifts in the dynamics of the large-scale overturning circulations occurring at RoC ≈ 1,

although it is unclear if this transition is related to the particular phenomena found in our

experiments.

Future work characterizing the enthalpy fluxes at the top, the thermal structure of the

fluid, and potentially some information about the vertical structure of the flow would help

determine to what extent these cyclonic vortices are related to tropical cyclones, heat flows,

or other geophysical flows.
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Chapter 4

The Response of Tropical Rainfall to

Idealized Small-Scale Thermal and

Mechanical Forcing

This chapter was submitted to Geophysical Research Letters as Velez-Pardo & Cronin, “The

Response of Tropical Rainfall to Idealized Small-Scale Thermal and Mechanical Forcing”. A

pre-print is available online on the ESS Open Archive. DOI: 10.22541/essoar.170000346.62539799/v1.

4.1 Abstract

Predicting the spatiotemporal distribution of rainfall remains a key challenge in Tropical Me-
teorology, partly due to an incomplete understanding of the effects of different environmental
factors on atmospheric convection. In this work, we use numerical simulations of tropical
ocean domains to study how rainfall responds to imposed localized thermal and mechanical
forcings to the atmosphere. We use the Normalized Gross Moist Stability—NGMS—to quan-
tify the net precipitation response associated with a given net atmospheric heating. We find
that NGMS values differ considerably for different forcings, but show that the relationship
between precipitation and column relative humidity collapses along a universal curve across
all of them. We also show that the contributions from mean vertical advection of moist and
dry static energy only approximate the NGMS well at scales larger than a couple hundred
kilometers, indicating that general horizontal mixing processes are not negligible at smaller
scales.
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4.2 Plain Language Summary

Predicting where rain tends to occur in tropical areas is challenging. In this work, we simulate
a small area of atmosphere over a tropical ocean to study how rainfall changes when we alter
the surface temperature, the atmospheric heating rate at different heights, and the pressure
gradients that drive the winds near the surface. We find that such alterations lead to self-
consistent but different relationships between the amount of rainfall produced and the net
heating of the atmosphere. We show that the spatial extent of the alteration affects how
well this relationship can be inferred from horizontally-averaged atmospheric properties. In
contrast, we find that the relationship between rainfall and the average relative humidity in
the atmosphere remains the same across all types of environmental alterations.

4.3 Introduction

What makes it rain where it does in the tropics? Two distinct, influential paradigms often in-

voked to answer this question are those proposed by Lindzen and Nigam, 1987, and by Neelin

and Held, 1987. Lindzen and Nigam argued that maxima in precipitation are controlled by

low-level wind convergence that is mechanically forced by boundary-layer pressure gradients

associated with sea-surface temperature—SST—patterns. On the other hand, Neelin and

Held posited that maxima of deep convection and rainfall are regulated by a combination

of the net column energy input, and the “Gross Moist Stability" (GMS) – a metric of how

efficiently ascending circulations export this energy surplus. These are representative of

what we refer to subsequently as "mechanical" and "column-energetic" schools of thought.

These schools are united in the importance they assign to determining patterns of vertical

motion, which regulate atmospheric moisture import and thus the amount by which local

precipitation exceeds local evaporation. In this work, we use idealized simulations to ex-

amine the impacts of both mechanical and column-energetic (or thermodynamic) forcings

on precipitation. We focus on scales ranging from tens to a few hundred kilometers, given

their significant relevance for human communities and ecosystems, and the size constraints

of simulations at cloud- and cloud-system-resolving scales.

The success of column-energetic arguments in accounting for large-scale precipitation

patterns and zonal-mean shifts is well-documented (Bischoff & Schneider, 2014; Boos &
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Korty, 2016; Donohoe et al., 2013; Marshall et al., 2014; Schneider et al., 2014). However,

establishing the value of the GMS in advance poses a singular challenge for predictive uses of

the column-energetic approach. Additionally, its explanatory power fails for phenomena at

finer scales, for instance the behavior of the narrow East-Pacific Intertropical Convergence

Zone (ITCZ) (Back & Bretherton, 2006; Sobel & Neelin, 2006), or precipitation over small

islands in idealized models (Cronin et al., 2015). Furthermore, the column-energetic view

does little to explain rainfall maxima over orography, which provide critical water supplies for

billions of people. In these contexts, the contribution of mechanically induced convergence,

ignored by column energetics, seems to play a pivotal role.

Several modeling studies have explored the sensitivity of deep convection and rainfall

to forcings of different kinds. Derbyshire et al., 2004 used a CRM with adjusted drying at

different heights, allowing the model to relax to a prescribed profile of relative humidity, and

found that a strong drying in the mid-troposphere suppressed deep convection and led to

shallow convection. Using a CRM under the Weak Temperature Gradient approximation

(WTG), Wang and Sobel, 2012 found that mid- and lower-tropospheric drying led to lower

precipitation than upper-tropospheric drying. In turn, Anber et al., 2015 separately pre-

scribed heating throughout the depth of the atmospheric column, and surface enthalpy flux

anomalies, and showed that, while the former led to more precipitation for forcings close

to the RCE reference, total precipitation responded more sensitively to changes in surface

enthalpy fluxes than to atmospheric heating, per change in W/m2 of forcing.

In this chapter, we study how different thermodynamic and mechanical mechanisms af-

fect time-mean rainfall at scales of tens to a few hundred kilometers. We run numerical

simulations of convection over idealized ocean domains in a CRM, where we introduce three

types of forcings, illustrated in Figure 4.1:

• Localized SST anomalies,

• vertically and horizontally localized heating at different heights,

• mechanical forcing of the horizontal winds consistent with localized convergence.

We use these forcings as an idealized way of separately probing how phenomena such as

aerosol-induced warming at different levels, narrow regions of high SST, or wind conver-
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gence induced by orography or large-scale circulations, affect tropical rainfall patterns. We

characterize the effects of the forcings, and discuss the implications of analyzing their be-

havior in terms of two metrics of the Gross Moist Stability, and the relationship between

precipitation and column moisture. We also assess how the spatial scale of the forcings

affects both rainfall and the properties of the ascending circulations over the forced patch.

4.4 Methods

We perform numerical simulations in radiative-convective equilibrium using the System for

Atmospheric Modeling, SAM (Khairoutdinov & Randall, 2003), version 6.10.6. The basic

setup consists of a domain over an ocean surface that is doubly-periodic in the horizontal,

with 1024 by 32 grids in the horizontal at 3 km spacing, and a stretched grid with 64 vertical

levels. We use the same parameterization schemes as Cronin et al., 2015, and initialize our

runs from profiles of temperature and humidity in radiative-convective equilibrium (RCE)

with an all-ocean surface.

For all simulations performed, perturbations are prescribed over or along the edges of a

reference patch region that spans the whole short dimension of the channel, and has half-

width of 24 km in the long dimension (unless indicated otherwise). The surface is allowed

to evaporate freely, and its temperature is fixed at 300.2 K, except for the SSTA simulations

described below. We follow Cronin, 2014 in prescribing a solar latitude of 45◦ and a solar

constant of 560 Wm−2 and a zenith angle of 56.26◦, which yield an insolation of 311 Wm−2.

To prevent convective aggregation, all of our runs homogenize radiation across the domain.

We perform three main groups of forced simulations (Figure 4.1). All of our simulations are

run for 75 days, with the last 50 days used for the analysis.

4.4.1 Numerical Experiment 1: SST anomalies

For the first set of simulations, denoted by SSTA, we prescribe a constant surface temperature

anomaly for the area of the patch given by SST (x, y) = T0+∆T if (x, y) are contained within

the patch, and T0 otherwise, where T0 = 300.2 K is the reference surface temperature. We

run simulations with ∆T taking values of −0.4,−0.1, 0.1, 0.4, 0.7, 1.0, 1.5 and 2.0 K. We
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Figure 4.1: Sketches of the setups representing the three different forcings: a. Sea-surface
temperature anomaly, b. Atmospheric heating between levels pb and pt , c. Low-level
momentum forcing. The reference patch for which averages are calculated is indicated in
red; geometry is not to scale.

note that the temperature anomaly as prescribed here is discontinuous at the edge of the

reference patch—as is the heating forcing discussed in the next section. However, tests run

with other profiles did not produce dramatically different results. No pathological behavior

was observed from the sharp discontinuities.

4.4.2 Numerical Experiment 2: Localized atmospheric heating at

different levels

To assess the convective response to heating at different levels, we add a forcing term Q to

the equation for the liquid water/ice static energy hli:

dhli
dt

(p, t) = (...) +Q (4.1)
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For the forcing, we choose a half-sinusoidal shape in the vertical, constrained between two

pressure levels, uniform values in the horizontal within the patch region, and zero outside.

Q =M sin

(
π
p− pt
pb − pt

)
(4.2)

where M is the maximum amplitude of the forcing, p is the pressure, and pt and pb are the

pressure levels at the top and at the bottom of the heated layer, respectively. This yields an

expression for M in terms of the integrated column forcing, Qf , namely

M =
gπQf

2cp(pb − pt)
, (4.3)

obtained from the mass-weighted integral of cpQ in the vertical. For instance, Qf =

1 W/m2 corresponds to M = 2.05 · 10−7K/s. We perform simulations with values of Qf

of −10,−5, 5, 10, 20, 40 and 50 W/m2, and apply the thermal forcings at four different levels:

• Qlb: pb = 1000 hPa, pt = 900 hPa,

• Qlt: pb = 900 hPa, pt = 800 hPa,

• Qm: pb = 700 hPa, pt = 400 hPa,

• Qu: pb = 500 hPa, pt = 200 hPa,

which represent the boundary layer, the lower free troposphere, and mid- and upper-tropospheric

layers, respectively.

4.4.3 Numerical Experiment 3: Low-level wind forcing

The last set of numerical simulations examines the effects of purely mechanical low-level

convergence on rainfall over the patch region without forced thermal gradients in the bound-

ary layer. To do this, we introduce a forcing Fm in the along-channel component (x) of the

momentum equation, namely
du

dt
= (...) + Fm (4.4)
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For simplicity, we assume a Gaussian-shaped distribution for the forcing, centered at each

border of the strip (x0), with standard deviation σm of 12 km, and a vertical decay scale hl

of 500 m. That is,

Fm(x, z) = β exp

(
−(x− x0)

2

2σ2
m

)
exp

(
−z
hl

)
(4.5)

Where β is the maximum imposed acceleration. Fm can be interpreted as an additional

pressure gradient force, and its integral, through Bernoulli’s principle, can be interpreted as

a maximum consequent inflow speed in the absence of friction.

∫ ∞

−∞
Fmdx = −∆P

ρ
=
u2max

2
(4.6)

Here, ∆P represents the equivalent pressure drop that the forcing would produce. ρ is the air

density. This relationship allows us to relate the forcing strength β to a maximal convergent

wind speed umax:

β =
u2max

2σm
√
2π

(4.7)

We perform momentum forcing simulations, denoted by MF, using values of umax set at

−2,−1, 1, 2, 3, 5, 7 and 10 m/s, where the negative values signify an imposed tendency for

winds to blow out of the patch. We note that, while β and umax do not depend on hl, hl is

expected to affect the strength of rainfall by modulating the depth of the convergent flow.

Our approach in the MF simulations provides a convenient way to induce convergence me-

chanically without prescribing a mean background wind or fixing the low-level convergence.

The simple geometry of our simulations does not intend to capture the full complexity of

particular scenarios of mechanically driven convergence, such as those of flow over orography.

However, previous work on simulations of idealized tropical islands with simple orography

and a mean background wind has shown substantial precipitation enhancement for a wide

range of imposed background wind speeds (Wang & Sobel, 2017).
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Figure 4.2: (a) P −E vs. Q̇atm over reference patch for simulations forced with atmospheric
heating (triangles), SST anomaly (purple exes), low-level momentum (black circles), and
low-level momentum with homogenized surface fluxes (gray squares; MF(HS)). For Qlb,
Qlt, SSTA and MF, a linear fit is shown whose slope corresponds to the NGMS. Error
bars indicate ±2 standard errors of the mean of daily values. (b) Precipitation vs. mean
atmospheric column relative humidity—CRH–over reference patch.

4.5 Results

4.5.1 Different convective responses to different forcings

All surface and low-level forcings, namely SSTA, Qlb, Qlt and MF, result in a significant

response in P − E, the precipitation minus evaporation or “net precipitation”, over the

reference patch, as shown in Figure 4.5.1. In contrast, imposed mid- and upper-level heating

produces negligible changes in P − E. This finding agrees with Wang and Sobel, 2012,

who showed a weaker sensitivity of precipitation responses to drying anomalies in the upper

troposphere in WTG simulations over oceans.

Our simulations also show that low-level forcings produce different responses in P − E
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over the patch, as indicated by the slopes of the lines in figure 4.5.1a. Following Raymond

et al., 2009, we define the Normalized Gross Moist Stability—NGMS henceforth—as the

quantity mediating the relationship between the column-integrated atmospheric heating rate

or entropy forcing, Q̇atm, and net precipitation P − E. The entropy forcing is calculated as

Q̇atm = LHF + SHF + Q̇rad +Qf , where LHF and SHF are the surface latent and sensible

heat fluxes, respectively, Q̇rad is the radiative heating rate, and Qf is the imposed heating.

Denoting the NGMS by ΓR, we write

P − E =
1

ΓR

Q̇atm. (4.8)

A higher value of NGMS indicates thus a less efficient conversion of the net column-integrated

heating into net precipitation.

A central result of this work is that the net precipitation response to distinct types of low-

level forcing results in distinct values of NGMS. A forcing-dependent NGMS is reasonably

well-defined for each type of low-level forcing because P −E varies linearly with Q̇atm. The

linearity of convective responses to transient as well as steady perturbations to the SST

and the atmospheric water vapor has been shown in previous simulation based on the Weak

Temperature Gradient approximation (Anber et al., 2015; Beucler et al., 2018; Kuang, 2012,

2018; Wang & Sobel, 2012), but, to the best of our knowledge, not for RCE with localized

forcings.

For simulations with added column heating, the prescribed forcing, Qf , must be distin-

guished from the total entropy forcing or atmospheric heating rate Q̇atm, which includes the

atmospheric feedback on the imposed heating. This feedback is composed of changes in the

latent, sensible and radiative heat fluxes from the RCE state. Although Qf represents the

main contribution to Q̇atm for simulations with atmospheric heating, surface flux feedbacks

contribute up to 40 percent of the entropy forcing in the simulations with heating at the

lowest levels (Qlb). For both SSTA and MF, Q̇atm is dominated by changes in the latent

heat flux, with sensible heat fluxes accounting for 20 to 30 percent of the total.

The change in precipitation induced by low-level forcings is strongly associated with

changes in the column relative humidity (CRH), as indicated in Figure 4.5.1b. Previous
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observational studies of tropical rainfall have documented an approximately exponential

relation between precipitation and CRH (Bretherton et al., 2004; Martinez-Villalobos &

Neelin, 2019; Peters & Neelin, 2006; Rushley et al., 2018), namely P = P0exp(A · CRH),

where A corresponds to the e-folding growth rate, and P0 is a constant. We note that an

exponential fit to our simulations (not shown) yields an e-folding growth rate of ∼ 21, higher

than the value of ∼ 15 documented by observational studies (Bretherton et al., 2004; Rushley

et al., 2018). A mechanistic explanation of this well-documented relationship between P and

CRH is currently lacking, although our findings suggest that it holds for mechanical as well

as thermodynamic forcings.

4.5.2 Vertical profiles and Gross Moist Stability

The magnitude and structure of the mean vertical velocity profile over the patch, w, is key to

understanding the contrast in precipitation response across different simulations. Low-level

forcings, namely SSTA, MF, Qlb and Qlt, show w profiles with two peaks: one at lower

levels, localized at or close to the location of the forcing, and one in the free troposphere

indicating a deep convective response (Figure 4.3, a. through c.). In contrast, forcings in

the mid- and upper troposphere, Qm and Qu, only produce local responses in w.

The interaction between the profiles of w and moist static energy (MSE) offers a key

to understand the precipitation responses in our simulations. The MSE is given by h =

cpT + gz + Lvq, where cp is the specific heat capacity of air at constant pressure, T is the

temperature, g is the gravitational acceleration, z is the height, Lv is the latent heat of

vaporization of water, and q is the specific humidity. In particular, the vertical gradient

of MSE over the domain, ∂h/∂z, indicates the locations where energy is imported into or

exported out of the atmospheric column. For all low-level forcings, the low-level circulations

include ascent at heights where ∂h
∂z
< 0, which implies a net low-level MSE import and its

associated instability. This net import requires in turn an energy export mechanism: this

occurs both through the development of the deep circulation, which has a positive GMS

and thus helps export energy to the rest of the domain, and through lateral mixing (not

quantified).

Are the vertical velocity profiles consistent with our expectations based on required ther-
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Figure 4.3: (a-c) Profiles of mean vertical velocity over the reference patch for sea-surface
temperature, atmospheric heating, and momentum forcings with the highest magnitudes
simulated. Dashed lines represent hypothesized profiles of w based on Bernoulli’s principle
and mass continuity (for SSTA and MF), and on WTG for atmospheric heating simulations
(see text). Dashed-dotted line for MF shows the estimate based on the vertical profile of
the forcing and the actual velocity at the patch border. (d) Vertical profile of vertical MSE
gradient for the control simulation in RCE. Legend indicates the approximate NGMS, ΓW ,
and the full NGMS, ΓR (see text).
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modynamic and momentum balances for each forcing? For simulations with localized at-

mospheric column heating, if the convective heating were unchanged by the addition of the

forcing, then the WTG vertical velocity:

wWTG =
Q̇f

ds/dz
, (4.9)

would be a good model for how w responds to forcing. In the equation, Q̇f is the forcing

between the pressure levels specified for each simulation, and ds/dz is the vertical gradient

of dry static energy—given by s = cpT +gz—averaged over the depth between such pressure

levels, and over the extent of the patch. Figure 4.3b offers a contrast between the mean ver-

tical velocity profile over the patch, and the equivalent wWTG velocities calculated according

to equation 4.9, for simulations with atmospheric column heating at different levels with

magnitude of 50 Wm−2. The WTG-inferred vertical velocities capture well the local vertical

velocities at the levels where the forcings are prescribed. It is surprising that wWTG works

so well in cases that couple strongly to deep convection, like Qlb and Qlt, because there the

total convective heating is clearly altered, yet the local (in height) convective heating is not

greatly modified. The deep convective responses to the low-level forcings are not captured

by wWTG, as expected.

Previous work has found that forcings with steady temperature tendencies (Kuang, 2010)

as well as with transient temperature anomalies (Tian & Kuang, 2019; Tulich & Mapes, 2010)

produce locally confined responses when applied to the upper troposphere, and deep convec-

tive responses when applied to the lower troposphere. Using a linear response framework and

Lagrangian tracking, Tian and Kuang, 2019 linked these differing responses primarily to the

effects of the anomalies on the vertical velocity of updrafts and on their buoyancy, with only

a secondary contribution from the changes in liquid water content of the air parcels. Despite

some qualitative similarity, we note that our simulations prescribe heating tendencies, and

not transient temperature anomalies, and that they are constrained horizontally as well as

vertically. Further study is thus needed to assess if the mechanisms are similar.

For the momentum forcing simulation with umax = 10m/s, we obtain a physically-based

null model of the w profile for the lowermost 100 hPa by equating the pressure gradient
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forcing to an equivalent wind convergence through Bernoulli’s principle, and integrating the

mass continuity equation (see derivation in Appendix C). The null model is at best an upper

bound to the horizontal winds, as it neglects friction, as well as feedbacks from cold pools

over the reference patch, resulting in a large overestimation of the time-mean ascent through

the depth of the mixed layer (Figure 4.3c). We note that there is high temporal variability

in the ascent over the patch, and the null model does provide a good upper bound for the

strongest circulations at low levels (not shown).

To obtain an analogous null-model for vertical velocity at low levels for SSTA with

∆T = 2K, we proceed similarly to MF, with the added assumption that the air temperature

difference between the patch and the surroundings is constant and equal to ∆T through

the depth of the mixed layer (see Appendix C). This gives a corresponding pressure differ-

ence profile, which, similarly as for MF, yields an expected w of approximately 11 cm s−1

at 950 hPa, much higher than the simulated mean. This discrepancy is largely due to the

boundary-layer temperature anomalies varying between −0.1K and 0.15K in the lowest kilo-

meter of the atmosphere, a much smaller contrast than the imposed SST anomaly. This

is crucial, as gradients in boundary layer temperatures, and particularly their Laplacian,

have been shown to play a central role in the patterns of surface convergence in the tropics

(Duffy et al., 2020). For both SSTA and MF simulations, our results indicate that sta-

bilizing feedbacks on the near-surface pressure gradients tend to weaken the ascent profile

considerably.

From the budgets of moist static energy and latent energy, it can be shown that ΓR =

∇·⟨v⃗h⟩
∇·⟨v⃗(s−h)⟩ (see the Supplement for a derivation). However, it is common—and often convenient—

to approximate ΓR by the contribution from the vertical transport of MSE and dry static

energy by the mean vertical circulations only (Anber et al., 2015; Sobel, 2007; Wang & So-

bel, 2012). This approximate NGMS, denoted here by ΓW and given by ΓW = ⟨w∂h/∂z⟩
⟨w∂(s−h)/∂z⟩

,

neglects the contributions from both vertical transients and horizontal transport terms. Hor-

izontal transport could be neglected on the grounds that horizontal gradients in both h and

s are normally weak, but this need not always be the case. In fact, this is likely not justified

for our patches of 24 km half-widths: as indicated in the legend to Figure 4.3, ΓW shows

poor correspondence with the values of ΓR. The strength and structure of low-level ascent
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relative to upper-tropospheric ascent modulates ΓW , but ΓW does not correlate strongly with

ΓR for these patch sizes (Figure 4.3), indicating that the effects of transients or horizontal

transport—or both—are key in determining the exact value of ΓR for each forcing.

4.5.3 Patch size effects

We also test the effects of varying the spatial scales on net precipitation by running additional

simulations with patches of half-widths 48, 96 and 192 km, for the SSTA and MF forcings,

shown in Figure 4.4. We note that atmospheric heating simulations tended to aggregate

convection for larger patch sizes and strong forcings, and were thus not included.

The behavior of P − E with SST anomaly does not change substantially for different

sizes for the range of anomalies considered, although the spread reaches up to 70 Wm−2

for the strongest forcing. For the momentum forcing it does exhibit wider spread, since the

forcing is applied over the same area while the patch is made larger, leading to a decrease in

low-level convergence. The patch size increases cause the theoretical low-level convergence

to scale by a factor of 1/L, with L denoting the half-width. However, the curves do not

collapse when P − E is plotted against umax/L, indicating other effects are at play.

We have established that ΓW is not a good approximation to the NGMS for a scale of

24 km. However, as the patch is made wider, this discrepancy decreases: for SSTA, the

relative error between them drops from close to 100 percent at 24 km, to under 5 percent at

192 km. For MF, it drops from 200 percent at 24 km, to about 6 percent at 192 km. This

indicates that the net contribution from transients and horizontal transport of moist and

dry static energy becomes negligible at a few hundred kilometers, but plays a major role at

small scales.

The values of the NGMS for SSTA do not show a clear trend as the patch is made

wider, suggesting that net precipitation does not depend monotonically on the size of the

region with anomalous SST. In contrast, a slight but monotonic increase is observed for MF

simulations, with the lowest NGMS at the smallest scales. This is consistent with low-level

wind convergence driving enhanced rainfall and weakening with increased patch area for

fixed umax.
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Figure 4.4: (Top row) Scatter plots of P −E vs. sea-surface temperature anomaly (a.) and
the square of the momentum forcing parameter umax divided by patch half-width (b.) for
patches of half-widths 24, 48, 96 and 192 km. (Bottom row) Vertical profiles of normalized
mean vertical velocities for patches of half-widths of 24, 48, 96 and 192 km for SST anomaly
of 2K (c.) and momentum forcing with umax = 10m/s (d.). The legend indicates the
maximum value of vertical velocity used for normalization, as well as the NGMS (ΓR) and
its approximated form (ΓW ; see text).
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4.6 Discussion

We have found well-defined values of NGMS for different types of low-level forcing imposed.

This suggests that we could in principle provide reasonable estimates for P − E for a given

forcing magnitude by interpolating from others. However, the necessity of knowing the

NGMS a priori, as well as the substantial variations in NGMS between different types of

forcings, severely limit the applicability of the column energetic perspective of Neelin and

Held, 1987 in predicting precipitation on the basis of environmental forcings. For instance,

simulations with mechanically-induced convergence and homogenized surface fluxes show

greatly enhanced rainfall over patches with near-zero net atmospheric heating rates.

Our results also show that a prescribed heating in the middle and upper troposphere

(above about 700 hPa) does not lead to significant net precipitation enhancement. This is a

reminder that knowledge of the total atmospheric column heating rate does not necessarily

provide useful information about P−E, unless we know how that energy input is distributed

in the vertical. The use of a vertically integrated column-energetic budget might overestimate

the effectiveness of upper-level heating in driving deep convection, and underestimate the

capacity of low-level wind convergence to do the same.

Our simulations provide evidence that ΓW , which only takes into account the effects

of vertical transport of moist and dry static energy by the mean vertical circulations, is a

poor approximation to the NGMS in most of our forcings at scales of 24 km, but improves

substantially at scales of a few hundred kilometers. However, the scale at which ΓW becomes

a reasonable approximation of ΓR is likely to vary depending on the characteristics of low-

level convergence. Horizontal MSE transport in particular has been shown to contribute

significantly to the full NGMS in relatively narrow areas such as the East Pacific ITCZ

(Back & Bretherton, 2009; Back & Bretherton, 2006).

Although studying convective enhancement at large scales without homogenizing radia-

tion would be desirable, it poses the challenge that large domains in RCE produce convective

self-aggregation if radiation is made interactive (Muller & Bony, 2015; Wing et al., 2018).

Previous studies have hypothesized that precipitation rates over tropical oceans are gov-

erned by the mean moisture saturation deficit of the troposphere, and hence by the CRH
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(Raymond, 2000; Raymond et al., 2009). Satellite-based observations have since confirmed a

close relationship between precipitation and CRH (Bretherton et al., 2004; Peters & Neelin,

2006; Rushley et al., 2018). However, recent theoretical frameworks for tropical moist con-

vection have argued that such relationship can be explained as a consequence of the effect of

rainfall on environmental humidity via convective moisture detrainment, or that both pre-

cipitation and CRH are affected simultaneously by other causes, such as large-scale ascent

and column energetics (Emanuel, 2019; Singh et al., 2019).

Our simulations show that large-scale ascent associated with column energy export, as

well as ascent associated with mechanically-induced convergence, can both increase CRH.

Hence, the dependence of precipitation on CRH is agnostic to the distinction between me-

chanical and thermodynamic forcings in our simulations, and is likely not merely due to both

variables co-varying with column energetics. This hints at a plausible causal link between

them, although more evidence and a mechanistic explanation would be needed to settle the

matter.

4.7 Conclusion

Motivated by the goal of understanding the mechanisms that govern rainfall in the tropics

at human-relevant spatial scales, we have explored how different kinds of thermodynamic

and mechanical forcings affect precipitation rates in idealized cloud-resolving simulations of

a tropical atmospheric domain. Our results indicate that the Normalized Gross Moist Sta-

bility, which mediates the relationship between atmospheric heating and net rainfall, is well

defined within simulations with low-level forcings, such as localized sea-surface temperature

anomalies, low-level atmospheric heating, and mechanically-induced horizontal winds that

converge onto a reference area, but varies substantially from one type of forcing to another.

Despite their differences in NGMS, our simulations collapse onto the same curve of precip-

itation versus column relative humidity. This suggests that the mechanisms that maintain

this relationship deserve more attention.
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4.8 Open Research

Processed simulation data and scripts are available on Zenodo. DOI: DOI:10.5281/zenodo.10086216.

(Velez-Pardo, 2023).
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Chapter 5

Concluding Remarks

In this thesis, we have presented three studies that probe two aspects of convective dynamics

of the tropical atmosphere through idealized frameworks.

Numerical simulations of Rayleigh-Bénard convection

Chapter 2 uses numerical simulations of convective setups based on the Rayleigh-Bénard

system to study convective organization and the formation of large-scale flow structures. In

it, we find that convection organizes more readily at large scales—i.e. at scales larger than

the typical length scales of individual convective plumes or thermals—when the thermal

boundary conditions prescribe heat fluxes rather than temperatures. We also show that some

combinations of thermal boundary conditions yield structures that share a number of the

essential characteristics of tropical cyclones: a warm core, a bottom-intensified azimuthal

circulation, a highly axisymmetric wind profile, persistence in time, and a large spatial

extent. We identify that asymmetry of the thermal boundary conditions, a convective Rossby

number greater than about unity, and, crucially, a dependence of the bottom heat fluxes on

the overlying flow, are more conducive—and potentially uniquely so—to the formation of

TC-like structures compared with all other combinations of parameters and conditions tried.

More generally, the chapter brings together a framework used in traditional studies of

turbulence and fluid mechanics—the Rayleigh-Bénard convective setup, RBC—and current

research questions in tropical atmospheric dynamics. In doing so, it purports to establish a
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closer dialogue between two disciplines that have much to gain from each other. Thinking

about tropical cyclones in terms of the Rayleigh or the convective Rossby numbers can help

establish parallels with flows and regimes observed in RBC studies, and continue to provide

insights about the mechanisms for TC genesis and intensification.

The work raises plenty of new, potentially meaningful questions for further research. For

instance, it is possible that the large-scale vortices that form in setups with a constant flux

at one boundary and no flux at the other have some geophysical significance—they could

potentially relate to sub-mesoscale eddies in the ocean: assuming a heat flux of 100 W m−2,

a mixed-layer depth of 50 m, and an f = 10−4 s−1 yields a convective Rossby number of

O(1). Additionally, they show that vertical vorticity organizes rather easily even in the

absence of WISHE-like feedbacks, provided a constant buoyancy flux. This constraint could

be relaxed, to explore the effects of near-constant and decidedly non-constant flux-based

conditions, which might prove of interest in the study of tropical cyclogenesis.

Due to computational constraints, we have not been able to simulate large enough do-

mains to contain more than one TC-like vortex. As computational resources become avail-

able, it would be fruitful to revisit simulations like the setup with insulating top and flow-

dependent heat flux at the bottom in a substantially larger domain, which would permit

exploring the natural scales of the vortices. Another avenue for research that would be pos-

sible with greater computational resources would be establishing the effects of much larger

flux Rayleigh numbers (RaF ≫ 108) on the spatial scales of convective organization and on

the formation of TC-like structures under temperature-based boundary conditions.

Plenty of other questions remain open. We give three more examples: First, in our case,

imposing a flow dependence on the heat fluxes was necessary to produce TC-like vortices.

However, this could be circumvented by introducing roughness in the bottom boundary, as

it helps short-circuit the thin bottom thermal boundary layer, naturally coupling the heat

fluxes with the turbulent flow above. Second, we have not carried out finite amplitude

simulations, but it would be meaningful to establish, for example, if well-formed TC-like

vortices persist when introduced in a setup with a convective Rossby number below 1—if

not, this would give more evidence of the dynamical threshold found in our work. Third,

formulating a Potential Intensity for the dry TCs in the domain and contrasting it with
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their actual strength would be a valuable comparison with our understanding of mature

TCs on Earth. Doing so would require a model for the momentum drag, or an imposed drag

parameterization at the boundaries, as well as an adequate formulation of the thermodynamic

efficiency for the flux-based thermal boundary conditions used, none of which are clear at

present.

These are some of the questions inspired by the work which, we hope, help showcase the

fertile ground that results from applying an idealized setup with a rich literature of its own

like Rayleigh-Bénard, to tropical cyclone physics and convective organization.

Tank experiments of RBC

Chapter 3 is motivated by chapter 2, specifically by the finding that persistent, large-scale

cyclonic vortices can form in simple dry rotating RBC setups even without parameterizing

the heat fluxes to depend on the flow. Using experiments of hot water in a rotating tank with

an insulating bottom and sides, and a top exposed to the air, we ran a suite of experiments

varying the rotation rate and water depth, which effectively translate into changes in the

mean convective Rossby number, flux Rayleigh number and aspect ratio. Our sweep over

parameter space covered the approximate intervals (108, 1010) for RaF , (0.35, 1.6) for RoC,

and (4.5, 9.8) for the aspect ratio.

The most important finding from the chapter is the experimental confirmation that large-

scale, persistent cyclonic flows tend to form in a Rayleigh-Bénard-like setup in the parameter

space in which they were observed in numerical simulations of the previous chapter. In par-

ticular, we showed that convective Rossby numbers of about 1 or higher are necessary for

large-scale cyclones to emerge and persist. However, this comparison must be taken with

some caution, as the top thermal boundary condition in the experimental setup is not the

same as the homogeneous, no-slip, constant-flux bottom condition of the numerical simula-

tions. The fluxes at the top boundary are affected to some degree by the radially dependent

shear caused by the relative motion of the water and the air, as the latter is not in solid

body rotation with the tank. At high enough rotation speeds, this might become significant,

causing convection to organize at large scales due to the heterogeneities in the forcings at
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the boundaries, as in the case of thermal highs/lows in the atmosphere. Importantly, the

upper boundary condition in the experiments is free-slip, which introduces differences in the

momentum budget with respect to the no-slip conditions of our simulations, and of flows in

contact with the Earth’s surface. Nonetheless, it is interesting and likely not coincidental

that the large cyclonic flows appear in the same range of convective Rossby numbers as in the

simulations with no-slip boundaries and either homogeneous or flow-dependent heat fluxes.

Future work could improve upon the setup to guarantee greater control over the range

of parameters and the thermal boundary conditions. For instance, using heating pads as

the source of buoyancy, instead of relying on the free evaporation of hot water to the air

above, would give us better a priori knowledge of the heat flux and thus of the Rayleigh and

the convective Rossby numbers. This would likely require changes in the tracers used, as

convection would be triggered at the bottom of the fluid. Additionally, in order to properly

study organized convection with homogeneous thermal boundaries, the rotating tank setup

should have the air spin up alongside the water so that both achieve solid body rotation.

This prevents the effects from radially varying shear and the differential heat fluxes caused by

it. Finally, characterizing the thermal structure of the fluid would be important, as it would

allow to compare the flow speeds with theoretical expectations for balanced flows. Snapshots

from a thermal infrared camera did not reveal clear patterns in the fluid surface temperature,

although continued monitoring and time averaging might. This can also be achieved by

properly distributed thermometers, guarding that they present low enough contrast to not

interfere with the tracer tracking.

From a broader perspective, this work shows that tank experiments continue to provide

a valuable approach to study geophysical flows, in general, and the convective dynamics of

the atmosphere and ocean in particular. While numerical simulations allow easier access to

three-dimensional data, experiments facilitate an exploration of higher levels of turbulence

than computational costs permit. Just as importantly, they offer a palpable confirmation

that the findings from idealized simulations are capturing the right physical processes.

Precipitation responses to forcings
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Chapter 4 uses cloud-resolving numerical simulations of the tropical atmosphere to study

the precipitation responses to imposed mechanical and thermodynamic forcings at scales of

tens to a few hundred kilometers. It probes the column-integrated perspective pioneered by

Neelin and Held (1987) as a mechanistic explanation for the location and intensity of tropical

precipitation, showing that different types of forcings lead to different Normalized Gross

Moist Stabilities. It shows that purely mechanically induced low-level wind convergence is

an effective driver of precipitation at the smaller scales, despite having little effect on the

column MSE budget, and that this is still the case when surface fluxes are homogenized.

This indicates that using a vertically integrated column energy budget underestimates the

capacity of low-level wind convergence to enhance rainfall.

While the work does not call into question the usefulness of a column-energetic approach

in all contexts, it does show several important shortcomings, particularly in cases of strong

large-scale wind convergence, or in areas of flow over mountainous terrain where convec-

tion is strongly mechanically forced. The vertical component of the GMS, often used as an

approximation to the full NGMS, is shown to be a particularly precarious estimate of atmo-

spheric stability for forcings at scales of a few tens of kilometers, although these numbers

should not be extrapolated lightly to other environments. It has been shown, for instance,

that low-level convergence and horizontal transport of MSE are a dominant control on rain-

fall over the narrow East Pacific ITCZ, with a scale of several hundred kilometers (Back &

Bretherton, 2006).

A limitation of the work, and of RCE simulations in general, is the need to prescribe

homogenized radiative fluxes in order to prevent convective aggregation when the domain

is larger than a few hundred kilometers. Horizontal variations in the radiative fluxes could

have an effect over the responses, but it is unclear how much those would alter the results

obtained with homogenized radiation.

An intriguing avenue for future research is the collapse across all forcings onto a common

curve of precipitation vs. relative humidity. As a first step, it would be important to docu-

ment whether this relationship holds at different scales and across other types of forcings, for

example artificially drying different layers of the atmosphere. A mechanistic understanding

the effects of different forcings on the column relative humidity could potentially provide a
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link between the forcing characteristics and the precipitation response, including the effects

of mechanically forced convergence.

With a few modifications, this work could be gradually adapted to study land-like or

coastal environments, for instance by limiting surface evaporation, using a slab ocean with

different heat capacities, or introducing orography. Making the forcings oscillatory or tran-

sient is a straightforward modification to study sea breezes and other mesoscale circulations.

Additionally, creating purely mechanically forced vortices could contribute to our under-

standing of some of the dynamics of heat lows and tropical cyclones, tying to the work of

the previous chapters.

To conclude

As a general contribution, the goal of this thesis has been to highlight the use of ide-

alized frameworks, in experiments as in numerical simulations, in the study of atmospheric

convection and phenomena associated with it. We hope to have provided enough evidence

that such approaches enrich our understanding of the basic mechanisms behind complex

atmospheric processes, create a tangible bridge between disciplines, and spawn fruitful ques-

tions that keep the field alive and well. Although a complete mathematical formulation of

the phenomena studied here still remains out of reach, we hope this work contributes to

shape our physical intuition in the direction of the quote by Bertrand Russell with which

we started, by bringing the phenomena analyzed a few steps closer to the basic equations of

fluid motion.
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Appendix A

(Appendix to Chapter 2)

A.1 Supplemental videos

Two videos are included as supplemental material to Velez-Pardo and Cronin, 2023: Video1:

shows the evolution of a TC-like vortex for a simulation with insulating top boundary condi-

tion, flow-dependent heat flux boundary condition at the bottom, convective Rossby number

2.0, flux Rayleigh number 109, Prandtl number 1.0. The top three panels show plan views

of the horizontal wind speeds at 20 percent of domain height (left), the vertically averaged

temperature anomaly (middle), and the vorticity at 50 percent of domain height (right). The

bottom two panels show time series for the evolution of L (the length scale of spatial organi-

zation defined in the main text) for the fields of the same three variables (top subpanel) and

of L relative to its values at 1 rotational time period (bottom subpanel). Video 2: shows a

zoomed-in area of the plan view of the horizontal wind speed at 20 percent of domain height

for a simulation with Ins/PF boundary conditions, aspect ratio=16, RoC = 0.2. Vortices do

not exhibit the longer time persistence of higher RoC simulations. Note that Ro in the video

titles is the convective Rossby number.
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Figure A.1: Time series of L for different fields specified below, for Ins/CF (insulating top,
constant-flux bottom) boundary conditions.

A.2 Evolution of spatial organization (L) for different

variables for Ins/CF setup

The variables in Figure A.1 are LX , the spatial length scales defined according to equation

7 in the main text, with the following conventions for the fields:

U20: the horizontal wind speed (
√
u2 + v2) at 20 percent of domain height.

{T ′}: the vertically averaged deviation of temperature with respect of the horizontal

mean (that is, the vertically averaged Archimedean buoyancy).

Tbot: The temperature field at 5 percent of domain height.

Ubot: The horizontal wind speed at 5 percent of domain height.

Vort50: The vertical component of vorticity (∂v/∂x − ∂u/∂y) at 50 percent of domain

height.

The figure shows that the time series for Ins/CF shown in Figure 2.2 had equilibrated

already by 10 rotational time periods.
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A.3 Simulations with free-slip and no-slip top boundary

condition for Ins/PF setup

The simulation with boundary conditions labeled Ins(FS)/PF is similar to the setup Ins/PF,

but with a free-slip boundary condition at the top, instead of a no-slip condition. This

simulation shows that a free-slip condition does not fundamentally alter the results with a

no-slip top.

Figure A.2: Plan view of pressure anomaly contours and quiver plot of horizontal winds
at 20 percent of domain height for simulation with flow-enhanced heat bottom heat fluxes,
insulating top, and free-slip condition. Yellow cross shows the centroid of the pressure
anomaly, σs refers to the standard deviation of the Gaussian filtering, and pt is the threshold
pressure anomaly to calculate the centroid in each case.

A.4 Additional simulations varying domain size and con-

vective Rossby number

Three additional simulations were run with higher domain aspect ratio and convective Rossby

numbers of 2, 3 and 4, as discussed in the main text. Plots from their pressure field, flow,

and azimuthally composited profiles are shown here.
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Figure A.3: Same as A.2 but with no-slip top boundary condition.

A.5 Time series for simulations with asymmetric flux

conditions (CF/PF) with two different values of en-

hancement parameter Ck
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Figure A.4: Contour plots of azimuthally averaged quantities (temperature anomaly with
respect to domain mean, azimuthal wind speed, angular momentum, streamfunction of the
secondary circulation), and azimuthally averaged wind speed profile of vortex formed in
domain Ins/PF thermal boundary conditions, aspect ratio Γ = 16, convective Rossby number
RoC = 2, free-slip boundary condition at the top, and no-slip at the bottom, after storm size
had equilibrated.

113



Figure A.5: Plan view of pressure anomaly field and quiver plot of horizontal winds at
20 percent of domain height for simulation with Γ = 32, and convective Rossby number
Roc = 2.0 after equilibration. A yellow “x” marks the centroid of the low pressure anomaly
feature.

Figure A.6: Same as A.5 but with Roc = 3.0.
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Figure A.7: Same as A.5 but with Roc = 4.0.

Figure A.8: Contour plots of azimuthally averaged quantities (temperature anomaly with
respect to domain mean, azimuthal wind speed, angular momentum, Stokes streamfunction),
and azimuthally averaged wind speed profile of vortex formed in domain with aspect ratio
32 and convective Rossby number RoC = 2.0.
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Figure A.9: Same as A.8, but with RoC = 3.0.
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Figure A.10: Same as A.8, but with RoC = 4.0. No large-scale TC-like vortex was observed
within the 20 rotational periods that the simulation was run for. The azimuthal averaging
was done about the centroid of the low-pressure anomaly.
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Figure A.11: Plan view of horizontal wind speeds at 20 percent (top two) and time series of
mean horizontal wind speeds at 1 percent of the domain height, for simulations with CF/PF
boundary conditions, with bottom boundaries with Ck = 1.0 and Ck = 2.0. Only the latter
developed a TC-like structure.
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Appendix B

(Appendix to Chapter 3)
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Exp. ID # τRot, s H, cm (RaF,1,RaF,7−10)/10
8 (RoC,1,RoC,7−10) Notes

3 125 3.5 (12.6,4.7) (1.6,1.2)
4 153 3.5 (12.1,2.3) (2.3,1.4)
5 125 3.5 (10.7,4.3) (1.5,1.2)
6 70 3.5 (12.7,8.0) (0.9,0.8)
7 70 3.5 (15.6,8.1) (1.0,0.8)
10 153 3.5 (13.0,2.3) (2.3,1.4) 40 B
11 70 3.5 (13.8,8.5) (0.9,0.8) 40 B
12 125 3.5 (17.4,4.8) (1.8,1.2) 40 B
13 104 3.5 (9.6,3.5) (1.4,1.1)
14 125 4.5 (34.7,11.8) (1.6,1.2)
15 153 4.5 (30.9,8.5) (1.9,1.3)
16 104 4.5 (32.8,14.9) (1.3,1.0)
17 70 4.5 (29.2,20.1) (0.8,0.8)
18 70 2.5 (2.1,0.9) (1.1,0.9)
19 104 2.5 (2.9,0.6) (1.9,1.2)
20 125 2.5 (2.7,0.5) (2.2,1.4)
21 153 2.5 (2.0,0.4) (2.5,1.4)
22 153 4.5 (33.9,8.3) (1.9,1.3)
23 104 3.5 (12.0,3.9) (1.5,1.1)
24 70 2.5 (2.0,0.9) (1.1,0.9)
25 104 2.5 (2.4,0.6) (1.8,1.2)
26 125 2.5 (1.9,0.5) (2.0,1.3)
27 153 2.5 (2.0,0.4) (2.5,1.5)
28 104 4.5 (31.3,13.6) (1.3,1.0)
29 70 4.5 (20.8,19.6) (0.7,0.8)
30 153 4.5 (22.9,8.6) (1.7,1.3)
31 153 3.5 (11.2,2.3) (2.2,1.4)
32 153 2.5 (2.2,0.4) (2.5,1.5)
33 70 4.5 (20.5,17.1) (0.7,0.7)
34 70 3.5 (11.2,5.2) (1.0,0.8)
35 70 2.5 (1.9,1.0) (1.1,0.9)
39 35 4.5 (3.5,19.4) (0.2,0.4)
40 35 3.5 (3.0,10.4) (0.3,0.5)
41 35 2.5 (2.1,1.9) (0.6,0.6)

Table B.1: Experiment data. Columns represent the experiment ID number, the rotational
time period τrot, water depth H, the pair given by the flux Rayleigh number at 1 rotation
and the average RaF between 7 and 10 rotations, and the pair given by the convective Rossby
number number at 1 rotation and the average RoC between 7 and 10 rotations. The notes
“40 B” represent experiments where the wind barrier was 40 cm, whereas for all others it
was 25 cm.
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Figure B.1: Scatterplot as in Figure 3.3, with flow fields at t = 7 rotational periods.
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Figure B.2: Scatterplot as in Figure 3.3, with flow fields at t = 9 rotational periods.
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Appendix C

(Appendix to Chapter 4)

C.1 Derivation of reference w profile for momentum forc-

ing (MF) simulations

From mass continuity, we have

−∂w
∂z

=
∂u

∂x
(C.1)

Integrating in x across the patch yields

−
∫ L

−L

∂w

∂z
dx =

∫ L

−L

∂u

∂x
dx, (C.2)

which implies

−2L
∂w

∂z
= −2ub, (C.3)

where ub is the onshore wind at patch border. To find its value, we integrate the forcing

from −∞ to the patch border, giving

∫ xb

−∞
β exp

(
−(x− xb)

2

2σ2

)
exp

(
− z

hl

)
dx =

u2b
2

(C.4)

Thus,
u2b
2

= βσ

√
π

2
exp

(
− z

hl

)
(C.5)
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Since β = u2
max

2σm

√
2π

, the above expression yields

ub =
umax√

2
exp

(
−z
2hl

)
(C.6)

Integrating both sides of equation C.18 in z, we obtain

w(z) =

∫ z

0

ub(z)

L
dz (C.7)

Substituting equation C.21, this becomes

w(z) =

√
2hlumax

L

(
1− exp

(
−z
2hl

))
(C.8)

C.2 Derivation of reference w profile for sea-surface tem-

perature forcing (SSTA) simulations

Although an expected vertical wind in the case of SSTA requires more assumptions than for

the other two cases, a rough estimate can be obtained by assuming a constant temperature

difference of 2 kelvin between the patch and the surroundings, extending from the surface

to a level H, where the pressure is assumed to equalize at a value pb. A more rigorous

treatment would involve a transition layer where the temperatures also equalize—requiring

an additional parameter for the depth of that layer. However, we are interested in the winds

over the mixed layer, where the potential temperature is approximately conserved, and so is

the temperature anomaly.

We start from hydrostatic balance and assume an approximate density variation dictated

by ρ = ρ0(1 − βT ′), where β = 1/T0, with T0 = 300K a reference temperature. This

approximation for ρ is reasonable since the scale of interest (∼ 1km) is substantially smaller

than typical scale heights for the atmosphere (∼ 8km). This gives

∂p

∂z
= −ρ0g(1− βT ′). (C.9)
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Separating variables and integrating from pressure pb, we obtain the pressure in the mixed

layer over the patch:

pp(z) = −ρ0g(1− βT ′)(z −H) + pb. (C.10)

Analogously, the pressure of the surroundings is

psurr(z) = −ρ0g(z −H) + pb. (C.11)

This yields a pressure difference (psurr − pp)

∆p = ρ0g
T ′

T0
(H − z). (C.12)

We can use Bernoulli’s equation to relate this pressure drop to a theoretical maximum wind

speed at the border ub as
u2b
2

= g
T ′

T0
(H − z), (C.13)

Which gives

ub =

(
2g
T ′

T0
(H − z)

)1/2

. (C.14)

Finally, integrating mass continuity (equation C.22), we obtain

w(z) =
1

L

(
2g
T ′

T0

)1/2 [
−2

3

(
(H − z)3/2 −H3/2

)]
. (C.15)

C.3 Derivation of reference w profile for momentum forc-

ing (MF) simulations

From mass continuity, we have

−∂w
∂z

=
∂u

∂x
(C.16)

Integrating in x across the patch yields

−
∫ L

−L

∂w

∂z
dx =

∫ L

−L

∂u

∂x
dx, (C.17)
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which implies

−2L
∂w

∂z
= −2ub, (C.18)

where ub is the onshore wind at patch border. To find its value, we integrate the forcing

from −∞ to the patch border, giving

∫ xb

−∞
β exp

(
−(x− xb)

2

2σ2

)
exp

(
− z

hl

)
dx =

u2b
2

(C.19)

Thus,
u2b
2

= βσ

√
π

2
exp

(
− z

hl

)
(C.20)

Since β = u2
max

2σm

√
2π

, the above expression yields

ub =
umax√

2
exp

(
−z
2hl

)
(C.21)

Integrating both sides of equation C.18 in z, we obtain

w(z) =

∫ z

0

ub(z)

L
dz (C.22)

Substituting equation C.21, this becomes

w(z) =

√
2hlumax

L

(
1− exp

(
−z
2hl

))
(C.23)

C.4 Derivation of reference w profile for sea-surface tem-

perature forcing (SSTA) simulations

Although an expected vertical wind in the case of SSTA requires more assumptions than for

the other two cases, a rough estimate can be obtained by assuming a constant temperature

difference of 2 kelvin between the patch and the surroundings, extending from the surface

to a level H, where the pressure is assumed to equalize at a value pb. A more rigorous

treatment would involve a transition layer where the temperatures also equalize—requiring
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an additional parameter for the depth of that layer. However, we are interested in the winds

over the mixed layer, where the potential temperature is approximately conserved, and so is

the temperature anomaly.

We start from hydrostatic balance and assume an approximate density variation dictated

by ρ = ρ0(1 − βT ′), where β = 1/T0, with T0 = 300K a reference temperature. This

approximation for ρ is reasonable since the scale of interest (∼ 1km) is substantially smaller

than typical scale heights for the atmosphere (∼ 8km). This gives

∂p

∂z
= −ρ0g(1− βT ′). (C.24)

Separating variables and integrating from pressure pb, we obtain the pressure in the mixed

layer over the patch:

pp(z) = −ρ0g(1− βT ′)(z −H) + pb. (C.25)

Analogously, the pressure of the surroundings is

psurr(z) = −ρ0g(z −H) + pb. (C.26)

This yields a pressure difference (psurr − pp)

∆p = ρ0g
T ′

T0
(H − z). (C.27)

We can use Bernoulli’s equation to relate this pressure drop to a theoretical maximum wind

speed at the border ub as
u2b
2

= g
T ′

T0
(H − z), (C.28)

Which gives

ub =

(
2g
T ′

T0
(H − z)

)1/2

. (C.29)

Finally, integrating mass continuity (equation C.22), we obtain

w(z) =
1

L

(
2g
T ′

T0

)1/2 [
−2

3

(
(H − z)3/2 −H3/2

)]
. (C.30)
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C.5 Derivation of the Normalized Gross Moist Stabil-

ity (ΓR) and its approximation by the contributions

from mean vertical transport of moist and dry static

energy (ΓW )

Following Raymond et al. (2009), we derive a form of the Normalized Gross Moist Stability,

ΓR, based on the moist and dry static energies, h and s. Starting from the budgets for h

and for latent energy, Lvq (which we write as h− s), where q is the specific humidity and Lv

the latent heat of vaporization, we have, in steady state

∇ · ⟨v⃗h⟩ = Q̇atm (C.31)

−∇ · ⟨v⃗(h− s)⟩ = P − E, (C.32)

where angle brackets represent mass-weighted, vertically integrated quantities. Combining

these yields

P − E =
Q̇atm

∇·⟨v⃗h⟩
∇·⟨v⃗(s−h)⟩

. (C.33)

As this shows, ΓR = ∇·⟨v⃗h⟩
∇·⟨v⃗(s−h)⟩ . Neglecting transients as well as contributions from horizontal

transport in both the numerator and denominator gives ΓW = ⟨w(∂h/∂z)⟩
⟨w∂(s−h)/∂z⟩ , an approxima-

tion to the full NGMS that leaves out contributions from eddy transient terms such as

⟨w′(∂h′/∂z)⟩, or horizontal transport terms such as ⟨u(∂h/∂x)⟩.

Simple algebraic manipulation allows us to write equation C.33 as

P − E =
Q̇atm

M
− Q̇atm, (C.34)

where M = ∇·⟨v⃗h⟩
∇·⟨v⃗s⟩ is an alternative definition of a NGMS, and is related to our definition

by ΓR = M
1−M

. Equation C.34 is equivalent to equation 5 in Wang and Sobel (2012) and

equation 3 in Anber et al. (2015), except that they approximate M by the mean vertical

contributions only, namely taking M ≈ ⟨w∂h/∂z⟩
⟨w∂s/∂z⟩ .
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