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Abstract
Higher order, adaptive finite element methods have demonstrated the ability to significantly reduce the
human and computational cost of accurately approximating the solution to partial differential equations
(PDEs). In this thesis, we consider the potential advantages of incorporating higher-order element shapes,
i.e. curved meshes, into an adaptive process through the use of a mesh-based, geometric mapping. While
previous work has considered the generation of curved meshes to account for geometry curvature, less
research has attempted to curve meshes to control error in an adaptive process. This work considers
adaptive finite element methods for the advection-diffusion PDE in both Cartesian and polar coordinate
systems, with the polar coordinate transformation serving to demonstrate the potential benefits of incor-
porating curvature into an adaptive meshing process. Results are presented for both uniform and adaptive
refinement, considering first a volume output problem, followed by a boundary output problem; analytic
solutions to these canonical problems are derived and presented as well. The results of this investiga-
tion demonstrate that, for each polynomial order, discretization, and output functional tested, solving the
advection-diffusion equation in a polar coordinate system achieves significantly higher levels of accuracy
in computing output quantities of interest. These results also showcase the potential improvements which
are possible with the use of an adaptive process which incorporates element curving to control error. Ad-
ditionally, adjoint analysis performed in this work shows how the form the primal output functional affects
the adjoint PDE and boundary conditions.

Thesis Supervisor: Dr. David L. Darmofal
Title: Jerome C. Hunsaker Professor
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Chapter 1

Introduction

1.1 Motivation

Higher order, adaptive finite element methods have demonstrated the ability to significantly reduce the

human and computational cost of accurately approximating the solution to partial differential equations

(PDEs). The significant human cost of generating meshes is essentially eliminated through the use of

an error-based adaptive method. Further, the computational costs can often be reduced compared to

achieving the same error using second-order accurate finite volume and similar methods on best-practice

a priori meshes. This is true even accounting for the additional cost of performing error estimation and

adapting the mesh. Even without adaptation and higher order accuracy, linear finite element methods

(which are also nominally second-order accurate) have been shown to achieve significantly less error on the

same a priori mesh than second-order accurate finite volume methods. A sampling of past research that

illustrates the potential impact of higher-order adaptive finite element method includes the following work

[1]–[15].

In this thesis, we consider the potential advantages of incorporating higher-order element shapes, i.e.

curved meshes, into an adaptive process. We will generally refer to higher-order element shapes as curved

meshing to decrease the possible confusion with higher-order element solution spaces. Further, we will

denote the polynomial order of the solution space as p, while the polynomial order of the element shape

will be q. To date, while a variety of researchers have considered the generation of curved meshes to

account for geometry curvature [16]–[20], less research has attempted to curve meshes to control error in

an adaptive process. Sanjaya et al. showed the potential for improved accuracy in prediction of output

errors when utilizing the higher-order, metric-conforming mesh generation algorithm (HOMES) [21], and
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Zhang et al. provided a methodology to control interpolation error in the creation of a higher-order mesh

using an a priori estimate [22]. This work implements an estimate for interpolation error over element

edges as opposed to entire elements, providing a potential framework towards more general and widely

applicable results. Rochery also investigated the use of a priori error estimates for higher-order metric-

based anisotropic mesh adaptation, deriving a general version of the metric-based interpolation error for

a linear mesh given by [23], [24], finding significantly higher rates of convergence on optimized, curved

meshes than those of the corresponding straight meshes [25]. On the other hand, work from Botti and

Di Pietro showed that, unless an optimal polynomial face degree is chosen, curved meshes can actually

reduce the order of convergence relative to a straight mesh; this work instead proposes the use of physical

frame polynomials over mesh elements [26]. Moxey et al. showed similar results by providing interpolation

error bounds for curvilinear elements, demonstrating (⌊p/q⌋ + 1)-th order convergence in the worst case

for p-th order finite elements on degree q meshes [27]. As a result, they advocate for adaptation based on

the control of (⌊p/q⌋ + 1)-th order derivatives in the context of reference-frame/classic Galerkin schemes.

However, results from Sanjaya et al. as well as Rochery showed O(h1/2) superconvergence in 2D of the L2

norm of interpolation error, with Docampo-Sánchez et al. additionally observing 2p superconvergence of

surface-related error through disparity measure minimization and a curve re-parameterization [28].

The approach taken in this thesis to quantify the potential benefits of using mesh curving to help

control errors in an adaptive process is to consider a problem in which the PDE solution has a boundary

layer behavior along a curved surface. Then, we transform the problem into a coordinate system in which

the geometry and dominant solution behavior is aligned with the coordinate directions. For simplicity, we

choose to solve the advection-diffusion equation in an annular geometry with the exact solution as shown

in Figure 1-1a. Then, we transform that problem into the polar-cylindrical coordinate system where the

equivalent geometry and the solution are shown in Figure 1-1b. As a result, the problem in polar-cylindrical

coordinates has straight geometry and the solution anisotropy is well aligned with the coordinate directions.

Thus, the polar-cylindrical representation effectively embeds the curvature of the domain and solution such

that adaptive solutions of the transformed problem can be used as a surrogate for the performance of an

adaptive meshing algorithm in Cartesian coordinates that incorporates mesh curving (as well as mesh size

and anisotropy) to control errors. As we demonstrate through our examples, significant benefits exist for

using mesh curvature, in conjunction with mesh size and anisotropy, to adaptively control errors.

14



(a) Cartesian coordinates (x, y). (b) Polar-cylindrical coordinates (r, θ).

Figure 1-1: Thin boundary layer representation in both Cartesian and polar-cylindrical coordinate sys-
tems.

1.2 Background

1.2.1 Mesh Adaptation

Finite element solution quality depends largely on the quality of the mesh, which, when generated by

hand, is dependent on the user’s a priori knowledge. This poses a particularly significant issue when

novel geometries or complex flow fields are considered: even with an experienced user, how can they

be certain they are generating a mesh that adequately solves the problem of interest? Adaptive meshing

techniques seek to eliminate this risk by removing the potential of operator error from the meshing process,

automatically generating a mesh that controls the discretization error for a given problem without the need

for a priori knowledge.

In this work, we will consider output-based adaptation, a technique that aims to minimize the error in

an output quantity of interest, such as lift or drag, relying on a posteriori error estimation [2], [29]–[32].

Error estimates are obtained by the Dual-Weighted Residual (DWR) framework for finite element methods

developed by Becker and Rannacher [29], [33], which uses the adjoint PDE to quantify sensitivities in the

output functional to errors in the numerical solution. As a result, the areas targeted by the algorithm are

those that impact error in the output; the mesh is refined in areas with high output error and coarsened

in areas with low output error.
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1.2.2 Higher-Order Discretizations

While the finite volume discretization is currently the primary method used in industry CFD codes, finite

element methods have been increasing in popularity due to the ease with which higher-order accurate

solutions can be obtained. Improved accuracy on a given mesh can be achieved through mesh refinement,

known as h refinement, where h is some measure of grid size. Finite volume methods are typically second-

order accurate; the solution error decreases as O(h2) as the grid is refined, leading to a need for extremely

fine meshes in order to achieve a high degree of accuracy. Another way to improve accuracy is through

increasing the polynomial order of the basis function in a given element, referred to as p refinement. p

refinement is possible for the finite volume scheme, but results in high computational costs due to the

use of extended stencils. Babuska et al. [34] developed the p-type method for higher-order finite element

discretizations, which allows for the additional accuracy associated with p refinement without extending

the stencil when viewed by elements.

Finite element methods traditionally use the Continuous Galerkin (CG) discretization. Unfortunately

this method is unstable for pure advection, and, more generally, requires additional stabilization even

for advection-diffusion problems unless the mesh is adequately refined. The Streamline Upwind Petrov-

Galerkin (SUPG) [35], [36], Galerkin Least-Square (GLS) [37], and Variational Multiscale Method (VMS)

[38], are the most commonly used stabilization schemes for CG, though they each have issues when consid-

ered alongside adaptive meshing. For advection-diffusion, SUPG and GLS are stable, but are not adjoint

consistent for p > 1, while VMS is adjoint consistent but not reliably stable for p > 1. These issues of

stability and adjoint consistency are further amplified for nonlinear systems of PDEs.

Another approach is to use a Discontinuous Galerkin (DG) discretization, which does have reliable

stability and adjoint consistency for advection-dominated problems even with p > 1 [39]. These desirable

properties come at the cost of duplicate DOFs along inter-element boundaries.

The final finite element method to consider is the Variational Multiscale Method with Discontinuous

Subscales (VMSD) [40], which is both stable and adjoint consistent, making it desirable for output-based

adaptation. This method works by solving a global, continuous solution field and superimposing it with

a local, discontinuous solution field, achieving increased accuracy along with the benefits of both the CG

and DG methods. With static condensation of the elemental DG solution states, the VMSD global solve

is the same size as a CG method, i.e. for a given grid, there are fewer DOFs required to achieve the same

level of error for VMSD relative to DG. While we consider VMSD in this work, we expect similar benefits

from the closely related Embedded DG method [41].
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1.3 Outline

The outline of this thesis is as follows: in Chapter 2 the strong and weak forms of the advection-diffusion

PDE are introduced in both Cartesian and polar-cylindrical coordinate systems. This is supplemented by

a brief discussion of the Solution Adaptive Numerical Solver (SANS), which is used to discretize and solve

the governing equations, including an explanation of the mesh adaptation algorithm used throughout this

work. Chapter 3 then provides a comprehensive derivation of the adjoint PDE for the advection-diffusion

equation, providing boundary conditions (BCs) on the adjoint PDE as well as constraints on the primal

output functional. Then in Chapter 4, numerical results are presented for two-dimensional test cases

in Cartesian, and polar-cylindrical coordinate systems, demonstrating the potentially significant benefits

of incorporating mesh curvature to adaptively control discretization error. Finally, in Chapter 5 some

conclusions are drawn based on the numerical results found.
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Chapter 2

Methodology

The strong and weak forms of the governing equation in both Cartesian and polar coordinates are presented

in Section 2.1. Section 2.2 then discusses some nuances of implementing a polar-cylindrical finite element

method. Section 2.3 outlines the process used to estimate output errors. Finally, Section 2.4 outlines the

adaptation algorithm, MOESS.

Throughout this section, the following conventions are used for vector notation:

Cartesian: a⃗ = (ax, ay, az)

Polar-Cylindrical: a⃗ = (ar, aθ, az)
(2.1)

All non-Cartesian derivations in this chapter will consider the three-dimensional, polar-cylindrical coordi-

nate system consisting of (r, θ, z). References to the axisymmetric problem (invariance in the θ̂ direction,

the two-dimensional coordinate system (r, z)) and the polar problem (invariance in the ẑ direction, the

two-dimensional coordinate system (r, θ)) will be made throughout this section, and their derivations are

omitted as they are subsets of the polar-cylindrical coordinate system.

2.1 Governing Equations

Strong Form and Assumptions

This work considers the steady advection-diffusion equation to model fluid flow, which is written as,

∇ · (⃗au−K · ∇u)− f(x⃗) = 0 (2.2)
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Where a⃗ is the advective velocity, K is the diffusion tensor, and f(x⃗) denotes the forcing function. Note

that, in this notation, the forcing function is a function only of the spatial location, x⃗, and not of the state,

u. This work will consider the simplified case of a divergence-free advective velocity field, ∇ · a⃗ = 0.

We now analyze the differences between the Cartesian and polar-cylindrical formulations of the strong

form PDE.

Cartesian Coordinates

In Cartesian coordinates, the gradient and divergence operators are defined as,

∇u =
∂u

∂x
x̂+

∂u

∂y
ŷ +

∂u

∂z
ẑ

∇ · f⃗ =
∂fx
∂x

+
∂fy
∂y

+
∂fz
∂z

(2.3)

Using these definitions, the advective term can be expanded as,

∇ · (⃗au) = u∇ · a⃗+ (∇u) · a⃗

= ax
∂u

∂x
+ ay

∂u

∂y
+ az

∂u

∂z

(2.4)

with the assumption of a divergence-free velocity field.

We first consider the case of the full viscous tensor, K, which is better written in dyadic notation as:

K = (kxxx̂+ kxyŷ + kxz ẑ) x̂

+ (kyxx̂+ kyyŷ + kyz ẑ) ŷ

+ (kzxx̂+ kzyŷ + kzz ẑ) ẑ

(2.5)

We begin by first calculating the inner term,

K · ∇u =

(
kxx

∂u

∂x
+ kxy

∂u

∂y
+ kxz

∂u

∂z

)
x̂

+

(
kyx

∂u

∂x
+ kyy

∂u

∂y
+ kyz

∂u

∂z

)
ŷ

+

(
kzx

∂u

∂x
+ kzy

∂u

∂y
+ kzz

∂u

∂z

)
ẑ

(2.6)
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We now take the divergence of this term, giving our result,

∇ · (K · ∇u) = ∇ ·

[(
kxx

∂u

∂x
+ kxy

∂u

∂y
+ kxz

∂u

∂z

)
x̂

+

(
kyx

∂u

∂x
+ kyy

∂u

∂y
+ kyz

∂u

∂z

)
ŷ

+

(
kzx

∂u

∂x
+ kzy

∂u

∂y
+ kzz

∂u

∂z

)
ẑ

]

=

(
∂kxx
∂x

+
∂kyx
∂y

+
∂kzx
∂z

)
∂u

∂x

+

(
∂kxy
∂x

+
∂kyy
∂y

+
∂kzy
∂z

)
∂u

∂y

+

(
∂kxz
∂x

+
∂kyz
∂y

+
∂kzz
∂z

)
∂u

∂z

+ kxx
∂2u

∂x2
+ kyy

∂2u

∂y2
+ kzz

∂2u

∂z2

+ (kxy + kyx)
∂2u

∂x∂y
+ (kxz + kzx)

∂2u

∂x∂z
+ (kyz + kzy)

∂2u

∂y∂z

(2.7)

With the assumption of a constant, scalar viscosity, µ, which corresponds to a constant diagonal viscous

tensor (i.e. kij = 0, ∀i ̸= j, kxx = kyy = kzz = µ), this expression becomes,

∇ · (µ∇u) = µ

(
∂2u

∂x2
+

∂2u

∂y2
+

∂2u

∂z2

)
(2.8)

This formulation will be considered in the first section of Chapter 4.

Polar-Cylindrical Coordinates

The polar-cylindrical gradient and divergence operators are defined as,

∇u =
∂u

∂r
r̂ +

1

r

∂u

∂θ
θ̂ +

∂u

∂z
ẑ

∇ · f⃗ =
1

r

∂

∂r
(rfr) +

1

r

∂fθ
∂θ

+
∂fz
∂z

(2.9)

The advective term is expanded as,

∇ · (⃗au) = u∇ · a⃗+ (∇u) · a⃗

= ar
∂u

∂r
+

aθ
r

∂u

∂θ
+ az

∂u

∂z

(2.10)
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with the assumption of a divergence-free velocity field.

As in the Cartesian case, we begin the full viscous tensor. In polar-cylindrical coordinates the viscous

tensor is defined as,
K =

(
krrr̂ + krθθ̂ + krz ẑ

)
r̂

+
(
kθrr̂ + kθθθ̂ + kθz ẑ

)
θ̂

+
(
kzrr̂ + kzθθ̂ + kzz ẑ

)
ẑ

(2.11)

We begin by first calculating the inner term,

K · ∇u =

(
krr

∂u

∂r
+

krθ
r

∂u

∂θ
+ krz

∂u

∂z

)
r̂

+

(
kθr

∂u

∂r
+

kθθ
r

∂u

∂θ
+ kθz

∂u

∂z

)
θ̂

+

(
kzr

∂u

∂r
+

kzθ
r

∂u

∂θ
+ kzz

∂u

∂z

)
ẑ

(2.12)

We now take the divergence of this term,

∇ · (K · ∇u) = ∇ ·

[(
krr

∂u

∂r
+

krθ
r

∂u

∂θ
+ krz

∂u

∂z

)
r̂

+

(
kθr

∂u

∂r
+

kθθ
r

∂u

∂θ
+ kθz

∂u

∂z

)
θ̂

+

(
kzr

∂u

∂r
+

kzθ
r

∂u

∂θ
+ kzz

∂u

∂z

)
ẑ

]

=
1

r

∂

∂r

[
r

(
krr

∂u

∂r
+

krθ
r

∂u

∂θ
+ krz

∂u

∂z

)]
+

1

r

∂

∂θ

(
kθr

∂u

∂r
+

kθθ
r

∂u

∂θ
+ kθz

∂u

∂z

)
+

∂

∂z

(
kzr

∂u

∂r
+

kzθ
r

∂u

∂θ
+ kzz

∂u

∂z

)

(2.13)
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Expanding this gives our result,

∇ · (K · ∇u) =
∂u

∂r

[
∂krr
∂r

+
1

r

(
krr +

∂krθ
∂θ

)
+

∂krz
∂z

]
+

1

r

∂u

∂θ

[
∂kθr
∂r

+
1

r

∂kθθ
∂θ

+
∂kθz
∂z

]
+

∂u

∂z

[
∂kzr
∂r

+
1

r

(
kzr +

∂kzθ
∂θ

)
+

∂kzz
∂z

]
+ krr

∂2u

∂r2
+ kθθ

1

r2
∂2u

∂θ2
+ kzz

∂2u

∂z2

+ (krθ + kθr)
1

r

∂2u

∂r∂θ
+ (krz + kzr)

∂2u

∂r∂z
+ (kθz + kzθ)

1

r

∂2u

∂θ∂z

(2.14)

As in the Cartesian case, we assume constant, scalar µ,

∇ · (µ∇u) = µ

(
∂2u

∂r2
+

1

r

∂u

∂r
+

1

r2
∂2u

∂θ2
+

∂2u

∂z2

)
(2.15)

Weak Form and Finite Element Statement

In order to see how the differences in the Cartesian and polar-cylindrical governing equations manifest

in the implementation, the weak form and corresponding finite element statement are derived. Beginning

from Equation 2.2 and considering a domain Ω, with boundary ∂Ω, the weak form is obtained by weighting

the equation with a function v and then integrating by parts:

R(u, v) =

∫
Ω

(
−∇v · (⃗au−K · ∇u)− vf

)
dV

+

∫
∂Ω

v (⃗au−K · ∇u) · n̂ dS
(2.16)

R(u, v) here is the residual. It should be noted that the weak formulation shown above does not include

treatment of the BCs. From this we are able to obtain a finite element statement for the advection-diffusion

problem by introducing a tessellation Th of Ω into non-overlapping elements with polynomial solutions on

each element. The resulting discrete problem is:

Find uh,p ∈ Vh,p such that,

Rh(uh,p, vh,p) = 0, ∀vh,p ∈ Vh,p (2.17)

The choice of space as well as Rh depend on the specific method (e.g. CG, DG, VMSD, etc.).
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2.2 Implementation of polar-cylindrical FEM

Although both the Cartesian and polar-cylindrical formulations are identical when written in divergence

form, the expansion of terms is necessary to highlight the nuance present in the implementation of the

polar-cylindrical finite element method relative to the Cartesian problem. Differences arise between the

polar-cylindrical and the Cartesian governing equations from the additional factors of r and 1
r

present in

the polar-cylindrical gradient and divergence definitions. Similar differences also occur for the volume and

surface terms including the normal vectors:

Volume and Surface Differentials

Considering now the 2D case, in the Cartesian coordinate system, volume and surface differentials are

defined as,

dS =
√

dx2 + dy2 (2.18)

dV = dx dy (2.19)

while in polar coordinates (no variation in the ẑ direction), these quantities are defined as,

dS =
√
dr2 + r2 dθ2 (2.20)

dV = r dr dθ (2.21)

Note the introduction of the differential multiplier r in the definition of dV , which is also present in the

definition of dS (though this differential only appears on a boundary which varies in the θ̂ direction). This

appears anywhere integration over an element/the domain occurs, including the weak forms of both the

primal and adjoint PDE as well as stabilization schemes (SUPG, GLS, and VMS for CG and the BR2

lifting operators for DG and VMSD).

Normal Vectors

In the Cartesian coordinate system, the unit normal vector is defined as,

n̂ = (dy x̂− dx ŷ)/dS (2.22)
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which is in contrast to the polar coordinate system, where the differential multiplier r appears once again.

In the polar case considered in Chapter 4, our normal vector is defined as,

n̂ = (r dθ r̂ − dr θ̂)/dS (2.23)

2.3 Output Error Estimation

Adaptivity in this context of this work is driven by the ability to estimate the error in a given output based

on the DWR method. We first separate the residual into a bilinear and linear form:

Rh(uh,p, vh,p) ≡ ah(uh,p, vh,p)− lh(vh,p) (2.24)

Given a linear output functional of interest, J (u), the exact adjoint solution w ∈ V +Vh,p is related to the

output functional by (see Chapter 3),

R∗
h(v, w) ≡ ah(v, w)− J (v) = 0 ∀v ∈ V + Vh,p, (2.25)

where V is the solution space and Vh,p is the discrete solution space. The exact output error, E , is then

calculated through the DWR framework using the adjoint,

E ≡ J (u)− J (uh,p) = −Rh(uh,p, w − vh,p) ∀vh,p ∈ Vh,p (2.26)

Calculating the error in this manner depends on the exact adjoint, which is unknown. Instead, the adjoint

is calculated in an enriched p̂ = p + 1 space, and this is used as an approximation for the exact adjoint,

w ≈ wh,p̂.

2.4 Mesh Optimization

Mesh optimization seeks to solve the following optimization problem for an optimal mesh, T ∗,

T ∗ = arg inf
T ∈T(Ω)

E(T ) (2.27a)

s.t. C(T ) ≤ C, (2.27b)
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where T(Ω) is the space of meshes that conform to the physical domain Ω, E is the error, such as defined in

Section 2.3, and C(·) is a cost functional. Performing this optimization on a discrete mesh is intractable, and

we instead perform the minimization over a continuous metric field, a smooth field composed of symmetric

positive definite matrices M(x). The duality between a discrete mesh, Th, and the representation of a

continuous mesh using a Riemannian metric field, M = M(x)|x∈Ω was demonstrated by Loiselle [42]–

[44]. To exploit mesh-metric duality, a mesh generator is used that is metric-conforming, i.e. able to

generate meshes with edge lengths e which are approximately unit under the metric: eTM(x)e ≈ 1. Using

mesh-metric duality, Equation 2.27 becomes,

M∗ = arg inf
M∈M(Ω)

E(M), s.t. C(M) ≤ N (2.28)

where the bound on the cost function is defined as the number of degrees of freedom in the mesh and is

bounded by a user-defined parameter N .

This work considers the Mesh Optimization via Error Sampling and Synthesis (MOESS) algorithm to

model the sensitivity of an error functional to perturbations in the mesh (i.e. changes in element shape

and size) [45]–[47]. In the context of this work, MOESS aims to optimize the mesh to minimize the error

between the computed output and the true output, which is given by either a volume or boundary output

functional as discussed in Chapter 4. The global error model is given by the summation of local errors,

denoted η, which are assumed to only be a function of the local metric. This model is given by:

E(M) =

∫
Ω

η (M(x), x) dx (2.29)

MOESS constructs surrogate models for the local error via local sampling, which measures sensitivity to

local mesh perturbations. MOESS thus does not directly solve Equation 2.27, instead using mesh-metric

duality to solve Equation 2.28.

For a given problem, this optimization is iteratively repeated. To complete one adaptation iteration,

the ensuing steps are followed:

1. Compute the primal uh,p and p̂ = p+ 1 adjoint wh,p̂

2. Compute local error estimates η0 for the current local metric M0

3. Split elements and performing sampling to form a surrogate error model, using the methods described

in Refs. [3], [4], [45]

26



4. Solve the non-linear optimization problem, Equation 2.27, via the Method of Moving Asymptotes

[48] to find the metric field that minimizes the error at a given number of degrees of freedom

5. Generate mesh using a metric-conforming mesher

Throughout Chapter 4, the metric-conforming mesh generators avro [49] and EPIC [50] are utilized.
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Chapter 3

Adjoint Analysis

This section aims to show how the form of the primal output functional, which is assumed to be a general,

combined volume-boundary output, affects the adjoint PDE and BCs. The results of this analysis are then

applied in Chapter 4 to construct analytic adjoint solutions with desirable properties (e.g. boundary layer

like behavior). While this analysis can be completed when ∇ · a⃗ ̸= 0, the assumption of a divergence-free

velocity field is carried into this analysis.

For clarity in this analysis we introduce the subscripts Rw(u,w) and Rs(u,w) to denote the weak and

strong form residuals respectively; these subscripts are used to differentiate the forms used in this chapter

(i.e. residuals with the imposition of BCs) from the forms presented in Chapter 2.1. In Section 3.1.1 the

general adjoint along with its restrictions is derived for the pure advection case, and the same analysis is

then conducted in Section 3.1.2 for the advection diffusion PDE.

3.1 General Enforcement of Boundary Conditions

3.1.1 Advection

Consider first the pure advection case (i.e. µ = 0) in a domain Ω with boundary ∂Ω. We consider the

following Dirichlet BC,

u = uD ∀x⃗ ∈ ∂ΩD (3.1)

where ∂ΩD is the boundary on which Dirichlet BCs are applied. We begin by deriving the Galerkin

weak form weighted residual with weak imposition of the BCs. This follows from a Lagrange multiplier

implementation of the Dirichlet BC [51]–[53]. The Lagrange multiplier can be identified with the weak-
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form boundary flux as follows. Beginning from the strong form residual, which comes from integrating

Equation 2.2, our Lagrange multiplier approach begins with the inclusion of one additional term,

Rs(u,w, λD) =

∫
Ω

w [∇ · (⃗au)− f ] dV

+

∫
∂ΩD

λD(u− uD) dS
(3.2)

We assume the output will be of the form,

J (u) =

∫
Ω

gu dV +

∫
∂Ω

hau(⃗a · n̂) dS (3.3)

where the parameter ha is a constant or function of position. Integrating our strong form residual by parts

gives,
Rs(u,w, λD) =

∫
Ω

u(−∇w · a⃗) dV −
∫
Ω

wf dV

+

∫
∂Ω

wu(⃗a · n̂) dS +

∫
∂ΩD

λD(u− uD) dS
(3.4)

We then invoke duality, giving,

J (u)−Rs(u,w, λD) =

∫
Ω

u(∇w · a⃗+ g) dV +

∫
Ω

wf dV

−
∫
∂Ω

wu(⃗a · n̂) dS +

∫
∂Ω

hau(⃗a · n̂) dS

−
∫
∂ΩD

λD(u− uD) dS

= J ∗(w)−R∗
s(w, u, λD)

(3.5)

From this, we readily identify the adjoint output functional and strong form residual:

J ∗(w) =

∫
Ω

wf dV +

∫
∂ΩD

λDuD dS (3.6)

R∗
s(w, u, λD) = −

∫
Ω

u(∇w · a⃗+ g) dV

+

∫
∂Ω

wu(⃗a · n̂) dS −
∫
∂Ω

hau(⃗a · n̂) dS

+

∫
∂ΩD

λDu dS

(3.7)
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The goal of the adjoint analysis is that this expression is to be independent of u. Since u is arbitrary, we

must have −∇w · a⃗− g = 0 on Ω. This defines the strong form of the adjoint. Next, we have the following

terms on ∂ΩD from our adjoint strong form residual,

u [(ha − w)⃗a · n̂− λD] (3.8)

where the bracketed terms must equal zero for our expression to be independent of u.

If we want J ∗(w) to be linear in w then λD cannot depend on ha (including ha would result in J ∗(w)

as an affine functional of w). As a result, there are two options for λD and ha:

1. λD = −w(⃗a · n̂) and ha = 0. This would result in:

JD,v(u) = 0, J ∗
D,v(w) = −

∫
Γ1

wuD (⃗a · n̂) dS. (3.9)

where JD,v(u) and J ∗
D,v(w) are the boundary contributions to the output on the Dirichlet boundary

where the v denotes the primal output comes from the viscous flux, which in this case is zero.

2. λD = 0 and ha = w. This would result in:

JD,a(u) =

∫
Γ2

hau(⃗a · n̂) dS, J ∗
D,a(w) = 0. (3.10)

where a denotes that these are the boundary contributions when ha ̸= 0.

This gives the complete output functional,

J (u) =

∫
Ω

gu dV +

∫
Γ2

hu(⃗a · n̂) dS (3.11)

Note that ∂ΩD has been broken into Γ1 and Γ2, which represent the choices one can make for λD and ha

in 1. and 2. respectively, Now, we begin from the primal strong form with λD as determined above to

identify our weak form residual,

Rs(u,w) =

∫
Ω

w [∇ · (⃗au)− f ] dV

−
∫
Γ1

w(u− uD)(⃗a · n̂) dS
(3.12)
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Integrating this expression by parts gives our weak form,

Rw(u,w) =

∫
Ω

[−∇w · (⃗au)− fw] dV

+

∫
Γ1

wuD (⃗a · n̂) dS

+

∫
Γ2

wu(⃗a · n̂) dS

(3.13)

In practice, we frequently "upwind" the boundary advection contribution. Thus:

• For ∂ΩD with a⃗ · n̂ < 0, the boundary advective term is
∫
Γ1
wuD (⃗a · n̂) dS, which is consistent with

the viscous output, i.e. the residual component on Γ1.

• For ∂ΩD with a⃗ · n̂ > 0, we denote the boundary advective term is
∫
Γ2
wu(⃗a · n̂) dS, which is consistent

with the advective output, i.e. the residual component on Γ2.

Note that we now denote Γ1 as the inflow boundary (⃗a · n̂ < 0, formerly ∂ΩD) and Γ2 as the outflow

boundary (⃗a · n̂ > 0); this distinction is made to ensure well-posedness of the resulting solution, as well-

posedness requires that we cannot impose a Dirichlet BC on an outflow boundary.

3.1.2 Advection Diffusion

Consider now the advection-diffusion PDE with the following Dirichlet and Neumann BCs,

u = uD ∀x⃗ ∈ ∂ΩD

∇u · n̂ = bN ∀x⃗ ∈ ∂ΩN

(3.14)

where ∂Ω = ∂ΩD ∪ ∂ΩN . As before, we begin by deriving the Galerkin weak form weighted residual

with weak imposition of the BCs through a Lagrange multiplier approach. We start from the strong form

residual,
Rs(u,w, λD, λN) =

∫
Ω

w [∇ · (⃗au− µ∇u)− f ] dV

+

∫
∂ΩD

λD(u− uD) dS +

∫
∂ΩN

µλN(∇u · n̂− bN) dS
(3.15)

We assume the output will be of the form,

J (u) =

∫
Ω

gu dV +

∫
∂Ω

(haa⃗u− hvµ∇u) · n̂ dS (3.16)
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where parameters ha and hv are constants or functions of position. Integrating our strong form residual

by parts gives,

Rs(u,w, λD, λN) =

∫
Ω

u [−∇w · a⃗−∇ · (µ∇w)] dV −
∫
Ω

wf dV

+

∫
∂Ω

w [⃗au− µ∇u] · n̂ dS +

∫
∂Ω

uµ∇w · n̂ dS

+

∫
∂ΩD

λD(u− uD) dS +

∫
∂ΩN

µλN(∇u · n̂− bN) dS

(3.17)

We then invoke duality, giving,

J (u)−Rs(u,w, λD, λN) =

∫
Ω

u [∇w · a⃗+∇ · (µ∇w) + g] dV +

∫
Ω

wf dV

−
∫
∂Ω

w [⃗au− µ∇u] · n̂ dS −
∫
∂Ω

uµ∇w · n̂ dS

+

∫
∂Ω

[hau(⃗a · n̂)− hvµ(∇u · n̂)] dS

−
∫
∂ΩD

λD(u− uD) dS −
∫
∂ΩN

µλN(∇u · n̂− bN) dS

= J ∗(w)−R∗
s(w, u, λD, λN)

(3.18)

From this, we readily identify the adjoint output functional and strong form residual:

J ∗(w) =

∫
Ω

wf dV +

∫
∂ΩD

λDuD dS +

∫
∂ΩN

µλNbN dS (3.19)

R∗
s(w, u, λD, λN) = −

∫
Ω

u [∇w · a⃗+∇ · (µ∇w) + g] dV

+

∫
∂Ω

w [⃗au− µ∇u] · n̂ dS +

∫
∂Ω

uµ∇w · n̂ dS

−
∫
∂Ω

[hau(⃗a · n̂)− hvµ(∇u · n̂)] dS

+

∫
∂ΩD

λDu dS +

∫
∂ΩN

λNµ∇u · n̂ dS

(3.20)

The goal of the adjoint analysis is that this expression is to be independent of u and ∇u · n̂. Since u is

arbitrary, we must have −∇w · a⃗−∇ · (µ∇w)− g = 0 on Ω. This defines the strong form of the adjoint.

Next, we have the following terms on ∂ΩD from our adjoint strong form residual,

u [(ha − w)⃗a · n̂− µ∇w · n̂− λD]− µ∇u · n̂ [hv − w] (3.21)
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As in the previous case, the bracketed terms must be zero. The second term in this expression can only

be zero if w = hv. Now, we set the u multiplier to zero.

If we want J ∗(w) to be linear in w then λD cannot depend on ha, hv (including ha and hv would result

in J ∗(w) as an affine functional of w). As a result, there are two options for λD and ha:

1. λD = −â · n̂w − µ∇w · n̂ and ha = 0. This would result in:

JD,v(u) = −
∫
Γ1

hvµ∇u · n̂ dS, J ∗
D,v(w) = −

∫
Γ1

uD (⃗a · n̂w + µ∇w · n̂) dS (3.22)

where JD,v(u) and J ∗
D,v(w) are the boundary contributions on the Dirichlet boundary where the v

denotes the primal output comes from the viscous flux.

2. λD = −µ∇w · n̂ and ha = w = hv = hf where f denotes a combined "flux". This would result in:

JD,f (u) =

∫
Γ2

hf (⃗a · n̂u− µ∇u · n̂) dS, J ∗
D,f (w) = −

∫
Γ2

µ∇w · n̂uD dS (3.23)

The Dirichlet boundaries are incorporated into the output functional as,

J (u) =

∫
Ω

gu dV −
∫
Γ1

hvµ∇u · n̂ dS +

∫
Γ2

hf (⃗a · n̂u− µ∇u · n̂) dS (3.24)

Note that ∂ΩD has been broken into Γ1 and Γ2, which represent the choices one can make for λD and ha

in 1. and 2. respectively, Now, we begin from the primal strong form with λD as determined above to

identify our weak form residual. As a note, we only consider the Dirichlet boundary for now,

Rs(u,w) =

∫
Ω

w [∇ · (⃗au− µ∇u)− f ] dV

−
∫
Γ1

[(⃗aw + µ∇w) · n̂] (u− uD) dS

−
∫
Γ2

(µ∇w · n̂)(u− uD) dS

(3.25)
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Integrating this expression by parts gives our weak form,

Rw(u,w) =

∫
Ω

[−∇w · (⃗au− µ∇u)− fw] dV

+

∫
Γ1

[w(⃗auD − µ∇u)− µ∇w(u− uD)] · n̂ dS

+

∫
Γ2

[w(⃗au− µ∇u)− µ∇w(u− uD)] · n̂ dS

(3.26)

In practice, we frequently "upwind" the boundary advection contribution. Thus:

• For ∂ΩD with a⃗ · n̂ < 0, the boundary advective term is
∫
Γ1
wuD (⃗a · n̂) dS, which is consistent with

the viscous output, i.e. the residual component on Γ1.

• For ∂ΩD with a⃗ · n̂ > 0, we denote the boundary advective term is
∫
Γ2
wu(⃗a · n̂) dS, which is consistent

with the advective output, i.e. the residual component on Γ2.

Γ1 is the inflow boundary (⃗a · n̂ < 0) and Γ2 is the outflow boundary (⃗a · n̂ > 0). As we can see from these

results, Dirichlet BCs are applied on both inflow and outflow boundaries. ∂ΩN is the inflow boundary

on which Neumann BCs are applied. The distinction between which BC is applied on which boundary is

made to ensure well-posedness in the advective limit of the problem (i.e. µ → 0). In the advective limit,

as discussed in the previous section, we cannot set a Dirichlet BC on an outflow boundary, and as such

this BC will disappear in the advective limit. We are also unable to set any Neumann or Robin BCs in

the advective limit, choosing to set them on an inflow boundary in this case to mimic the choice of no

Dirichlet BCs on an outflow boundary.

We now consider the treatment of ∂ΩN , which has the following terms from our adjoint strong form

residual,

u [(ha − w)⃗a · n̂− µ∇w · n̂]− µ∇u · n̂ [hv − w + λN ] (3.27)

In this case, we are left with the constraints:

wa⃗ · n̂+ µ∇w · n̂ = haa⃗ · n̂, λN = w, hv = 0. (3.28)

which leads to the corresponding output contributions,

JN(u) =

∫
∂ΩN

haa⃗ · n̂u dS, J ∗
N(w) =

∫
∂ΩN

µwbN dS. (3.29)
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Combining this result with the Dirichlet boundary gives the complete strong form weighted residual,

Rs(u,w) =

∫
Ω

w [∇ · (⃗au− µ∇u)− f ] dV

−
∫
Γ1

[(⃗aw + µ∇w) · n̂] (u− uD) dS

−
∫
Γ2

(µ∇w · n̂)(u− uD) dS

+

∫
∂ΩN

µw(∇u · n̂− bN) dS

(3.30)

As well as the output functional,

J (u) =

∫
Ω

gu dV −
∫
Γ1

hµ∇u · n̂ dS

+

∫
Γ2

h(⃗au− µ∇u) · n̂ dS

+

∫
∂ΩN

ha⃗u · n̂ dS

(3.31)

Integrating our strong form by parts gives the complete weak residual,

Rw(u,w) =

∫
Ω

[−∇w · (⃗au− µ∇u)− fw] dV

+

∫
Γ1

[w(⃗auD − µ∇u)− µ∇w(u− uD)] · n̂ dS

+

∫
Γ2

[w(⃗au− µ∇u)− µ∇w(u− uD)] · n̂ dS

+

∫
∂ΩN

w(⃗au · n̂− µbN) dS

(3.32)
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Chapter 4

Numerical Results

This chapter considers the results of simulating the advection-diffusion problem in both Cartesian and polar

coordinates systems, using both uniform and adaptive refinement in tandem with several finite element

schemes.

4.1 Primal Problem

For this section, we consider the advection-diffusion problem within an annulus, the region between two

concentric circles. We define this region as Ω ≡ [r0, r1]× [θ0, θ1], with r0 = 1, r1 = 2, θ0 = 0, θ1 = π/2, as

shown in Figure 4-1.

We first aim to find a primal solution which produces a Blasius-type boundary layer. This boundary

layer will be located along the edge of the inner circle, increasing in thickness with decreasing θ. We assume

a functional form of,

u(n) = u0 erf
(n
2

)
= u0 erf

(
r −R

2
√

(θ − θLE)µr/a0

)
(4.1)

where n = r−R√
(θ−θLE)µr/a0

is chosen to take into account the curvature of the annulus. With this choice

of u(n), we have a non-zero forcing term, f in the primal PDE, which we find using the method of

manufactured solutions (MMS). The analytic function, u(n), is used to impose Dirichlet BCs on all four

domain boundaries for the volume output problem.

As θ is defined to be increasing in the counter-clockwise direction, while the boundary layer we have

shown here increases in thickness as it traverses the annulus in the clockwise direction; we must therefore
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define our advective velocity to be strictly negative in the θ̂ direction (a0 < 0) and the leading edge of our

boundary layer, θLE, must fall outside our domain and be larger than θ (i.e. 0 ≤ θ ≤ π/2 < θLE).

(a) Primal solution. (b) Adjoint solution.

Figure 4-1: Primal and adjoint solutions to volume output problem in the annulus domain using Cartesian
coordinates solved adaptively with VMSD using p = 3, q = 3 and ≈ 37, 000 requested DOFs.

4.2 Volume Output Problem

4.2.1 Volume Output and Adjoint

We utilize a volume output functional of the form,

J (u) =

∫
Ω

gu dV (4.2)

where g is calculated using MMS from the adjoint PDE.

For this problem, we utilize a product of sinusoids for the adjoint, satisfying the requirement of a

homogenous solution along all four boundaries in the case of a volume output; this requirement comes

from our adjoint analysis, Equation 3.18. The adjoint is given by,

w(r, θ) = sin (πr) sin (2θ) (4.3)

This analysis is consistent between both polar and Cartesian coordinate systems, allowing us to simply
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choose the form of (4.1) and (4.3) which corresponds to our coordinate system of choice. The adjoint can

be seen in Figure 4-1b. While in Cartesian coordinates the computational domain is equivalent to the

physical domain (e.g. the domain shown in Figure 4-1), in polar coordinates the domain is represented by

a simple rectangle, as shown in Figure 4-2.

(a) Primal solution. (b) Adjoint solution.

Figure 4-2: Primal and adjoint solutions volume output problem in the annulus domain using polar
coordinates solved adaptively with VMSD using p = 3, q = 1 and ≈ 37, 000 requested DOFs.

With the choice of parameters µ = 1/2000, a0 = −3/5, R = 1, θLE = 3π/5, we are able to create

a boundary layer roughly 1/10 the thickness of the domain, resulting in an analytic output J (u) =

−0.0038915838044611.

4.2.2 Impact of Grid Order

One of the major considerations of this work is the impact of the order, q, of the geometry itself when

solving in Cartesian coordinates. To better understand this relationship, we consider solving the advection-

diffusion equation using uniform refinement with the volume output introduced previously. Uniform refine-

ment consists of first generating a structured quadrilateral mesh with elements of uniform size and shape,

and then subdividing each element in half; the results of this study can be seen in Figure 4-3. While in

this case, convergence of the primal L2 is not affected by the grid order, we see that convergence of both

the adjoint L2 error and output error are severely hindered by the order of the geometry, with a failure

to achieve superconvergence in the output. This issue has been observed in the context of adaptive finite

element methods by Ursachi, and it was found that, for problems with curved geometries, the grid order
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must be at least equivalent to the polynomial order, i.e. q ≥ p [54]. This is reflected by this study, as with

q = 2, we are able to recover superconvergence of the output functional. Because of this, all Cartesian

problems in the annulus domain are solved isoparametrically.

64 1/2250 1/21000 1/24000 1/216000 1/264000 1/2

hD = (DOF) 1/2

10 8

10 7

10 6

10 5

10 4

10 3

10 2

L 2
 E

rr
or

q = 1, p = 1 (2.0)
q = 1, p = 2 (3.0)
q = 1, p = 3 (4.1)
q = 2, p = 1 (2.0)
q = 2, p = 2 (3.0)
q = 2, p = 3 (4.0)

(a) Primal L2 error.

64 1/2250 1/21000 1/24000 1/216000 1/264000 1/2

hD = (DOF) 1/2

10 8

10 7

10 6

10 5

10 4

10 3

10 2

10 1

L 2
 E

rr
or

q = 1, p = 1 (2.0)
q = 1, p = 2 (2.0)
q = 1, p = 3 (2.0)
q = 2, p = 1 (2.0)
q = 2, p = 2 (3.0)
q = 2, p = 3 (4.1)

(b) Adjoint L2 error.

64 1/2250 1/21000 1/24000 1/216000 1/264000 1/2

hD = (DOF) 1/2

10 8

10 6

10 4

10 2

Re
la

ti
ve

 E
rr

or

q = 1, p = 1 (2.0)
q = 1, p = 2 (2.0)
q = 1, p = 3 (2.0)
q = 2, p = 1 (2.0)
q = 2, p = 2 (6.2)
q = 2, p = 3 (-1.1)

(c) Relative output error.

Figure 4-3: Uniform refinement results for unstabilized CG discretization for grid orders q = 1, 2.

4.2.3 Cartesian and Polar Comparison

To compare the use Cartesian and polar coordinates, we utilize VMSD to assess their performance relative

to each other; VMSD consistently produced the lowest error per degree of freedom of any scheme tested,

and thus, we use this as our "best-in-class" discretization.

We begin with a comparison of uniform refinement in both the Cartesian and polar coordinate systems.

Representative uniform meshes in both Cartesian and polar coordinates can be seen in Figure 4-4. The
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results can be seen in Figure 4-5. Unless otherwise stated, convergence data is shown with the results

colored corresponding to polynomial order, with the approximate rates of convergence (calculated from

the last two data points in each best-fit line) included as parenthetical data. Figures 4-5a and 4-5b show

essentially identical performance in terms of L2 error in resolving the both the primal and adjoint solutions

for both coordinate systems. We would thus expect to see the same type of behavior in resolving the output

between the two cases, which is reflected in Figure 4-5c. Relative output error is defined as |Jcalc−Jtrue|
Jtrue

,

where Jcalc and Jtrue are the calculated and exact output values respectively.

(a) Cartesian mesh. (b) Polar mesh.

Figure 4-4: Uniform meshes in both Cartesian and polar coordinates, using q = 3 and q = 1, respectively.

We now move on to the primary goal of this work, a comparison of adaptive refinement using the

MOESS algorithm between the two coordinate systems, the results of which can be seen in Figure 4-

6. The MOESS algorithm works to minimize the error in the output functional, and thus, does not

necessarily aim to achieve the same level of overall fidelity in either the primal or adjoint solution as the

uniform refinement case, instead only refining in areas which have a significant impact on the output.

The adjoint solution is fairly benign in this case, and refinement of the adjoint does not appear to have

a significant impact on the output value, leading to higher L2 error in the adjoint relative to the uniform

refinement case, while the primal is resolved to a much higher fidelity. We see that, while adaptation in

polar coordinates underperforms against its Cartesian counterpart when resolving the adjoint, it has higher

performance not only in resolving the primal, but more importantly in resolving the output value.

The reasoning behind the better performance of polar adaptivity relative to Cartesian likely stems from

how curvature is embedded natively into the polar computational domain. Cartesian adaptation is only

41



64 1/2250 1/21000 1/24000 1/216000 1/264000 1/2

hD = (DOF) 1/2

10 5

10 4

10 3

10 2

10 1

L 2
 E

rr
or

Polar: p = 1 (2.1)
Polar: p = 2 (2.8)
Polar: p = 3 (4.1)
Cart.: p = 1 (2.1)
Cart.: p = 2 (2.8)
Cart.: p = 3 (4.1)

(a) Primal L2 error.

64 1/2250 1/21000 1/24000 1/216000 1/264000 1/2

hD = (DOF) 1/2

10 8

10 7

10 6

10 5

10 4

10 3

10 2

10 1

L 2
 E

rr
or

Polar: p = 1 (2.1)
Polar: p = 2 (2.8)
Polar: p = 3 (4.0)
Cart.: p = 1 (2.1)
Cart.: p = 2 (2.8)
Cart.: p = 3 (4.0)

(b) Adjoint L2 error.

64 1/2250 1/21000 1/24000 1/216000 1/264000 1/2

hD = (DOF) 1/2

10 10

10 8

10 6

10 4

10 2

100

Re
la

ti
ve

 E
rr

or

Polar: p = 1 (2.2)
Polar: p = 2 (3.6)
Polar: p = 3 (6.2)
Cart.: p = 1 (2.5)
Cart.: p = 2 (3.0)
Cart.: p = 3 (7.4)

(c) Relative output error.

Figure 4-5: Uniform refinement results for volume output problem using VMSD discretization in both
Cartesian and polar coordinates.

able to produce curved elements at orders p = q > 1, and the metric-conforming mesh generator EPIC

only produces curvature to align with the boundaries of the domain; this curvature is then propagated

inwards from the boundaries, which may or may not result in curved elements on the interior. Examples

of q = 1 and q = 3 adaptively generated meshes can be seen in Figure 4-7. On the other hand, a q = 1

mesh in polar coordinates has a curved representation when transformed into Cartesian coordinates, as is

illustrated by Figure 4-8. One major way this lack of interior curvature manifests is in the production of

isotropic elements in the boundary layer.

When adaptively refining a mesh to capture a thin boundary layer, it is expected that there will be

significant anisotropy (i.e. elements with a high aspect ratio) to capture the behavior of the boundary

layer, with the potential for more isotropic elements away from the boundary layer. We see some anisotropy
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close to the wall in both the Cartesian and polar coordinate systems, as seen in Figure 4-9, along with

isotropic elements in the interior of the domain. As the MOESS algorithm adaptively refines the mesh

to resolve errors in both the primal and adjoint solutions, we see the relatively benign behavior from the

adjoint resulting in lower anisotropy than we would typically expect. Despite this, we see a higher level of

anisotropy in the polar coordinate system relative to the Cartesian as we move further from the wall.
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Figure 4-6: Adaptive refinement results for volume output problem using VMSD discretization in both
Cartesian and polar coordinates.

4.2.4 Additional Discretizations

In addition to VMSD, both unstabilized CG and DG methods were tested, the results of which can be

found in Figures 4-10 and 4-11 respectively. Both discretizations show extremely similar behavior to

VMSD, with slightly higher levels of error on average. For CG, this is because there are no guarantees on
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(a) p = 1, q = 1 and ≈ 4, 000 requested DOFs. (b) p = 3, q = 3 and ≈ 37, 000 requested DOFs.

Figure 4-7: Adaptive meshes generated for volume output problem in the annulus domain using Cartesian
coordinates solved adaptively with VMSD.

stability until the Peclet number is approximately equal to 1; in this case, since µ is small relative to the

advective velocity, a Peclet number of 1 is not achieved in the range of degrees of freedom tested for CG.

For DG, the higher error per degree of freedom can be attributed to the duplication of degrees of freedom

across elements, meaning that a greater number of degrees of freedom is required to achieve the same level

of accuracy as VMSD. We see that, for both polar CG and DG, despite small differences in the primal and

adjoint L2 errors, the additional curvature of the mesh leads to a significantly more accurate calculation

of the output than the Cartesian case.
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(a) Polar computational domain (r, θ). (b) Physical domain (x, y).

Figure 4-8: Adaptive meshes generated for volume output problem in the annulus domain using polar
coordinates solved adaptively with VMSD using p = 3 and ≈ 37, 000 requested DOFs.

(a) Cartesian mesh. (b) Polar mesh.

Figure 4-9: Zoomed views of adaptive meshes generated for both Cartesian and polar volume output
problems in the annulus domain solved adaptively with VMSD using p = 3 and ≈ 37, 000 requested DOFs.
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Figure 4-10: Adaptive refinement results for volume output problem using unstabilized CG discretization
in both Cartesian and polar coordinates.
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Figure 4-11: Adaptive refinement results for volume output problem using DG discretization in both
Cartesian and polar coordinates.
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4.3 Boundary Output Problem

To emulate a more realistic quantity of interest such as skin friction, we now aim to create a boundary

output in the annulus domain. The exact solution to our primal PDE will again be (4.1), but we now

require an adjoint which allows for a boundary output calculation to be performed.

4.3.1 Boundary Output and Adjoint

We now assume zero diffusion in the θ direction in both the primal and adjoint PDEs, which leads to a

different primal forcing function, f , than in the volume output problem. We again use MMS to derive

f . Without this assumption, obtaining an analytic adjoint using separation of variables would not be

possible for this problem; the additional factors of r present in the gradient and divergence operators in

polar coordinates render it impossible to break the adjoint solution two independent functions. Having

an analytic adjoint solution for this problem is critical, as without it, we would have a non-zero adjoint

forcing term, g. From Equation 3.31, we know that a non-zero g corresponds to a primal volume output

functional, and thus, g must be zero to ensure a boundary output problem. We begin by deriving an

analytic solution to our modified version of the advection-diffusion PDE, in which there is zero θ diffusion,

−aθ
r

∂w

∂θ
− µ

r

∂

∂r

(
r
∂w

∂r

)
= 0 (4.4)

We now break the adjoint into w(r, z) = R(r)Θ(θ),

−aθR(r)Θ′(θ) + µΘ(θ)(R′(r) + rR′′(r))

r
= −µ

R′(r)

R(r)
− µr

R′′(r)

R(r)
− aθ

Θ′(θ)

Θ(θ)
(4.5)

We will treat this now as two independent ODEs,

−µ
R′(r)

R(r)
− µr

R′′(r)

R(r)
= −c2 (4.6)

−aθ
Θ′(θ)

Θ(θ)
= c2 (4.7)
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Since one is a function of r alone and the other a function of θ alone, the only possible solution is if both

are equal to a constant. We first solve for R(r),

−µ
R′(r)

R(r)
− µr

R′′(r)

R(r)
= −c2, R(r0) = R0, R(r1) = 0

R(r) = R0

(
I0

(
2c
√
r1√
µ

)
K0

(
2c
√
r

√
µ

)
− I0

(
2c
√
r

√
µ

)
K0

(
2c
√
r1√
µ

))/
(
I0

(
2c
√
r1√
µ

)
K0

(
2c
√
r0√
µ

)
− I0

(
2c
√
r0√
µ

)
K0

(
2c
√
r1√
µ

)) (4.8)

Where I0(r) and K0(r) correspond to modified Bessel functions of the 1st and 2nd kind, respectively. We

now solve for Θ(θ), noting that we are only able to impose one BC on our solution because this is now a

first-order ODE,
−aθ

Θ′(θ)

Θ(θ)
= c2, Θ

(π
2

)
= 1

Θ(θ) = e
c2π
2aθ

− c2θ
aθ

(4.9)

Our analytic adjoint is given by the product w(r, z) = R(r)Θ(θ), seen in Figure 4-12.

(a) Primal solution. (b) Adjoint solution.

Figure 4-12: Primal and adjoint solutions to boundary output problem in the annulus domain using
Cartesian coordinates solved adaptively with VMSD using p = 3, q = 3 and ≈ 37, 000 requested DOFs.

For the Cartesian implementation of the PDE, the advective terms are calculated through the transfor-

mations outlined at the beginning of Section 4.2. However, the diffusive terms are more nuanced, as zero

diffusion in the θ̂ direction does not correspond to zero diffusion in a single Cartesian coordinate direction.
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We can no longer treat this as a scalar coefficient of diffusion, µ, instead utilizing a viscous tensor,

K(x, y) =

kxx(x, y) kxy(x, y)

kyx(x, y) kyy(x, y)

 ∝

krr krθ

kθr kθθ

 (4.10)

The polar and Cartesian unit vectors are related by,

r̂ = î cos(θ) + ĵ sin(θ) θ̂ = −î sin(θ) + ĵ cos(θ) (4.11)

î = r̂ cos(θ)− θ̂ sin(θ) ĵ = r̂ sin(θ) + θ̂ cos(θ) (4.12)

Let c = cos(θ), s = sin(θ). Using dyadics, we can transform our polar diffusivity tensor into Cartesian

coordinates,

K = r̂r̂ krr + r̂θ̂ krθ + θ̂r̂ kθr + θ̂θ̂ kθθ

= (̂ic+ ĵs)(̂ic+ ĵs)krr + (̂ic+ ĵs)(−îs+ ĵc)krθ

+ (−îs+ ĵc)(̂ic+ ĵs)kθr + (−îs+ ĵc)(−îs+ ĵc)kθθ

= (̂îic2 + îĵcs+ ĵ îcs+ ĵĵs2)krr + (−î̂ics+ îĵc2 − ĵ îs2 + ĵĵcs)krθ

+ (−î̂ics− îĵs2 + ĵ îc2 + ĵĵcs)kθr + (̂îis2 − îĵcs− ĵ îcs+ ĵĵc2)kθθ

= î̂i(c2krr − cs(krθ + kθr) + s2kθθ) + îĵ(cs(krr − kθθ) + c2krθ − s2kθr)

+ ĵ î(cs(krr − kθθ)− s2krθ + c2kθr) + ĵĵ(s2krr + cs(krθ + kθr) + c2kθθ)

≡ î̂ikxx + îĵkxy + ĵ îkyx + ĵĵkyy

(4.13)

Finally, our boundary functional is given by,

J (u) =

∮
Γ

h(⃗au−K · ∇u) · n̂ dS =

∮ θ1

θ0

(−rwK · ∇u)|r0 · (−r̂) dθ

+

∮ r1

r0

(w(⃗au−K · ∇u))|θ0 · (−θ̂) dr

+

∮ r1

r0

(w(⃗au−K · ∇u))|θ1 · (θ̂) dr

(4.14)

With the choice of parameters µ = 1/2000, a0 = −3/5, c = 1, r0 = 1 , r1 = 2, R0 = 1, our analytic output

is given by J (u) = −0.0000392729413449.
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4.3.2 Cartesian and Polar Comparison

As in the case of the volume output, we will primarily discuss VMSD, as it consistently outperformed

all other discretizations which were tested. We begin our analysis of the boundary output through a

comparison of uniform refinement between the two coordinate systems, shown in Figure 4-13. The results

show once more that when utilizing uniform refinement, the convergence of the L2 errors as well as the

output functional are nearly identical. While small variations occur, likely due to the reasons discussed in

Section 4.2.3, the differences in curvature is limited in effect, as the meshes are almost equivalent.

The adaptive results tell a different story, however. For this boundary output case, both the primal and

adjoint solutions have nearly the same boundary layer behavior along the inner radius of the annulus and

have nearly constant flow fields away from the inner wall. Thus, resolving either the primal or the adjoint

solution will result in the other solution being resolved as well, which was not the case when for the volume

output. We see that polar adaptation continues to outperform Cartesian adaptation in terms of primal L2

and output error, and now outperforms the Cartesian case when resolving the adjoint too. The relative

performance in resolving the output error is perhaps the most striking, as the polar case outperforms the

Cartesian case by several orders of magnitude of accuracy for p = 1 and p = 2. For p = 3, the Cartesian

case struggles to converge. This is likely due to a bug in the way the adaptive algorithm handles curved

elements, and a discussion of this can be seen in Appendix A. Even accounting for the subpar convergence

of the p = 3 adaptive Cartesian results, we still see several orders of magnitude improvement in terms of

output error when considering the polar case.

Because the adjoint is also zero, or nearly zero, away from the inner wall, accurate calculation of the

boundary output will essentially only demand high resolution along the inner wall, and this behavior is

observed for both the Cartesian and polar coordinates systems. However, the Cartesian mesh is not able

to achieve near the same level of anisotropy as the polar mesh. This is likely part of the reason behind

why the Cartesian case struggled to resolve the output to the same precision as the polar case.

These results offer two main conclusions. First, these results indicate the potential advantages of

modeling the impact of curvature on error estimation, which is discussed in Section 5.2. Second, they

demonstrate the need for a metric-conforming mesh generator capable of generating curved elements to be

able to fully leverage the advantages of higher-order finite element methods, namely, superconvergence of

the output functional. Without the ability to produce highly anisotropic, curved elements, as were shown

to be extremely effective from the polar, mesh-based mapping, accuracy will be limited when considering

problems in curved domains.
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(b) Adjoint L2 error.
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(c) Relative output error.

Figure 4-13: Uniform refinement results for boundary output problem using VMSD discretization in both
Cartesian and polar coordinates.

4.3.3 Additional Discretizations

In addition to VMSD, both unstabilized CG and DG methods were tested, the results of which can be found

in Figures 4-17 and 4-18 respectively. As was the case with VMSD, we see that both CG and DG are able

to resolve both the primal and adjoint solutions more accurately in the polar case than in the Cartesian.

While the Cartesian case sees convergence similar behavior to VMSD, the DG polar discretization is only

limited by the number of degrees of freedom; the CG discretization on the other hand has no guarantees on

stability, and it appears that the polar discretization encounters either a stability issue or a zero crossing,

causing the error to spike for the final iteration.
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Figure 4-14: Adaptive refinement results for boundary output problem using VMSD discretization in both
Cartesian and polar coordinates.
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(a) Cartesian mesh. (b) Polar mesh.

Figure 4-15: Adaptive meshes generated for both Cartesian and polar boundary output problems in the
annulus domain solved adaptively with VMSD using p = 3 and ≈ 2, 400 requested DOFs.

(a) Cartesian mesh. (b) Polar mesh.

Figure 4-16: Cartesian and polar meshes from Figure 4-15 converted into (r, θ) coordinates. Meshes have
been zoomed in to highlight anisotropy near the wall.
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Figure 4-17: Adaptive refinement results for boundary output problem using unstabilized CG discretization
in both Cartesian and polar coordinates.
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Figure 4-18: Adaptive refinement results for boundary output problem using DG discretization in both
Cartesian and polar coordinates.
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Chapter 5

Conclusion

5.1 Summary

In this thesis, the effects of mesh curvature on higher-order methods and mesh adaptation have been

investigated for the advection-diffusion equation in a curved domain. In particular, the results of this

investigation demonstrate the potential for mesh curvature to control error. For each polynomial order,

discretization, and output functional tested, solving the advection-diffusion equation in a polar coordinate

system to introduce appropriate element curving achieved significantly higher levels of accuracy in com-

puting output quantities of interest. These results also showcase the potential improvements over existing

higher-order, adaptive finite element methods which are possible with the use of a metric-conforming mesh

generator capable of generating curved elements.

In addition to this, adjoint analysis performed in this work demonstrated how the form of the primal

output functional, which is assumed to be a general, combined volume-boundary output, affects the adjoint

PDE and BCs; these results allow us to construct analytic adjoint solutions with desirable properties (e.g.

boundary layer like behavior). Analytic primal and adjoint solutions for both volume and boundary output

functionals in Cartesian and polar coordinate systems were derived, providing a framework through which

to test the performance of future adaptive methods for curved mesh generation.

5.2 Future Work

In addition to resolving this issues discussed in Appendix A, the most clear extension of this work is the

development of an adaptive process which utilizes mesh curvature to control error. One could envision the
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inclusion of mesh curvature into the MOESS edge-splitting process. i.e. instead of merely splitting each

edge when performing the local error sampling process, the effects of different amounts of curvature could

be considered as well. This would allow for the algorithm to produce curved elements that provide better

approximation spaces than is possible with straight element shapes. The test cases and analytic solutions

presented in this work can be used to aid in the development of such an adaptive process, as it provides a

consistent methodology and results with which future methods can be compared.

Another extension of this work is to investigate the potential of incorporating the misrepresentation of

domain geometry into the error estimation process. Section 4.2.2 showcases the impact of the geometry

order on the convergence of the output quantity of interest, illustrating the limitations that exist when

the geometry is not accurately represented by the mesh. If there was instead a quantification for this

type of error, we may see better performance in the case of adaptive meshing. For example, in the case

of utilizing q = 1 elements in the annulus domain, there is the potential to improve the performance of

the adaptive process if it were to account for errors in the representation of the curved boundaries with

linear elements. This could also be incorporated into the previous suggestion for accounting for curvature

as part of the mesh adaptation process, allowing for higher order elements to conform to the geometry and

for that curvature to exist throughout the domain, as opposed to the process utilized in this work (forcing

the mesh to match the boundaries of the geometry and propagating that curvature into the interior of the

domain).
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Appendix A

Adaptivity Issues

This appendix will briefly discuss the issues faced in performing adaptation on the q = 3 annulus mesh in

the case of the boundary output problem, offering potential reasons for these issues as well as a discussion

of future work towards resolving this issue.

A.1 Low Viscosity Boundary Output

The results for the low viscosity boundary output problem solved with VMSD on the finest mesh after

40 adaptive iterations can be seen in Figure A-1. Recalling the results shown in Section 4.3.2, we know

the error in the computed output for the Cartesian case to be significantly higher than expected, with

the error appearing to plateau at a magnitude of 10−5, while its polar counterpart approaches machine

precision. It is difficult to diagnose the issue from this mesh alone, but we are able to zoom in to better see

the behavior of elements on the boundary, as seen in Figure A-1b. It is still difficult to see exactly what is

occurring, but we speculate that there is too much refinement occurring on this inner boundary; i.e. there

are too many elements being placed along this boundary. However, the boundary layer in this problem is

quite thin, which may be contributing to this concentration of elements.
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(a) Final low viscosity Cartesian mesh. (b) Zoomed view.

Figure A-1: Adaptive mesh generated for the Cartesian boundary output problem with low viscosity in
the annulus domain solved adaptively with VMSD using p = 3 and ≈ 37, 000 requested DOFs.

A.2 High Viscosity Boundary Output

To investigate this issue further, we increase the viscosity, thereby increasing the thickness of the boundary

layer significantly; with this additional thickness, we would expect to see far fewer elements concentrated

along that inner boundary. We begin our investigation by analyzing the behavior of the mesh at each

adaptive iteration, noting any major deviations from the expected behavior. Figure A-2 shows the initial

Cartesian mesh for context, and Figures A-3, A-4, and A-5 show the mesh after 2, 3, and 40 (the maximum

number) of adaptive iterations respectively. We see that, after only 2 adaptive iterations, the concentration

of the elements along the inner boundary is far greater than expected, with an even greater concentration

elements being seen after the 3rd iteration. By iteration 40, the elements are extremely tightly concentrated

along the inner wall, and the elements themselves are small, without a high degree of anisotropy. While not

as apparent in the earlier iterations, we also see a higher than expected level of refinement along the outer

boundary where the boundary layer is smoothly varying; we would expect a similar level of refinement

along this boundary as is present in the center of the domain because of this. These two behaviors point

towards the curvature on these boundaries as a potential source of the errors occurring in the adaptation

process.

Another approach taken to investigate this issue was to compare the metric request to the metric implied

by the mesh produced from the request. These metrics appeared consistent in our analysis. Because of
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this evidence, we believe that the issue most likely lies somewhere in the adaptive process itself, perhaps

within the error modeling or local sampling process. One place this could be occurring is in the local edge-

splitting process. The issue is only seen on higher-order, specifically q = 3, meshes, and may stem from

how nodes on the interior of a curved element are positioned on the interior of the curved sub-elements

post-edge-splitting. However, this commentary is speculative, and further investigation is required to bring

finality to this discussion.

(a) Initial Cartesian mesh. (b) Zoomed view.

Figure A-2: Initial Cartesian mesh for VMSD case with p = 3 and ≈ 37, 000 requested DOFs.
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(a) Cartesian mesh after 2 adaptive iterations. (b) Zoomed view.

Figure A-3: Cartesian mesh for VMSD case after 2 adaptive iterations with p = 3 and ≈ 37, 000 requested
DOFs.

(a) Cartesian mesh after 3 adaptive iterations. (b) Zoomed view.

Figure A-4: Cartesian mesh for VMSD case after 3 adaptive iterations with p = 3 and ≈ 37, 000 requested
DOFs.
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(a) Final Cartesian mesh. (b) Zoomed view.

Figure A-5: Cartesian mesh for VMSD case after 40 adaptive iterations with p = 3 and ≈ 37, 000
requested DOFs.
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Appendix B

Axisymmetric Coordinate System

In this section, we outline work similar to that seen in Chapter 4, now comparing the performance of the

adaptive algorithm between an axisymmetric coordinate system to the Cartesian coordinate system. As

this work does pertain to coordinate transformations and not the potential for improvements based on

higher-order meshing, it is kept in this appendix for clarity in the main body of this work.

B.1 Primal Output and Residual

The gradient and divergence operators are defined in axisymmetric coordinates as,

∇u =
∂u

∂r
r̂ +

∂u

∂z
ẑ

∇ · f⃗ =
1

r

∂

∂r
(rfr) +

∂fz
∂z

(B.1)

Assuming scalar µ and substituting these definitions into Equations 3.31 and 3.30 gives,

J (u) =

∫
Ω

gu dV −
∮
Γ1

hµ

(
∂u

∂r
r̂ +

∂u

∂z
ẑ

)
· n̂ dS

+

∮
Γ2

h

[
a⃗u− µ

(
∂u

∂r
r̂ +

∂u

∂z
ẑ

)]
· n̂ dS

(B.2)

Rs(u,w) =

∫
Ω

w

[
ar
∂u

∂r
+ az

∂u

∂z
− µ

(
1

r

∂u

∂r
+

∂2u

∂r2
+

∂2u

∂z2

)
− f

]
dV

−
∮
Γ1

[[
a⃗w + µ

(
∂w

∂r
r̂ +

∂w

∂z
ẑ

)]
· n̂
]
(u− uD) dS

−
∮
Γ2

µ

[(
∂w

∂r
r̂ +

∂w

∂z
ẑ

)
· n̂
]
(u− uD) dS

(B.3)
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where Γ1 and Γ2 are defined in Section 3.1.2.

In the axisymmetric case, our normal vector and differentials are defined as

dS =
√
dr2 + dz2 (B.4)

dV = r dr dz (B.5)

n̂ = (dz r̂ − drẑ)/dS (B.6)

B.2 Volume Output

We first consider the advection-diffusion problem within a rectangular domain. This is defined to be the

unit square in Cartesian coordinates, Ω ≡ [x0, x1]× [y0, y1], with x0 = 0, x1 = 1, y0 = 0, y1 = 1 (Figure B-

1), and a rectangle in axisymmetric coordinates, Ω ≡ [r0, r1]× [z0, z1], with r0 = 0.5, r1 = 1, z0 = 0, z1 = 1

(Figure B-2). This is done in order to avoid the singularity at r = 0, while solving a problem analogous to

the Cartesian case. Unless otherwise stated, all problems in this section were solved using the unstabilized

CG, DGBR2, and VMSDBR2 discretizations.

For our primal solution we propose to use the double-boundary layer problem as it appears in Section

2.4.1 of Arthur Huang’s PhD thesis [40].

∇ · (⃗au− µ∇u) = 0, (B.7)

where a⃗ ∈ R2 is the advective velocity, µ ∈ R+ is the viscosity, and the divergence and gradient operators

are defined as,

∇ · f⃗ =
∂fx
∂x

+
∂fy
∂y

(B.8)

∇u =
∂u

∂x
x̂+

∂u

∂y
ŷ (B.9)

We apply Dirichlet boundary conditions of the form,

u = uD ∀x⃗ ∈ ∂Ω (B.10)
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where uD is taken from an exact solution to (B.7), given by,

u(x⃗) = 1−
2∏

i=1

1− e−
ai(1−xi)

µ

1− e−
ai
µ

. (B.11)

We select the same specific parameters as were used in Huang’s PhD,

a1 = 3/5, a2 = 4/5, µ = 1/50 (B.12)

this results in a boundary layer thickness of roughly 1/10 the thickness of the domain, behavior we aim to

emulate with all boundary layer variations utilized in this work. Our output functional takes the form,

J (u) =

∫
Ω

gu dV (B.13)

where g comes from the strong form of the adjoint PDE, g = −a⃗ · ∇w − ∇ · (µ∇w). From Section 3.1,

we know that an output of this form requires an adjoint solution with homogenous, Dirichlet boundary

conditions, w = 0, ∀x⃗ ∈ ∂Ω. g(x, y) is chosen using the method of manufactured solutions such that the

exact adjoint is a smooth function with continuous derivatives and homogenous boundary conditions,

w(r, z) = sin (πx) sin (πy) (B.14)

which requires,

g(x, y) = −a⃗ · ∇w −∇ · (µ∇w)

= −πa1 cos πx1 sin πx2 − πa2 sin πx1 cos πx2 + 2π2µ sin πx1 sin πx2

(B.15)

This choice of g(x, y) results in an output J (u) = 0.080339559180953.

We now propose a corresponding axisymmetric formulation to the double boundary layer problem,

beginning from Equation B.7, choosing a constant µ and a⃗ = (ar, az) = (U1
r1
r
,W ), such that a⃗ is divergence-

free,

ar
∂u

∂r
+ az

∂u

∂z
− µ

r

∂

∂r

(
r
∂u

∂r

)
− µ

∂2u

∂z2
= 0 (B.16)
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(a) Primal solution. (b) Adjoint solution.

Figure B-1: Primal and adjoint solutions to volume output problem in the square domain using Cartesian
coordinates solved adaptively with VMSD using p = 3 and ≈ 37, 000 requested DOFs.

As in the Cartesian case, we apply Dirichlet boundary conditions of the form,

u = uD ∀x⃗ ∈ ∂Ω (B.17)

where uD is taken from an exact solution to (B.16), given by,

u(x⃗) = 1−

[
1− (r/r1)

1
αr

1− (r0/r1)
1
αr

]1− e
− 1

αz

(
1− z

z1

)

1− e
− 1

αz

(
1− z0

z1

)
 . (B.18)

We propose using the following parameters to produce an analytic solution with similar behavior and

relative boundary layer thickness to the Cartesian case,

U1 = 3/5, W = 4/5, µ = 1/50,

r0 = 0.5, r1 = 1, z0 = 0, z1 = 1

αr =
µ

U1r1
, αz =

µ

Wz1

(B.19)

The output functional is, again, given by (4.2), with the modification that dV = r dr dz in the axisymmetric

coordinate system. The same constraints apply to the adjoint as in the Cartesian case.

While g = −a⃗ · ∇w −∇ · (µ∇w) as in the Cartesian case, the different definitions of the gradient and
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divergence operators must be in taken into account when utilized the method of manufactured solutions,

namely, the additional factors of r present in the viscous terms. g(r, z) is chosen using the method of

manufactured solutions such that the exact adjoint is a smooth function with continuous derivatives with

homogenous boundary conditions,

w(r, z) = sin (2πr) sin (πz) (B.20)

This adjoint solution can be seen in Figure B-2. Solving for g(r, z) gives,

g(r, z) = −a⃗ · ∇w −∇ · (µ∇w)

= −2arπ cos (2πr) sin (πz)− azπ sin (2πr) cos (πz)

− 2π
µ

r
cos (2πr) sin (πz) + 5µπ2 sin (2πr) sin (πz)

(B.21)

This choice of g(r, z) results in an output J (u) = −0.5999462915963727. Results for solving this system

with adaptive refinement with the VMSD, unstabilized CG, and DG discretizations can be seen in Figures

B-3-B-5. Unlike the case of the polar coordinates system, we observe no significant differences between

the performance of the axisymmetric and Cartesian coordinate systems. This is likely due to the fact that

the domains in both cases are near identical, and there is no geometry being more accurately represented

by either coordinate system. As in the previous sections, the adaptive algorithm outperforms uniform

refinement, the results of which were omitted for brevity.
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(a) Primal solution. (b) Adjoint solution.

Figure B-2: Primal and adjoint solutions to volume output problem in the square domain using axisym-
metric coordinates solved adaptively with VMSD using p = 3 and ≈ 37, 000 requested DOFs.
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Figure B-3: Adaptive refinement results for VMSD discretization in both Cartesian and axisymmetric
coordinates.

71



64 1/2250 1/21000 1/24000 1/216000 1/264000 1/2

hD = (DOF) 1/2

10 7

10 6

10 5

10 4

10 3

10 2

L 2
 E

rr
or

Axi: p = 1 (1.7)
Axi: p = 2 (2.9)
Axi: p = 3 (3.6)
Cart.: p = 1 (1.9)
Cart.: p = 2 (3.0)
Cart.: p = 3 (3.7)

(a) Primal L2 error.

64 1/2250 1/21000 1/24000 1/216000 1/264000 1/2

hD = (DOF) 1/2

10 5

10 4

10 3

10 2

10 1

L 2
 E

rr
or

Axi: p = 1 (1.0)
Axi: p = 2 (2.5)
Axi: p = 3 (3.3)
Cart.: p = 1 (0.7)
Cart.: p = 2 (1.0)
Cart.: p = 3 (1.4)

(b) Adjoint L2 error.

64 1/2250 1/21000 1/24000 1/216000 1/264000 1/2

hD = (DOF) 1/2

10 12

10 10

10 8

10 6

10 4

10 2

Re
la

ti
ve

 E
rr

or

Axi: p = 1 (2.3)
Axi: p = 2 (4.2)
Axi: p = 3 (5.8)
Cart.: p = 1 (3.4)
Cart.: p = 2 (4.1)
Cart.: p = 3 (5.1)

(c) Relative output error.

Figure B-4: Adaptive refinement results for unstabilized CG discretization in both Cartesian and axisym-
metric coordinates.
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Figure B-5: Adaptive refinement results for DG discretization in both Cartesian and axisymmetric coor-
dinates.
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B.3 Boundary Output

We now seek to find a solution which produces boundary layer like behavior which is more akin to that

of a real-world problem. For this, we utilize a boundary output instead of a volume output, as this more

closely emulates the quantities of interest in a real-world problem (e.g. skin friction over an airfoil). For

this we aim to create a solution to the advection-diffusion equation which creates a primal boundary layer

along the bottom wall which increases in thickness with x, and an adjoint boundary layer along the same

wall which decreases in thickness with x. We start from,

a
∂u

∂x
− µ

∂2u

∂y2
= 0 (B.22)

where we choose,

u(x, y) = u0f(n), n =
y√
xµ/a

(B.23)

which is known to produce a boundary layer with behavior similar to that of the classical Blasius boundary

layer. Solving for y(x, n) and inserting this into Equation B.22 gives,

−au0(nf
′(n) + 2f ′′(n))

2x
= 0 (B.24)

Solving for f ,

f(n) = C1

√
πerf

(n
2

)
+ C2 (B.25)

We now use the conditions n = 0 → erf(n) = 0, f(n) = 0 and limn→∞ erf(n) → 1, f(n) → 1 to solve for

the unknown coefficients,

f(n = 0) = C2 = 0, (B.26)

lim
n→∞

f(n) = C1

√
π = 1 → C1 =

1√
π

(B.27)

74



This gives the final expression for f(n) and thus, u(x, y),

f(n) = erf
(n
2

)
= erf

(
y

2
√

xµ/a

)
(B.28)

We now consider the full advection-diffusion equation with a source term, g, and a zero advective velocity

in the y direction. Since aux−µuyy = 0 by construction, we will create g using the method of manufactured

solutions to force our second order x derivative to go to zero,

aux − µ(uxx + uyy)− g = 0 → µuxx = −g (B.29)

g(x, y) =
u0 y e

(
− ay2

4µx

)
(−6µx+ ay2)

8
√
πx3
√

xµ
a

(B.30)

To create an analytic adjoint solution, we begin from the adjoint PDE with a zero advective velocity in

the y direction for consistency,

−a
∂w

∂x
− µ

(
∂2w

∂x2
+

∂2w

∂y2

)
= 0 (B.31)

which is self-adjoint in the diffusive term and has a flipped advective velocity. We now implement a

separation of variables approach, breaking the adjoint into w(x, y) = X(x)Y (y),

−Y (y)(aX ′(x) + µX ′′(x))− µX(x)Y ′′(y) = −a
X ′(x)

X(x)
− µ

X ′′(x)

X(x)
− µ

Y ′′(y)

Y (y)
(B.32)

We will treat this now as two independent ODEs,

−a
X ′(x)

X(x)
− µ

X ′′(x)

X(x)
= c2 (B.33)

−µ
Y ′′(y)

Y (y)
= −c2 (B.34)

Since one is a function of x alone and the other a function of y alone, the only possible solution is if both

are equal to a constant.

Before solving this system, we note that, if we choose homogenous boundary conditions on X(x), we end

up with a trivial solution (i.e. X(x) = 0 ∀x). Therefore, a non-zero solution can only be found in the case

of non-homogenous boundary conditions. Based on the analysis in Section 3.1, we know that our adjoint

solution is constrained by our output functional of choice, and must be non-zero over any boundaries which
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we integrate on. With non-homogenous boundary conditions required on three boundaries to fully define

the adjoint, our boundary output functional must, therefore, be defined over the same three boundaries;

in this case, those boundaries are found at x = 0, x = 1 and y = 0. Our boundary functional is then given

by,
J (u) =

∮
Γ

h(⃗au− µ∇u) · n̂ dS =

∮ x1

x0

(−µw∇u)|y0 · (−ŷ) dx

+

∮ y1

y0

(w(⃗au− µ∇u)·)|x0(−x̂) dy

+

∮ y1

y0

(w(⃗au− µ∇u)·)|x1(x̂) dy

(B.35)

Noting that there is no component of the advective velocity in the ŷ direction and our weight function, h,

is equal to the adjoint, w, along the boundaries. We now solve for X(x),

−a
X ′(x)

X(x)
− µ

X ′′(x)

X(x)
= c2, X(x0) = X0, X(x1) = X1

X(x) =
X0

(
e(Ax+Bx1) − e(Ax1+Bx)

)
+X1

(
e(Ax0+Bx) − e(Ax+Bx0)

)
e(Ax0+Bx1) − e(Ax1+Bx0)

A =
1

2

(
−a

µ
+

√
a2 − 4c2µ

µ

)
, B =

1

2

(
−a

µ
−
√

a2 − 4c2µ

µ

) (B.36)

We now solve for Y (y),

−µ
Y ′′(y)

Y (y)
= −c2, Y (0) = 1, Y (1) = 0

Y (y) = −
e

(
− cy√

µ

)(
e

(
2cy√

µ

)
− e

(
2c√
µ

))
e

(
2c√
µ

)
− 1

(B.37)

Our analytic adjoint is thus given by w(x, y) = X(x)Y (y). With the choice of parameters µ = 1/50, a =

3/5, c = 1, x0 = 0 , x1 = 1, X0 = 1, X1 = 1, y0 = 0, y1 = 1, our analytic output is given by J (u) =

0.1678554248307046.

For the corresponding axisymmetric case, we aim to create a solution to the advection-diffusion equation

which creates a primal boundary layer along the inner wall which increases in thickness with r, and an

adjoint boundary layer along the same wall which decreases in thickness with r. We assume a zero z

advective velocity. We start from,

ar
∂u

∂r
− µ

∂2u

∂z2
= 0 (B.38)
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(a) Primal solution. (b) Adjoint solution.

Figure B-6: Primal and adjoint solutions to boundary output problem in the square domain using Carte-
sian coordinates solved adaptively with VMSD using p = 3 and ≈ 37, 000 requested DOFs.

Note that ar must again be divergence free and is defined as before, ar = a0
r1
r

. We now choose,

u(r, z) = u0f(n), n =
z√
rµ/ar

(B.39)

which is known to produce a boundary layer with behavior similar to that of the classical Blasius boundary

layer. Solving for z(r, n) and inserting this into Equation B.38 gives,

−a0u0r1(nf
′(n) + f ′′(n))

r2
= 0 (B.40)

Solving for f ,

f(n) = C1

√
π

2
erf
(

n√
2

)
+ C2 (B.41)

We now use the conditions n = 0 → erf(n) = 0, f(n) = 0 and limn→∞ erf(n) → 1, f(n) → 1 to solve for

the unknown coefficients,

f(n = 0) = C2 = 0, (B.42)

lim
n→∞

f(n) = C1

√
π

2
= 1 → C1 =

√
2

π
(B.43)
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This gives the final expression for f(n) and thus, u(r, z),

f(n) = erf
(

n√
2

)
= erf

(
z√

2rµ/ar

)
(B.44)

We use the method of manufactured solutions again to derive a source term to drive the second order r

derivative to zero,

ar
∂u

∂r
− µ

(
1

r

∂

∂r

(
r
∂u

∂r

)
+

∂2u

∂z2

)
− g = 0 → µ

r

∂

∂r

(
r
∂u

∂r

)
= −g (B.45)

g(r, z) =
u0 z e

(
−a0r1z

2

2µr2

)
(−µr2 + a0r1z

2)

r4
√

µr2

a0r1

√
2

π
(B.46)

The same constraints on the adjoint and output functional are present in the axisymmetric case as were

present in the Cartesian case, with the caveat that our output functional now has r as a differential

multiplier within the integrand.

To create an analytic adjoint solution, we begin from the adjoint PDE with a zero advective velocity

in the z direction for consistency,

−ar
∂w

∂r
− µ

r

∂

∂r

(
r
∂w

∂r

)
− µ

∂2w

∂z2
= 0 (B.47)

which is self-adjoint in the diffusive term and has a flipped advective velocity. We now implement a

separation of variables approach, breaking the adjoint into w(r, z) = R(r)Z(z),

Z(z)((µ+ a0r1R
′(r)) + µrR′′(r))

r
− µR(r)Z ′′(z) = −µ

r

R′(r)

R(r)
− a0r1

r

R′(r)

R(r)
− µ

R′′(r)

R(r)
− µ

Z ′′(z)

Z(z)
(B.48)

We will treat this now as two independent ODEs,

−µ

r

R′(r)

R(r)
− a0r1

r

R′(r)

R(r)
− µ

R′′(r)

R(r)
= c2 (B.49)

−µ
Z ′′(z)

Z(z)
= −c2 (B.50)

Since one is a function of r alone and the other a function of z alone, the only possible solution is if both
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are equal to a constant. We first solve for R(r),

−µ

r

R′(r)

R(r)
− a0r1

r

R′(r)

R(r)
− µ

R′′(r)

R(r)
= c2, R(r0) = R0, R(r1) = R1

R(r) = r−A

(
YA

(
cr
√
µ

)(
rA0 R0JA

(
cr1√
µ

)
− rA1 R1JA

(
cr0√
µ

))

+JA

(
cr
√
µ

)(
rA1 R1YA

(
cr0√
µ

)
− rA0 R0YA

(
cr1√
µ

)))/
(
JA

(
cr1√
µ

)
YA

(
cr0√
µ

)
− JA

(
cr0√
µ

)
YA

(
cr1√
µ

))
(B.51)

Where A = a0r1
2µ

and JA(r) and YA(r) correspond to Bessel functions of the 1st and 2nd kind, respectively.

Note that the use of Bessel functions imposes the additional constraint that A ∈ Z≥0. To meet this

constraint, we impose that r1 = 1 and a0
2µ

= 1 Now we solve for Z(z),

−µ
Z ′′(z)

Z(z)
= −c2, Z(0) = 1, Z(1) = 0

Y (y) = −
e

(
− cz√

µ

)(
e

(
2cz√

µ

)
− e

(
2c√
µ

))
e

(
2c√
µ

)
− 1

(B.52)

Our analytic adjoint is given by w(r, z) = R(r)Z(z). Due to the restriction from using Bessel functions,

we are unable to produce a boundary layer of roughly 1/10 the thickness of the domain in this case. With

the choice of parameters µ = 1/50, a = 1/25, c = 1, r0 = 0.5 , r1 = 1, R0 = 1, R1 = 1, z0 = 0, z1 = 1, our

analytic output is given by J (u) = −0.04234874846431988.

Results for solving this system with adaptive refinement with the VMSD, unstabilized CG, and DG

discretizations can be seen in Figures B-8-B-10. Unlike the previous case, we do now observe a significant

difference between the performance of the axisymmetric and Cartesian coordinate systems. However, this

is an artifact of the resolution with which the exact solution for the Cartesian case was resolved at; the

axisymmetric and Cartesian domains are similar, but not exactly the same, resulting in different exact

outputs for the two cases. Attempts were made to resolve the output at an arbitrarily high resolution,

but the memory requirements were too high given the time constraints, limiting the accuracy. Because of

this, the primal, adjoint, and, most notably, the output struggle to converge in the Cartesian case. In the

event the exact solution were available, we would expect to see near identical performance between the

two coordinate systems, as in the case of the volume output. As in the previous sections, the adaptive

algorithm outperforms uniform refinement, the results of which were omitted for brevity.
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(a) Primal solution. (b) Adjoint solution.

Figure B-7: Primal and adjoint solutions to boundary output problem in the square domain using ax-
isymmetric coordinates solved adaptively with VMSD using p = 3 and ≈ 37, 000 requested DOFs.
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Figure B-8: Adaptive refinement results for VMSD discretization in both Cartesian and axisymmetric
coordinates.
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Figure B-9: Adaptive refinement results for unstabilized CG discretization in both Cartesian and axisym-
metric coordinates.
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Figure B-10: Adaptive refinement results for DG discretization in both Cartesian and axisymmetric
coordinates.
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Appendix C

Additional Derivations and Definitions

C.1 Nonlinear Adjoint Derivation

Chapter 3 illustrates how the adjoint PDE can be derived in the case of the linear advection-diffusion PDE.

This section will repeat this analysis, considering now the case of a non-linear, scalar PDE. The primal

PDE and BCs are given by,

∇ · [F (u))−G(u,∇u)] + S(u,∇u) = 0, on Ω (C.1)

(F (u)−G(u,∇u)) · n̂ = b, on ∂Ω (C.2)

where G(u,∇u) is defined as,

G(u,∇u) = K(u) · ∇u (C.3)

K(u) =

Kxx(u) Kxy(u)

Kt
xy(u) Kyy(u)

 (C.4)

Flux BCs are chosen here to simplify the analysis, but a similar analysis is able to be completed for any

combination of BCs, as shown in Chapter 3.

Our analysis begins with the following Galerkin primal statement: Find u ∈ V such that R(u,w) = 0

for all w ∈ V , where the weighted strong-form primal residual is,

R(u,w) =

∫
Ω

wt [∇ · (F (u)−G(u,∇u)) + S(u,∇u)]

−
∫
∂Ω

wt [(F (u)−G(u,∇u)) · n̂− b]

(C.5)

85



The corresponding weak-form primal residual is obtained by integration by parts of the volume term,

giving,

R(u,w) =

∫
Ω

[
−∇wt · (F (u)−G(u,∇u)) + wtS(u,∇u)

]
+

∫
∂Ω

wtb (C.6)

We now linearize this form with respect to u = ϵu + u′ using the Frechet derivative; we linearize about a

mean state u with perturbation ϵu′, where non-dimensional ϵ << 1,

R′[u](u′, w) = lim
ϵ→0

R(u+ ϵu′, w)−R(u,w)

ϵ

=

∫
Ω

−∇wt ·
[(

∂F

∂u
− ∂G

∂u

)
u′ −K · ∇u′

]
+ wt

(
∂S

∂u
u′ +

∂S

∂∇u
· ∇u′

) (C.7)

We assume our output will be of the form,

J (u) =

∫
Ω

gv(u) +

∫
∂Ω

gb(u) (C.8)

Note that, while the output functional could include the diffusive term
∫
∂Ω

gb2((K ·∇u) · n̂) where n̂ is the

unit normal, we choose to omit this term to simplify the analysis. Linearizing this output functional gives,

J ′[u](u′) =

∫
Ω

∂gv
∂u

u′ +

∫
∂Ω

∂gb
∂u

u′ (C.9)

From here, we invoke duality,

J ′[u](u′)−R′[u](u′, w) = J∗[u](w)−R∗[u](w, u′) (C.10)

where all Jacobians and the diffusion matrix K are evaluated at state u.

To identify J∗ and R∗, we now integrate the diffusion and source terms in the linearized primal residual

by parts to isolate u′ as a weight,

R′[u](u′, w) =

∫
Ω

[
−∇wt ·

(
∂F

∂u
− ∂G

∂u

)
−∇ ·

(
∇wtK

)
+ wt∂S

∂u
−∇ ·

(
wt ∂S

∂∇u

)]
u′

+

∫
∂Ω

(
∇wtK + wt ∂S

∂∇u

)
u′ · n̂

(C.11)
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From this we can identify that J∗ = 0 and,

R∗[u](w, u′) =

∫
Ω

(u′)t

[
−
(
∂F

∂u
− ∂G

∂u

)t

· ∇w −∇ ·
(
Kt · ∇w

)
+

(
∂S

∂u

)t

w

−
(

∂S

∂∇u

)t

∇w −∇ ·
(

∂S

∂∇u

)t

w −
(
∂gv
∂u

)t
]

+

∫
∂Ω

(u′)t

[(
Kt∇w +

(
∂S

∂∇u

)t

w

)
· n̂−

(
∂gb
∂u

)t
] (C.12)

Dual consistency requires that R∗[u](w, u′) = 0 for w ∈ V , u′ ∈ V in order to satisfy the analytic adjoint

PDE and BCs, which results in our adjoint PDE,

−
(
∂F

∂u
− ∂G

∂u

)t

· ∇w −∇ ·
(
Kt · ∇w

)
+

(
∂S

∂u

)t

w

−
(

∂S

∂∇u

)t

∇w −∇ ·
(

∂S

∂∇u

)t

w =

(
∂gv
∂u

)t

on Ω

(C.13)

with BCs given by, (
Kt · ∇w +

(
∂S

∂∇u

)t

w

)
· n̂ =

(
∂gb
∂u

)t

on ∂Ω (C.14)

C.2 CG Stabilization Definitions

This section outlines several CG stabilization schemes and, unless otherwise stated, each discussion outlined

pertains only to the scheme’s implementation in SANS. We consider the same nonlinear PDE and BCs

given by C.1 and C.2. In this case however, the weighted residual is augmented by a stabilization term,

e.g. Rstab(u,w) = R(u,w) + stabilization.

Consider a domain Ω, with boundary ∂Ω and tessellation Th of K non-overlapping elements. Let κ refer

to a given element volume, and ∂κ to the boundary of that element. In SANS, all the different stabilization

schemes currently use the same type for τ−1, based on [55] and identified in the code as option "Glasby".

This is defined as,

[τ ]−1 =
∑
k

(∣∣∣∣∇ϕk ·
∂F (uh)

∂uh

∣∣∣∣+∇ϕk ·
∂G(uh,∇uh)

∂(∇uh)
· ∇ϕk

)
+

∂S(uh,∇uh)

∂uh

(C.15)

where ∂F (uh)
∂uh

is the advective flux jacobian, ∂G(uh,∇uh)
∂(∇uh)

is the viscous flux jacobian, and ∂S(uh,∇uh)
∂uh

is the

source jacobian.
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The strong form of the primal PDE, r(uh), is then multiplied by τ for each scheme. Each scheme has

a different ’pre-multiplier’ associated with it, as is discussed below.

C.2.1 SUPG

For SUPG, the pre-multiplier is equal to the advective flux jacobian (same as above), and the complete

integrand takes the form,

∑
e∈T

∫
Ω

∇ϕk ·
(
∂F (uh)

∂uh

(τ r(uh))

)
dV (C.16)

C.2.2 GLS

For GLS, the pre-multiplier has components from the advective flux, diffusive flux, and source (and source

gradient if the solution requires it), and the complete integrand takes the form,

∑
e∈T

∫
Ω

[(
∇ϕk ·

∂F (uh)

∂uh

−Hϕk
:
∂G(uh,∇uh)

∂(∇uh)

+ϕk
∂S(uh,∇uh)

∂uh

+∇ϕk ·
∂S⃗(uh,∇uh)

∂(∇uh)

)
(τ r(uh))

]
dV

(C.17)

where the "double dot" is defined using dyadic notation as,

A : B = (̂îiA+ îĵB + ĵ îC + ĵĵD) : (̂îiE + îĵF + ĵ îG+ ĵĵH) = AE +BF + CG+DH (C.18)

A : B = B : A = At : Bt (C.19)

C.2.3 VMS

For VMS, the pre-multiplier has components from the advective flux, diffusive flux, diffusive flux gradient,

source (and source gradient if the solution requires it), and the complete integrand takes the form,

∑
e∈T

∫
Ω

[(
∇ϕk ·

∂F (uh)

∂uh

+Hϕk
:
∂G(uh,∇uh)

∂(∇uh)
+∇ϕk · ∇

(
∂G(uh,∇uh)

∂(∇uh)

)

−ϕk
∂S(uh,∇uh)

∂uh

+∇ϕk ·
∂S⃗(uh,∇uh)

∂(∇uh)
+ ϕk∇

(
∂S⃗(uh,∇uh)

∂(∇uh)

))
(τ r(uh))

]
dV

(C.20)
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C.2.4 Output Correction

When using these stabilization schemes in SANS, a correction term to the output must be added. Assuming

an output of the form,

J (uh) =

∫
Ω

gv(uh)) +

∫
∂Ω

gb(uh) (C.21)

We define our correction as,

ũh = uh − τ r(uh) (C.22)

Leading to the corrected output term,

J (u) =

∫
Ω

gv(ũh) +

∫
∂Ω

gb(ũh) (C.23)
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