
Open-Set Object Based Data Association
by

Tim Y. Magoun

S.B. Electrical Engineering and Computer Science, MIT, 2022

Submitted to the Department of Electrical Engineering and Computer Science
in partial fulfillment of the requirements for the degree of

MASTER OF ENGINEERING IN ELECTRICAL ENGINEERING AND COMPUTER
SCIENCE

at the

MASSACHUSETTS INSTITUTE OF TECHNOLOGY

February 2024

© 2024 Tim Y. Magoun. All rights reserved.

The author hereby grants to MIT a nonexclusive, worldwide, irrevocable, royalty-free
license to exercise any and all rights under copyright, including to reproduce, preserve,

distribute and publicly display copies of the thesis, or release the thesis under an
open-access license.

Authored by: Tim Y. Magoun
Department of Electrical Engineering and Computer Science
January 26, 2024

Certified by: John J. Leonard
Collins Professor of Mechanical and Ocean Engineering, Thesis Supervisor

Accepted by: Katrina LaCurts
Chair, Master of Engineering Thesis Committee



2



Open-Set Object Based Data Association
by

Tim Y. Magoun

Submitted to the Department of Electrical Engineering and Computer Science
on January 26, 2024 in partial fulfillment of the requirements for the degree of

MASTER OF ENGINEERING IN ELECTRICAL ENGINEERING AND COMPUTER
SCIENCE

ABSTRACT

Representing the world using sparse objects allows for compact and semantically meaning-
ful maps in simultaneous localization and mapping (SLAM). Traditionally, object detectors
trained on a specific set of objects, such as the YCB objects, are used to provide input to
the data association problem, which limits the scope of the system to environments that
it has been trained on. With advancements in foundational models, we can extend this
representation for objects that are not known a priori and do not have a labeled category
during training. This thesis explores a system that creates data associations between open-
set objects using an RGB-D camera and how it is used in a sparse object SLAM system.
We show comparable trajectory performance to traditional SLAM systems while being more
adaptable to out-of-distribution objects.
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Chapter 1

Introduction

As robots become more capable and more ubiquitous, their use becomes more widespread

and must continue to adapt to new environments. One model of robotics is the perceive-

plan-act loop, where the robot repeatedly perceives the world and its location in the world,

plans a course of action such that they are accomplishing their tasks safely and effectively,

and then acts on that plan by using control methods that are robust to uncertainty and can

correct for errors. This thesis focuses on the first part: perception. More specifically, we

focus on the problem of simultaneous localization and mapping, or SLAM for short.

SLAM is the problem of estimating the location of a robot in a previously unmapped

world while also creating a map of the world[1][2]. This is a chicken-and-egg problem as

mapping requires knowing the location of the robot, and knowing the location of the robot

in the world requires a map of the world. SLAM systems solve this problem by iteratively

updating the map and the robot’s location. The map is typically represented as a set

of landmarks, which are points in the world that are easily identifiable and can be used

to localize the robot. The robot’s location is typically represented as a pose, which is a

combination of the robot’s position and orientation.

While other localization methods exist, such as using a GNSS system or inertial naviga-

tion, they come with unique disadvantages that make them difficult to implement in many
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applications. For example, GNSS systems broadcast signals with very low power levels,

which makes them susceptible to interference and jamming. Additionally, the signals are un-

able to penetrate through walls or water, which makes them unsuitable for indoor or marine

applications. Even in areas with some sky-view such as dense urban centers, GNSS systems

may perform poorly due to multi-path effects where the GPS signal bounces off buildings

before arriving at the receiver. Inertial navigation systems are susceptible to drift, which

makes them unsuitable for long-term localization. Additionally, their performance grows

with respect to the cost of the sensor, which can drastically increase the overall cost of the

system. SLAM systems can overcome these disadvantages by using a combination of sensors,

such as cameras and IMUs, to create a map that can be used to limit drift and operate in

unknown environments.

The problem of SLAM has been studied for decades[3], and there are many different

approaches to solving it. One approach is to use a dense representation of the world, where

the map is a 3D point cloud or mesh[4][5] This approach is typically used in systems that use

LiDARs as their primary sensor, as LiDARs can create dense representations of the world.

Another approach is to use a sparse representation of the world, where the map is a set of

select points or objects that are distinct. Traditionally, landmarks can be broken down into

two different categories: primitive types and objects. The former include visual descriptors

such as ORB[6], SIFT[7], or SURF[8], while the latter include objects with a semantic label

such as cars, tables, and trees. Primitive types are more adaptable to unknown environments

as they are not limited to a specific set of objects, but they are not semantically meaningful.

Objects are more semantically meaningful, but until recently, they solely rely on closed-set

object detectors which can only be used in the environments that they are trained on. This

thesis explores a system that uses recent developments in open-set detectors to perform

semantic object SLAM in environments previously unknown to the user, thus increasing the

adaptability of object SLAM systems.
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1.1 Motivation

The two main motivations of this thesis are outlined below:

1.1.1 Adaptable Object SLAM

As previously mentioned, current object SLAM systems require a frontend that outputs

distinct semantic class labels for each object. These semantic class labels are used in the data

association process to match current observations with previous ones, and jointly improve

the quality of the trajectory and the map. Closed set object detectors, such as [9][10]

need to be trained on a closed set of labeled images, such as COCO[11], YCB[12], and

Object365[13]. That makes them only suitable for certain types of environments that are

composed of those objects. With an open-set object detector, the system could be used

in novel environments without fine-tuning the detector, thus reducing the amount of work

required for the transition.

1.1.2 Sparse Semantic Map

The map created by a SLAM system could be used for downstream tasks like task and

motion planning. For example, the robot can use the map to determine frontiers for active

SLAM or to perform search and rescue operations. A semantically meaningful map can

also be more suitable for cooperation with humans, as object-based maps are more intuitive

for scene understanding. The semantic objects in the map can also be used to construct

higher-level representations of the scene, like scene graphs.
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1.2 Related Work

1.2.1 Foundational SLAM Systems

Early approaches to SLAM often relied on a filter-based method, such as [14][15][16][17].

These methods are able to perform SLAM in real time but can only support a smaller state

and rely on the irreversible marginalization of variables to maintain its filter form. Graph-

based methods, such as [18][19][20] improved on this by maintaining all state variables and

transformed a filter-based method into a smoothing and mapping problem. This allows for

more accurate estimates of the state and allows greater flexibility in correcting previous

errors present in the trajectory. A more detailed review of the past approaches to SLAM

can be found in [3]. One important framework that is widely used in SLAM is the Georgia

Tech Smoothing and Mapping library (GTSAM) [21], which allows for easy implementation

of graph-based SLAM systems with a variety of different sensing modalities. To improve

the speed of operation, incremental smoothing and mapping (iSAM) [22] and its successor

iSAM2 [23] were developed. These methods can perform online smoothing and mapping

by dynamically determining the subset of the problem that needs to be resolved based on

additional information. The primary difference between the two works is the use of a Baye’s

tree in the second work, which removed the need for periodic batch optimization.

Some classic sparse systems include PTAM[24],ORB-SLAM [25][26], and LSD-SLAM

[27]. Which use point features calculated from images as landmarks in the map. These

systems perform well in textured environments and are commonly regarded as SOTA for

camera-based SLAM.

1.2.2 Semantic and Object SLAM

In addition to points as landmarks, objects have been used as map representations in both

camera-based and LiDAR-based SLAM systems. In all previous work in this section, a
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closed-set front-end object detector is used to provide the input object detection and semantic

segmentation.

A subset of object SLAM systems are considered dense: that is, all observed points and

their corresponding properties are stored in the map. In Fusion++[28] and SuMa++[29], the

authors use a TSDF or surface element representation to encapsulate object-level information

and use that semantic label in the localization process. Fusion systems such as MID-Fusion,

MaskFusion, ElasticFusion, and Co-Fusion[30][31][32][33] also represent the objects as a set

of point clouds with semantic labels. While dense object SLAM systems provide a rich

reconstruction of the environment and are able to capture the 3D object shape very well,

they suffer from a computational bottleneck due to the large amount of data that needs to

be processed at each frame. Additionally, they are not able to categorize an object as a

singular entity and instead have a loose collection of points that are all of the same class.

This makes it difficult to perform downstream functions directly on the map built by this

method. Kimera[34] uses a mesher to create volumetric meshes of objects, which aims to

reduce the computational requirements.

On the other end of the spectrum, sparse object methods use geometric primitives to

represent the object. Such primatives include planes[35], cubes[36], quadrics[37][38], and 6

DOF Poses[39]. These methods are very general and require much fewer bits of information

to encode landmark position and size, but they lack the ability to represent the shape of the

object. Additionally, certain precautions have to be taken to ensure that object observations

are well-aligned with the object model. For example, QuadricSLAM[37] uses a truncated

projection of the quadric to the image plane and measures the intersection-over-union of the

projection with the observed bounding box, and posed object SLAM needs to use additional

techniques to deal with rotationally symmetric objects[40].

There exists an intermediate form of representation where either specific object primitives

such as 3D models of chairs and tables are used [41][42], which preserves both the sparsity

and the categorical geometric accuracy of the object, as well as representations using a
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NERF model[43][44] for each item in the map, which captures the geometry of each instance

accurately. NeuSE[45] uses a neural-implicit representation, which compacts the object shape

into a latent encoding specific to the class of object. This saves on computation and adds

SE(3) equivariance to the objects in the map. However, all of these systems are difficult to

extend to new classes of objects since they require object-class-specific models to be trained

or specified beforehand. For open-set systems, we can only use primitive geometric or dense

representations.

Other semantic systems use scene graphs as a higher level representation of objects, [46]

and [47] are good examples how how they are used to represent the world in both open and

closed set configurations.

1.2.3 Open-Set Tracking and Mapping

With the increasing amount of data available for training, it recently became possible to train

object detectors on an internet-scale dataset. This has led to the emergence of attention-

based models such as CLIP[48] or DINO[49][50] which are able to perform zero-shot tasks

or tasks that were not included in the training set of the model. ConceptFusion[51] has

used this to perform open-set fusion by superimposing the CLIP embeddings of detected

objects onto a dense map of the environment. [52], [53], [54] uses a similar approach and

creates an open-set map with semantic embeddings to perform robotics-related tasks using

natural language. However, these methods are not able to perform SLAM as they do not use

the semantic information of the objects in the localization or mapping process. Therefore

these works lay adjacent to our work but are not directly comparable. The main technical

difference that allows our work to be used for SLAM is the use of data association algorithms

that consider both geometric information and semantic information. Works such as [51] only

use geometric or photometric information to perform data association in their localization

and mapping.

Another adjacent field is open-world and open-vocabulary multi-object tracking (MOT).
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This field focuses on tracking multiple dynamic objects through the scene, with a static or

dynamic camera. One distinction between MOT and SLAM is that MOT does not require

the tracking of objects after they move out of the field of view, which means that it does

not maintain a global map. This field was introduced by [55], which proposed a new dataset

and a baseline tracking-by-detection pipeline with an open-set detector. Other tracking-by-

detection methods soon followed, with SMILETrack [56] and [57]. The performance was

improved by learning-based methods that leverage transformers, such as [58][59] and [60].

PROB[61] introduces a probabilistic objectness into the model. The works mentioned have

been using a monocular RGB image, but there also exists works that leverage geometric

features such as depths and normals: GOOD[62]. Some method, like ViLD[63], uses a region

proposal network (RPN) to generate potential objects in the backend.

In addition to previously mentioned works, Facebook AI created a foundational model

named Segment-Anything-Model (SAM) [64] which can perform open-set segmentation on a

variety of granularities. This model is then extended to perform downstream tasks such as

tracking in [65] and semantic grounding in [66]. In addition, there are modifications to the

model that improve the inference time by orders of magnitude[67][68].
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Chapter 2

Background

This chapter reviews some core concepts used in this system. Understanding these works

is helpful when trying to understand the strengths and weaknesses and future areas of im-

provement.

2.1 SLAM as an Optimization Problem

The transition from filter-based SLAM to factor graph-based SLAM allows a more flexible

problem formulation that can be modified to create a better state estimate. In this section,

we will review the factor graph formulation of SLAM and how a maximum-a-posteriori

(MAP) estimate can be obtained from it.

2.1.1 Factor Graphs

A factor graph, as described in [69] is a bipartite graph that contains two types of nodes:

variable nodes and factor nodes. Variable nodes represent the state variables of the system,

and factor nodes represent the constraints between the variables. It allows us to describe a

complex joint probability distribution as a product of many smaller conditional probability

distributions. The smaller distributions can be derived from first principles or experimental
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data, which makes the factor graph formulation easy to create. Figure 2.1 shows an example

factor graph for a simple SLAM problem.

Figure 2.1: Example of a simple factor graph from [69]. The factor graph shows two land-
marks and three poses, with multiple factors connecting them. The factors include pose-pose
odometry factors, pose-landmark observations, and prior factors. We will use this framework
to describe the relation between observations and variables in our system.

The structure of the factor graph also allows clever techniques to be used in the variable

elimination process, which is used to obtain the MAP estimate. The approximate minimum

degree (AMD) algorithm[70] is one such technique that can be used to minimize the fill-in

of the resulting sparse matrix, which reduces the computational complexity of the variable

elimination process. This is especially important for large-scale problems, where the number

of variables and factors can be in the hundreds of thousands.

2.1.2 MAP Estimate

When we are given a set of measurements Z, we can determine a state X that is a “best

estimate” of the given measurements. A commonly used “best estimate” is one that maxi-

mizes the likelihood of the measurements being what we observed when given the state, also
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Figure 2.2: Example of a likelihood function. The likelihood function is a probability dis-
tribution that describes the probability of observing a measurement given a state. The
likelihood function is used to calculate the maximum likelihood estimate, which is shown as
a red dot in this figure.

known as the maximum likelihood estimate (MLE):

XMLE = argmax
X

P (Z|X) (2.1)

We can use Bayes’ theorem to derive the following formulation which we call the maximum-

a-posteriori estimate.

XMAP = argmax
X

P (X|Z) (2.2)

= argmax
X

P (Z|X)P (X)

P (Z)
(2.3)

= argmax
X

P (Z|X)P (X) (2.4)

Since P (Z) is constant, it acts as a normalizing factor that does not affect the argmax

operation. We can now think of the MAP estimate as the MLE estimate that takes into

account a prior on the state of the robot.
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2.1.3 Nonlinear Least Squares

After the previous section, we arrive at a maximization problem where we would like to find

the state that maximizes a conditional probability. That problem can be rearranged such

that it is a product of factors ϕ such that each factor represents a probability density of

a measurement conditioned on the state. For example, if we have two measurement z1, z2

between two variables x1 and x2, the MAP estimate would be

argmax
x1,x2

P (z1|x1,x2)P (z2|x1,x2)P (x1,x2) (2.5)

. Assuming unbiased Gaussian noise in our sensors, we can expand P (Z|X) as follows:

P (Z|X) ∝
∏
i

exp

{
−1

2
∥h(xi)− zi∥2Σi

}
(2.6)

where h(x) is the measurement function and Σ is the covariance of that measurement.

The covariance is factored into the loss by the Mahalanobis distance, which can be thought

of as a weighted sum of the vector norm.

Since there are multiple factors, the objective function is a product of the probabilities,

which can be simplified further by applying the negative logarithm and transforming the

product into a sum and the maximization problem into a minimization of negative sums.

L(Z,X) ∝
∑
i

− log

{
exp

{
−1

2
∥h(xi)− zi∥2Σi

}}
(2.7)

∝
∑
i

∥h(xi)− zi∥2Σi
(2.8)

∝
∑
i

∥(h(xi)− zi)Σ
− 1

2
i ∥2 (2.9)
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Now the problem takes the form of a nonlinear least squares:

XMAP = argmin
X

∑
i

∥(h(xi)− zi)Σ
− 1

2
i ∥2 (2.10)

which can be solved using a variety of iterative methods, such as Gauss-Newton (GN),

Levenburg-Marquardt (LM)[71], or Powell’s Dogleg (PD)[72]. The underlying mechanisms

are similar, with all three first identifying a direction of descent and then determining a step

size to traverse in the domain.

2.1.4 Linearization Process

As previously mentioned, iterative minimizers first determine the direction of descent for a

linearized problem and then determine an appropriate step size. If we have an objective

function

f(xi) = ∥hi(xi)− zi∥2 (2.11)

where h(x) is a nonlinear measurement function, the linearized version will be

f(xi) ≈ ∥hi(x̂i) +Hi∆i − zi∥2 (2.12)

, where ∆i is an update vector, and the measurement Jacobian Hi =
∂hi(xi)
∂xi

∣∣∣
x̂i

. After some

rearrangement of terms, we are left with a linear system where the solution ∆i minimizes

the linearized objective function above.

Hi∆i − (zi − hi(x̂i)) = A∆i − b = 0 (2.13)

If the solution to this system is used as is, we may run into issues with convergence where

the objective function is very flat. To improve the convergence speed while not relying on a

quadratic approximation, LM uses a slightly different formulation.
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[
ATA+ λDiag(ATA)

]
∆lm = ATb (2.14)

The non-negative scaling factor λ is used to define the trust region and modify the step

size depending on the landscape of the nonlinear objective function. The update ∆lm is

applied to the state and this process is repeated until a convergence criterion is reached.

xt+1
i = xt

i +∆lm (2.15)

2.2 Measurement Models and Error Functions

We use three different sensors in our system: an odometry system, a simple projective camera

with an object detector, and a depth camera. In this section, we will review the measurement

models for each of those sensors and their respective factors in the factor graph. Note that

this section uses notation from lie algebra, a good review of it can be found in [69].

2.2.1 Odometry

An odometry measurement is a transformation from the previous pose xi−1 to the current

pose xi. Since our system is in 3D, the transformation T i
i−1 resides on the SE(3) manifold

and is composed of a translation and a rotation, described by 3 parameters each. The

translation component of the pose resides in the Euclidean space, so we a standard vector

norm to describe its error. Given xi = Twi, xj = Twj, and measured odometry zij = T̃ij we

can calculate the odometry residual as follows:

et = ∥(tj −Rijti)− t̃ij∥2Σij (2.16)

eR = ∥RT
j −RiR̃ij∥FΣij (2.17)
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Note that we use the Frobenius norm instead of an L2 norm for the rotation error. This

corresponds to a Langevin distribution for rotational error. Alternatively, we can use the

local parameterization of SE(3) to calculate the error in the tangent space of the manifold.

This is useful for the optimization process since the tangent space is a vector space and

the error can be represented as a vector. The tangent space of SE(3) is se(3), which is a

six-dimensional vector space. The error in the tangent space is then calculated as follows:

eR,t = ∥Log(T−1
j TiT̃ij)∥2 (2.18)

where Log denotes the Logarithm map from SE(3) to R3. Using this method, we can convert

an error on the manifold to its local parameterization which is a vector space. This allows us

to use a standard vector norm to calculate the error. Figure 2.3 visualizes the relationship

between a manifold and its tangent space. The magnitude of the vector in the tangent space

is used to calculate the error.

Figure 2.3: Example of a manifold and its tangent space at a point[73]. The circle represents
the S1 manifold and θ is a vector in the tangent space of S1 that represents z on the manifold.
In our case, the manifold used is the SE(3) and SO(3) manifold, and the tangent space is
se(3) and so(3).

Since we assume that the odometry measurements arrive as a transformation from the

previous pose to the current pose, this way of measuring error is the most natural given the

limited information. If we decide to expose the internals of our odometry method, it may

become advantageous to use another error function.
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2.2.2 Projective Camera

A camera captures an image by projecting light rays from a 3D point in space onto a pixel

in its imaging plane. Along the way, the light ray is subject to distortion caused by the lens,

and the imaging sensors themselves can also introduce uncertainty to the result. While there

are many ways to parameterize a camera, we use the pinhole camera model which is shown

in Figure 2.4.

Figure 2.4: The pinhole camera model[74]. This model describes a linear relationship between
the point in the world coordinate frame and the projected point on the image plane. It
assumes a single scalar focal length for each axis and a constant offset between the principal
point and the center of the image.

The measurement model of a pinhole camera is a linear transformation between the point

in the world and the point on the sensor. That transformation is usually denoted as P , which

stands for the projection matrix. The projection matrix is composed of the intrinsic and

extrinsic matrices of the camera, the former contains the focal length fx, fy, the principal

point (cx, cy), and the skew parameter s while the latter contains The extrinsic parameters

are the rotation R and translation t of the camera with respect to the world frame. The

measurement model is then given by the following equation:
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kzi = Piℓi (2.19)

k


u

v

1

 =


fx s cx

0 fy cy

0 0 1


[
Ri ti

]


x

y

z

1


(2.20)

One can see that the measurement model first transforms the point from the world frame

to the camera frame, and then projects the point onto the sensor. It is important to note

that the resulting pixel location is in homogeneous coordinates, so we need to normalize it

by dividing by the third component to obtain the actual pixel location. This normalization

process is shown in the equation as the k term. We also assume an undistorted image is

used.

Using this measurement model, we can calculate the reprojection error for any measure-

ment by finding the difference between the predicted pixel location and the actual pixel

location. The predicted pixel location is calculated by projecting the landmark location ℓi

onto the sensor using the measurement model. The actual pixel location is obtained from

the object detector. The reprojection error is then calculated as follows:

eR,t,ℓ = ∥Piℓi − z̃i∥2 (2.21)

2.2.3 Depth

The depth measurement from the camera is calculated as the distance along the optical axis

from the camera to the landmark. The measurement model, shown in Figure 2.5 is then

given by the following equation:
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Figure 2.5: Definition of depth measurement from[75]. Note that depth differs from range in
that it is the distance along the optical axis from the camera to the landmark, while range
is the distance from the camera to the landmark along the line of sight.

zi = [0, 0, 1] · x−1
i ℓi (2.22)

We transform the landmark from the world frame to the camera frame, and then take

the third component of the vector. The corresponding error function is then given by:

eR,t,ℓ = ∥[0,0,1] · x−1
i ℓi − z̃i∥2 (2.23)

2.3 Data Association with Ambiguity

The data association problem for semantic SLAM is essential for the performance of the

system. In this section, we will review previous approaches to a multi-hypothesis data

association problem and how we apply those techniques in our system. Specifically, we will

look at mixture-based models to represent the ambiguity in the data association problem.

Our problem is formulated as follows for each observation at a given frame, we have a

set of possible associations D ≜ {d1,d2, . . . } where only one association may be active at

a time. Each association represents the observation of a landmark and creates a projection

factor in our factor graph. We can also add in the null hypotheses to represent an incorrect

association or an outlier detection, but that is not implemented in this system.
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The optimization problem then becomes:

XMAP = argmax
X,L,D

P (X,L,D|Z) (2.24)

. We can simplify this problem by marginalizing out the associations and implicitly repre-

senting them in the optimization problem by using a mixture model. One important thing

to note is that the associations we use do not depend on discrete variables such as the class

of a detected object. Doherty et al.[76] has developed a performant library that can optimize

over both discrete and continuous variables using alternating minimization. That is espe-

cially useful for a system where the confusion matrix of the object detector is known and

used for the optimization process. However, since we do not have explicit classes, we can

use a simpler mixture model that can work with classical nonlinear least square optimizers.

2.3.1 Factor Graph Representation of Ambiguity

The factor graph representation of the ambiguity is shown in Figure 2.6. Instead of a factor

connecting the corresponding landmark and pose pair, we now have a factor that connects

a pose to multiple landmarks.

Figure 2.6: Factor graph representation of the ambiguity in the data association problem[77].
A factor graph containing an ambiguous association between x2 and ℓ1, ℓ2. The discrete
decision variable d2 was marginalized into the factor f2 to create a max mixture factor.
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2.3.2 Mixture Models

The max mixture factor is as follows (equation 13 in [78])

ϕ (xt, ℓH) = max
j∈H

p (ztk | xt, ℓj) p
(
dtk = j | Z−) (2.25)

Where ϕ represents the factor, z is the measurement, and p (dtk = j | Z−) represents the

discrete variable’s probability distribution given previous measurements. We can marginalize

the discrete variable to obtain the following factor:

ϕ (xt, ℓH) = max
d

p(z|ℓd,X)p(d = d|Z−) (2.26)

We can further simplify using our uniform prior assumption on the association variable

to obtain the following factor:

ϕ (xt, ℓH) = max
d

p(z|ℓd,X) (2.27)

Which can be easily implemented in the GTSAM framework as an error function that

iteratively minimizes the error over all possible associations. Note that there does not exist

a specific reason to assume a uniform distribution of the association variable, but it is a

reasonable assumption given the lack of information.

For the sum mixture model, we can iterate through all the factors and sum the error over

all possible associations. This is equivalent to the following factor:

ϕ (xt, ℓH) =
∑
d

p(z|ℓd,X) (2.28)

given the same uniform prior on the association variable. This is also known as the expec-

tation maximization algorithm (EM).
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2.4 Visual-Language Foundational Models

Foundational models are a relatively recent development in the field of computer vision.

They are trained on internet-scaled datasets and promise to be a model that generalizes

very well to rare and unseen data. Some models are trained specifically on image or image-

caption pairs, which we call visual and visual-language foundational models. In this section,

we will review CLIP and DINO, and how their outputs can be used in our system.

2.4.1 CLIP

Figure 2.7: Example of CLIP embeddings from [48]. We use colored squares to visually rep-
resent the feature embeddings of the image and text. The embeddings are trained such that
the cosine similarity between the two embeddings is high if the image and text are seman-
tically similar. Since the second image includes a grassy background, the cosine similarity
between the image and text embeddings should be lower than the image of just the soccer
ball.

Contrast Language-Image Pre-training (CLIP) is a model developed by OpenAI[48] that

is trained on 400 million image-caption pairs. It is trained to predict which caption belongs

to which image, and the resulting model can be used to generate embeddings for both
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images and text. The embeddings are trained such that the cosine similarity between the

two embeddings is high if the image and text are semantically similar. This allows us to use

the model to generate embeddings for images and text, and then compare the embeddings to

determine if the image and text are semantically similar. The text encoder is a Transformer

and the image encoder can be either a vision Transformer (ViT) or a ResNet. One important

thing to note is that CLIP outputs a single embedding for each image. Figure 2.7 shows an

example of how the CLIP image and text encoders transform an image or string of characters

into a common embedding space.

2.4.2 DINO

An alternative foundational model is DINO[49], which is a self-distillation technique that was

tested on both ResNet and Vision Transformer (ViT) architectures. In the paper, the authors

claim that this method is able to learn visual features that can be used for downstream tasks

like classification and segmentation. The model’s attention maps are interpretable and one

can see the outlines of an object in them. Figure 2.8 shows an example of the attention

map for one of the heads on two input images, originally published in the paper. Since

the model outputs dense maps, we can use the output to create pixel-wise embeddings for

the image. Advancements using DINO as a base have been created, with works using the

language grounding to create open-set object detectors that follow a prompt[79], using a

parallel network to perform pixel-wise segmentation[80]

In this chapter we reviewed the factor graph formulation of SLAM and previous systems

that performed SLAM using object-based representations. We also reviewed the measure-

ment models for the sensors used in our system and how they are represented in the factor

graph. Finally, we reviewed foundational models and how they can be used to create a

semantic representation of the world. In the next chapter, we will describe our system in

detail and how it performs data association using a max-mixture model.
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Figure 2.8: Example of DINO attention maps from [49]. The attention maps are interpretable
and one can see the outlines of an object in them. Since the descriptors are dense, one would
need to create a clustered representation to use them in our system. This is difficult due to
similarities between the same parts of different objects, such as the wheels of a car and the
wheels of a bicycle.
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Chapter 3

System

Next, we will describe the system in detail. We will first describe the measurement sources,

then the matching algorithm, and finally the optimization algorithm. We will also describe

the language-aligned functions that leverage the underlying visual-language model to add

additional constraints to the system such as landmark searching and filtering.

3.1 Overview

Our system follows the structure of a traditional sparse object-based landmark SLAM system.

The system can be broken down into the frontend and the backend, which are responsible

for the data association (aside from multi-hypothesis data association) and the optimization

respectively. The front end is further broken down into the measurement sources, the match-

ing algorithm, and the object initialization. The system diagram is shown in Figure 3.1. In

the following sections, we will describe each block in the system diagram in detail, as well

as point out some of the challenges an open-set system imposes on the system design that

is not present in a closed-set system.

The input to our system is an odometry source that provides the pose of the robot at

each time step and an object detection source that provides the object detections at each

time step. The output of our system is a set of object landmarks and their poses in the
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world frame. The object landmarks are initialized at the first time step they are detected

and optimized as the robot moves through the environment. For the odometry source,

we extract the difference in pose from the previous timestep, TXn+1
Xn

[Block 1]. For object

detection, we extract the bounding box, feature descriptor, and region proposal score [Block

2]. Depending on the configuration of the system, we may also extract a depth estimate.

The odometry measurement is directly added to the optimization problem [Block 9]. The

object detection is then filtered and matched to the object landmarks [Block 4, 5]. If the

object detection is matched to an existing object landmark, the measurement is added to the

optimization problem. If the object detection is not matched to an existing object landmark,

the detection will then be matched to a set of candidate objects [Block 6]. Candidate objects

are objects that are not in the optimization problem until they are successfully initialized

based on one of two initialization methods. However, they may also be discarded if the

objects are not consistently observed or the observations contain outliers. Candidates are

initialized through either multi-view triangulation [Block 7] or depth-based initialization

[Block 8], and if successful, added to the optimization problem [Block 9]. The optimization

problem is then solved, and the object landmarks are updated.

One important aspect of a SLAM system is loop closure. Loop closure is the process of

detecting when the robot has returned to a previously visited location. In sparse systems,

it is often accomplished by having a visual place recognition (VPR) system that triggers

a matching process when the likelihood of a match is above a threshold. In ORBSLAM,

a visual-bag-of-words approach was used to initialize the loop closure. Some systems also

include an outlier detection system that filters out bad loop closures via robust cost functions,

which is useful in situations with visual aliasing such as in hallways or in front of doors. In

our system, we do not have a VPR system and instead rely on matching between landmarks

and current object detections. VPR systems using foundational models are an active area of

work, and AnyLoc[81] has made significant progress in this area. However, we believe that

the current state of the art is not yet robust enough for our system, and we leave this as
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Figure 3.1: OSODA System Block Diagram. This diagram provides an overview of the
different modules within our system and the flow of information from the input to the
output. The input is provided by the RGB-D camera and the output is the optimized
landmark positions and trajectory of the robot.
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future work. We also do not have a robust outlier detection system and instead rely on the

robust cost functions and max-mixture in the optimization problem to filter out bad loop

closures. This is also an area of future work.

3.1.1 Robot Operating System (ROS)

Note that this system is written in the ROS[82] framework. Multiple nodes are run depending

on the configuration. Figure 3.2 shows the nodes that are run for the system described in this

paper and the message types associated with them. Some nodes are created for visualization

purposes and are not necessary for the system to run. The nodes are described in detail in

Table 3.1

Figure 3.2: Graph of ROS nodes in the system. The input sources are in a box on the left,
and the messages are passed between nodes as shown. A more detailed description of the
nodes and message frequencies can be found in Table 3.1.
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Node Name Input Type Frequency Output Type Frequency

Input Source None None RGB Image
Depth Image 30 Hz

Odometry Node RGB Image
Depth Image 30 Hz Odometry 30 Hz

Odometry to Pose Odometry 30 Hz PoseStamped 30 Hz
Odometry to Path PoseStamped 30 Hz Path 30 Hz

Detector Node RGB Image
Depth Image 30 Hz Frame 5 Hz

Detection Filter Frame 5 Hz Frame 5 Hz
Detection Visualizer Frame 5 Hz Image 5 Hz

OSODA Node PoseStamped
Frame

30 Hz
5 Hz

Path
Line Markers
Point Markers

30 Hz
5 Hz
5 Hz

Table 3.1: Detailed description of ROS nodes, and the messages passed between them as
well as the frequencies.

3.2 Measurements

3.2.1 Odometry Source

A wide range of odometry sources can be used with our system. In our testing, we were

able to use RTAB-Map RGB-D odometry[83], OpenVINS[84], and ORB-SLAM2[26] with

loop closure disabled as our odometry source. The odometry source runs in its node and

publishes the odometry with respect to the world frame at each time step. Only some of the

odometry sources publish the covariance of the odometry, so we use a constant covariance

set by a configuration file to simplify the problem. Intermediate nodes then convert the

odometry or PoseWithCovarianceStamped message to a PoseStamped message, which is

used by the system. For some datasets, only select odometry sources can be used due to the

sensing modality. For example, the TUM RGBD dataset only has ground truth, RGBD, and

an accelerometer at 10Hz. In this case, we can either use the ground truth or the RGBD

odometry. The datasets collected in Stata used a Realsense D455 camera, which recorded

stereo IR images, RGBD, and 6 DOF IMU at 400Hz, but we do not have a full ground truth
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trajectory. Therefore, RGBD Odometry or Visual-Inertial Odometry was used. There are

also a couple of TUM RGBD datasets with wheel odometry, which we can use as well. The

wheel odometry worked best when the environment was featureless or beyond the range of

the RGBD sensor.

Sensor Modality Compatible With
Odometry Source RGB Depth IMU TUM D455
RTAB-Map RGB-D ✓ ✓ ⋆ ✓

OpenVINS ✓ ✓ ✓

ORBSLAM2 ✓ ✓ ⋆ ✓

Wheel Odometry ⋆

Table 3.2: Compatibility between odometry sources and sensor modalities. We also indicate
if the source is compatible with sensors used in TUM and the Intel RealSense D455. ⋆
indicates that only some of the sequences are compatible.

RTAB-Map RGB-D Odometry

This method uses depth images from the camera to perform incremental closest point (ICP)

point cloud registration. While simple, this method can reliably produce odometry for most

trajectories tested. Due to the nature of ICP algorithms, the discrepancy between two

adjacent frames must not exceed some threshold for the odometry to be accurate. This is

not a problem for most trajectories but can be a problem for trajectories with fast motion

or large rotations. This method also does not produce a covariance, so we use a constant

covariance set by a configuration file to simplify the problem. Experimentally we determine

that frame-to-frame ICP, where the current frame is matched to only the immediate previous

point, is sufficient for our case, although RTAB-Map also offers a frame-to-map ICP method

where a local pointcloud map is kept to be matched against. The latter is more robust to

fast motion and large rotations but is also more computationally expensive.
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OpenVINS

This odometry source uses a visual-inertial odometry (VIO) algorithm to produce odometry.

The VIO algorithm uses a sliding window of IMU and camera measurements to produce a

pose estimate. The VIO algorithm can produce a covariance for the pose estimate, which

we do not use in our system for simplicity. One advantage of this odometry source is that it

does not get lost in featureless environments or when there are large amounts of motion blur.

The IMU is able to provide short-term estimates of odometry and aid in scale estimation.

However, using VIO requires a carefully calibrated camera and IMU, as well as the calibrated

extrinsics between the two. We used Kalibr[85] to perform all of those calibrations. The

instructions on their repository were sufficient. The only adjustment to the calibration we

made was to increase the IMU noise figures by a factor of 100. This odometry source also

requires a certain magnitude of jerk in order to initialize and perform scale estimation, the

magnitude was changed to 1.5 in the configuration files, and the duration was reduced to 1

second.

ORB-SLAM2

In some datasets where the RGB-D data does not allow for reliable odometry from RTAB-

MAP, we resort to using a modified version of ORB-SLAM2[26] as our odometry source.

ORB-SLAM2 can work on RGB-D images to provide a scale-accurate trajectory based on

tracking point landmarks in the environment with ORB feature descriptors. As a full SLAM

system, ORB-SLAM2 also performs local and global bundle adjustment, detects and per-

forms loop closures, and maintains a map of the environment. However, these functions

would disqualify it from being used as an odometry system as it is able to correct for drift.

Therefore, we disabled the loop-closure module and severely limited its mapping capabilities

to have it act as a visual odometry system. Local bundle adjustment is still enabled, which

makes it a fixed-lag smoother. To confirm the efficacy of our modifications, we noticed that

it does accumulate drift and does not perform any loop closures on the dataset that we tested
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on.

3.2.2 Object Detection

Since this is an open-set system, our definition of an object is much more general than closed-

set methods. We define an object to be any closed shape that can be repeatably detected

in the environment and holds some semantic meaning. For example, the back of an office

chair could be counted as an object by our definition, but will not likely be its own class

in a closed-set detector. For each object, we require a bounding box, a segmentation mask,

a confidence score to describe the likelihood of it being what we consider an object, what

we call objectness, and a feature descriptor. This is very similar to a closed set descriptor

output, except that a closed set descriptor would output a class label instead of a feature

vector. In the following sections, we will describe the detection pipeline and give examples

of what the output looks like at each stage. We will also perform a qualitative comparison

between the output of our open-set detection pipeline and a closed-set detector.

ViLD

The open-set object detector we use is ViLD[63], which is an object detector that uses a

region proposal network (Mask R-CNN with ResNet FPN backbone) and a CLIP-aligned

descriptor generating head. When given an image, it will first create masks that could

describe an object, and feed the masked images into the CLIP aligned head to generate

a 512-dimensional feature vector. The top 1000 masks and features are returned. Due to

the way this model is trained, the descriptor it outputs resides in the same latent space

as descriptors generated with the CLIP model, but it also has the ability to generate the

descriptor for only the object of interest, making it useful for our purposes. Figure 3.3

shows an example of the output from the network. To avoid clutter, we only visualize 200

detections. The output from the detector is then fed into the detection filtering module.
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Figure 3.3: An example of the output from ViLD. We selected 100 masks and bounding
boxes to be displayed, we have already performed filtering by region proposal network score
and non-maximal suppression. Note that this model accurately segmented the objects but
suffers from a granularity issue: the top of the Coke can is detected as a separate object
from the whole can, the back of the chair is separate from the legs, and some paragraphs on
the magazine is detected as its own object instead of a part of the magazine.

Using Closed Set Descriptors

One interesting property of our system is that it can also use closed-set detectors. We convert

the detected class to a feature vector using a one-hot encoding, such that two objects of the

same class have the same feature vector and high cosine similarity. This allows us to use

closed-set detectors such as YOLOv8[10] with our system. This is useful when we want

to compare the performance of our system with a closed-set system, or when we want to

compare the performance of different closed-set detectors.

3.2.3 Detection Filtering

Objectness Threshold

All objects where the region proposal score is below a threshold are discarded. This is to

remove objects that are not likely to be objects. The threshold is set by a configuration file
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(a) Raw detections from the network. (b) Detections after filtering by region
proposal network score.

(c) Detections after non-maximal sup-
pression.

(d) Detections after edge filtering.

Figure 3.4: An example of detection filtering for the outputs of the object detector. All items
filtered out during a step are outlined in red. The raw detections from the network are shown
in 3.4a. The detections are then filtered by region proposal network score, and detections
with a score below 0.95 are discarded. The remaining detections are shown in 3.4b. The
detections are then filtered by non-maximal suppression, and detections with an IoU greater
than 0.4 are discarded. The remaining detections are shown in 3.4c. The detections are
then filtered by edge detections, and detections within 10 pixels of the edge of the image are
discarded, the zone is shaded in red in the example image. The remaining detections are
shown in 3.4d.
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and is set to 0.95 by default. This threshold is high to ensure high precision in detections,

it will need to be adjusted depending on the distinctness of objects in the environment and

image quality. For example, the TUM RGB-D dataset has lots of high-contrast household

objects, so the threshold can be set higher. In contrast, other datasets may have significantly

higher motion blur and uncommon objects which require a lower threshold to ensure high

recall. An example is shown in 3.4b.

Non-Maximal Suppression

Like closed-set detectors, we need to remove overlapping detections that may represent the

same underlying object. We use a non-maximal suppression (NMS) algorithm to remove

overlapping detections. The NMS algorithm is a greedy algorithm that iterates through the

detections in order of confidence score and removes detections that have an IoU greater than

a threshold. The threshold is set by a configuration file and is set to 0.4 by default. An

example is shown in Figure 3.4c.

Edge Detections

We also remove detections that are too close to the edge of the image. Since we are using

centroid representation for our objects, a partial observation will introduce a large amount of

error in the centroid estimation. Therefore object detections that are within 10 pixels of the

edge of the image are removed. There are alternative approaches to object representations

that can allow for partial observations, such as Quadrics[37], but they are not explored in

this work. An example of this is shown in Figure 3.4d.

Persistence

For unknown reasons, the ViLD detector produces occasional detections with high RPN

scores but does not last for more than one frame, even if the camera view remains similar.

To remove these spurious detections, we require that a detection have an IoU of greater than
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0.5 with another detection within the last 5 frames to be considered valid. This is a heuristic

that is not robust, and it would be good to remove it in the future.

3.2.4 Filtered Detector Output

After the filtering step, we are left with a set of detections that are likely to be objects. This

set of detections is then used in the matching step. To evaluate the quality of these open-set

object detections, we compare them to the output of a closed-set detector.

Figure 3.5 shows a comparison between open and closed-set detection results. The closed

set detector was trained on Microsoft’s COCO dataset, with labels including common office

and household items as well as animals and vehicles. In these examples, we can notice some

strengths and weaknesses of the open-set approach. The open-set detector is able to detect

distinct items that may not have been explicitly trained on, such as the tape mark on the

floor in 3.5c, the metallic sphere in 3.5e, and the large die in 3.5a. However, it also missed

some obvious items like the keyboard in 3.5f or the potted plant in 3.5b and 3.5f. Finally,

the issue of object granularity becomes apparent in this example, as the leg of the desk was

detected as an individual object in 3.5c, which is not what a human would usually choose

to detect. Our view on this issue is that as long as an object is able to be reliably detected

across a variety of viewing angles, it should be included in the map since it will work well

as a landmark for the robot.

3.2.5 Depth Estimation

The segmentation mask is applied to the depth image to estimate the object’s depth. This

is only necessary if the object initializer uses depth instead of multi-view triangulation. The

depth estimation is done by taking the mean of the depth values within the segmentation

mask. This is a simple heuristic that works well enough for our purposes, however, it does not

take into account the thickness of the object and could cause issues with observations from

both the front and side of the objects. Ideally, this will be resolved by using a volumetric
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(a) (b)

(c) (d)

(e) (f)

Figure 3.5: Comparison of ViLD and YOLOv8 on the TUM RGBD dataset. The left column
shows the ViLD detections and the right column shows the YOLOv8 detections.
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representation of the object, such as quadrics or cuboids, and the depth measurement is

used as a measurement of the distance to the front surface of the object. Object detections

without valid depths are discarded. Figure 3.6 shows an example of an RGB image and its

corresponding depth image. The brightness of the depth image corresponds to the depth,

with brighter pixels being further away from the camera. The upper left-hand corner of the

depth image contains an incorrect depth that makes the detection have an erroneous 2.53

meter depth estimate. Much of the image is black, which means that they do not have any

valid depth measurements. As a result, the depth estimation is not very reliable.

Figure 3.6: Example of an RGB image (left) and its corresponding depth image (right)
from the TUM RGBD dataset. The depth image contains numerous incorrect depths and
missing depths which makes it difficult to use for object depth estimation. This is due to
the limitations of the Kinect sensor used to collect the dataset.

3.3 Objects

For object-based SLAM systems, we must accurately represent the object such that we can

perform data association with high precision and recall. In a closed set system, the object

is represented by a class label, which is a unique identifier for the object. However, in an

open set system, we do not have a unique identifier for the object and therefore must use

other methods to represent the object. We use a combination of a centroid and multiple

feature descriptors to represent the object. The centroid is the average of the bounding

50



box coordinates, and the feature descriptors are the CLIP embeddings of each detection

associated with the object. The centroid is used to represent the position of the object, and

the feature descriptor is used to represent the object’s semantic information.

For an open-set system, it is essential to update an object’s semantic information due to

variations in feature descriptors across different views. This is a problem unique to open-set

systems, as closed-set systems can rely on a viewpoint-independent class label.

3.3.1 Feature Descriptors

Figure 3.7: A collection of images of a robot on a gray-blue carpet. The robot is viewed
from different angles, starting from the front and rotating to the top and the left side. This
is an example of how different views of the same object can be observed during the course
of traversing an unknown environment.

To illustrate the importance of maintaining a set of feature descriptors for each object,

consider the following example.

Figure 3.7 shows a collection of views of a robot that could be encountered during a

trajectory. We extracted the CLIP embedding from each image and calculated the pairwise

cosine similarity between all images. Figure 3.8a shows the cosine similarity as a color map,
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where adjacent images are also adjacent in the plot. This shows how different observations

of the same object can be significantly different in their feature descriptor depending on

the viewpoint and lighting condition. To further illustrate this effect, Figure 3.8b shows a

binarized version of that matrix with a threshold of 0.85. Black squares are instances where

the two images would not be classified as the same object and white squares are instances

where they are. It is the case that not all images will be correctly identified as the same

object, which will lead to duplicate object detections and overall worse performance in our

data association algorithm. However, we can use spatial-temporal information to capture all

different views of the object and incrementally create a database of descriptors: since each

adjacent image will be correctly identified, we can incrementally associate the new views to

the previous view and therefore associate all views to the same object if we observe the views

continuously.

(a) Cosine similarity between CLIP embed-
dings of different views of the same object.
The images are ordered from left to right, top
to bottom. The color map shows the cosine
similarity between the CLIP embeddings of
the images, with the color bar ranging from
0.5 to 1.

(b) Binary similarity between CLIP embed-
dings of different views of the same object.
We used a threshold of 0.85 to determine if
the two images are of the same object.

Figure 3.8: Cosine similarity between different viewpoints. CLIP embeddings are extracted
from the images in 3.7 and the cosine similarity is calculated between all pairs of images.
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3.3.2 Appending Observations to Objects

Once an association is made using one of the algorithms outlined in 3.4, we need to append

the observation to the object and create the appropriate costs in the backend. The obser-

vation is appended to the object’s list of observations, and a cost is created between the

variable representing the camera position during the observation and the object’s position

in the world. The cost is calculated in one of two ways, depending on if the observation

contains ambiguous associations.

Non-Ambiguous Associations

If the observation does not contain ambiguous associations, we create a projection factor

between the camera pose x and the landmark position ℓ. The cost is calculated as the

projective residual on the image plane between the bounding box center p and the projected

landmark position. The cost takes into account a fixed camera intrinsics matrix, which is

given by the calibration of the camera. The cost also takes into account the covariance,

which is set to 10 pixels by default. In the following equation, we use π to represent the

camera projection equation.

ϕ(x, ℓ, p) = ∥π(x, ℓ)− p∥2Σ (3.1)

Ambiguous Associations

If the observation contains ambiguous associations, we create a max-mixture factor between

the camera pose and the landmark position. For each potential match to a landmark, we

calculate projective factors as described above. We then create a max-mixture factor between

the camera pose and the landmark position, with the projective factors as the mixture

components. One important thing to note is that we will not add the feature descriptor to

the objects, as the descriptor is not uniquely associated with the object. If we were to add
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it, then it would lead to more ambiguity in the future as now multiple objects have the exact

same descriptor.

ϕ(X, ℓ, p) = min
x∈X
∥π(x, ℓ)− p∥2Σ (3.2)

3.3.3 Descriptor Compression

Since our system appends descriptors to its corresponding objects after every matched ob-

servation, we potentially have an infinite memory footprint for the descriptors. This is not

desirable as SLAM systems may be required to operate for an extended amount of time and

on limited hardware. Therefore, we need to compress the descriptors to a fixed size. We do

this by using a SVD decomposition of the descriptors, and only keeping the top k singular

values. This technique is used in data compression, including image compression, and while

it is fairly basic and does not offer the best compression, it is sufficient for our purposes. The

number of singular values to keep is set depending on the desired level of descriptiveness, and

there exists a tradeoff between descriptiveness and maximum memory footprint per object.

Using SVD for Descriptor Compression

The SVD decomposition of a matrix A is defined as follows:

A = UΣV T (3.3)

where A is the original n by p matrix representing n observations each with a descriptor

with p length. U is a n by n matrix, Σ is a n by p matrix, and V is a p by p matrix. Both U

and V are orthogonal matrices, and Σ’s diagonal entries, which are the singular values, are

sorted in descending order. The first k singular values are kept. This will give us a truncated

singular value matrix Σ̃ with shape n by p, and nonzero entries only on the first k diagonal

entries. We can then use this matrix to create a reduced-rank approximation of the original
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matrix A:

Ã = UΣ̃V T (3.4)

where Ã has shape n by p, but only the first k rows will be non-zero. Since we start with

n > k, we have reduced the number of rows in the matrix and performed a dimensionality

reduction. This preserves the k most important feature descriptors of this object.

One may recognize that we can decrease the computational complexity of this operation

by only computing the first k by k submatrix of U and k by p submatrix of V T . This will

allow us to use a k by k diagonal matrix to represent Σ̃, and therefore only O(k) matrix-

vector products are required to compute Ã. This is a significant improvement over the O(n)

matrix-vector products required to compute Ã without this optimization, especially when n

is large. This optimization is used in our implementation.

Ã = U1:k,1:kΣ1:k,1:kV
T
1:k,: (3.5)

=


u11 · · · u1k

... . . . ...

uk1 · · · ukk



σ1 · · · 0

... . . . ...

0 · · · σk



v11 · · · v1k
... . . . ...

vp1 · · · vpk


T

(3.6)

A further optimization is to use a thin SVD algorithm to only calculate the first k entries

of the singular values and vectors. We use Eigen’s implementation for our work[86].

After calculating Ã, we replace the descriptor of the object with rows or Ã and proceed

with the matching algorithm in the next iteration. The purpose of descriptor compression is

to preserve the most distinct feature descriptors of the system while bounding the memory

usage. One can estimate the number of descriptors needed for any given object by looking

for distinct views of the object. A safe estimate is to have at least 6 views, one of each face

of a cube that encapsulates the object. We used a k of 30 as a conservative estimate for the
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number of descriptors.

3.3.4 Object Initialization

Every filtered observation is either matched to an existing landmark in the map or added to

a candidate object to potentially be initialized as a new landmark. However, since one of the

modalities of object detection is monocular RGB, we may not have observability over the

depth of the object. Therefore, we have two different methods of initializing objects, multi-

view triangulation and depth-based initialization. Multi-view triangulation is used when we

do not have observability over the depth of the object, and depth-based initialization is used

when we do have observability over the depth of the object. To ensure the quality of our

observations, we have several criteria outlined as follows: the object must be observed at

least 3 times, the object must have a residual of less than 10 pixels during the initialization

process, and the object must also not have any observations where the initialized position

is behind the camera. The first two parameters are determined experimentally, and the last

parameter is to ensure that all observations are valid when initialized. The last parameter is

not necessary for depth-based initialization as it can be done after a single observation and

does not require any triangulation. However, the depth of the estimate does not account for

the thickness of the object and therefore is not as accurate.

Multi-View Triangulation

If we have multiple observations of an object from different perspectives, the object’s position

in space will be fully observable, assuming the views are not colinear. We can then use

triangulation to estimate the object’s position in the world frame by a variety of methods.

For our case, we use the direct linear transform (DLT) [87] to perform the estimation, but

one can use other methods such as nonlinear optimization.

To ensure the object has at least one pair of views that are not colinear, we calculate

the angle between all vectors from the camera to the observed centroid in the world frame.
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(a) A good multi-view initialization of
an object.

(b) A bad multi-view initialization of an
object.

Figure 3.9: An example of a good and bad multi-view initialization. The dotted lines are the
ray from the camera to the object, and the Coke bottle represents the initialized position
of the object. The lines are less colinear in 3.9a, and they are more colinear in 3.9b. This
means that the uncertainty along the Z direction for the second scenario is worse than the
first.

If the pairwise angle is less than a threshold (10 degrees in our case), we consider the

observation to be colinear. If the object has at least one pair of views that are not colinear,

we proceed with the triangulation. Otherwise, we will wait until further observations are

made. Figure 3.9 shows an example of a good and bad multi-view initialization. If the

observations are arranged in a line, then the uncertainty along the Z direction will be very

high, and the object will not be initialized in our system.

The object’s position in the world frame is estimated by solving the following equation

given n observations:



v1p13 − p12

p11 − u1p13

u1p12 − v1p11

...

vnp13 − pn2

pn1 − unpn3

unpn2 − vnpn1



x =


0

...

0

 (3.7)

for each of the observations and projection matrices, where (ui, vi, 1) is the ith projected
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point in homogeneous coordinates, and pir is the rth row of the ith projection matrix P . The

solution is the point in R3 that minimizes the reprojection residual, which we denote as x in

the equation.

We then check if the solution satisfies all of the criteria outlined above. If it does, we

create a new object and add it to the optimization problem. If it does not, we discard the

object and all observations associated with it.

Depth Based Initialization

This initialization method is comparatively simpler than multi-view triangulation but re-

quires a depth estimate of the object. The depth estimate can be obtained from the depth

image as shown in 3.2.5. The object’s position is converted into the world frame by applying

the following transformation:



x

y

z

1


= P−1


u

v

1

 , (3.8)

where P is the camera projection matrix, and (u, v) is the centroid of the object in the

camera frame, with z corresponding to the depth.

We then check if the solution satisfies all of the criteria outlined above and proceed

accordingly.

Comparison of Initialization Methods

There exists a tradeoff between the speed and accuracy of initialization methods. With

a higher threshold for consistent detection before an initialization attempt, we are able

to have more confidence that the object being initialized will be reliably detected across

different views and have no outliers in the series of detections. However, it also means that
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the observations made before the initialization attempt do not contribute to correcting the

pose estimate of the robot and it can lead to increased drift and higher real-time error. On

the other hand, with a lower threshold for consistent detection, we can initialize objects

faster and have more observations to correct the pose estimate of the robot. However, it also

means that the object being initialized may not be reliably detected across different views

and may have outliers in the series of detections. This can lead to a higher chance of failure

during the initialization process, and therefore a higher chance of introducing errors into the

system. To make matters more complicated, the threshold for consistent detection depends

on the environment and detector recall and accuracy. Better detectors will allow for a lower

threshold as we will be able to initialize sooner based on fewer observations.

In our system, we use a threshold of 3 observations before an initialization attempt,

which is a balance between the two extremes. We also use a threshold for the residual of

the observations during the initialization process, which is a heuristic that is not robust and

should be replaced with a more robust method in the future.

Another difference between the two methods is the maximum distance of an object from

the camera. Since the depth sensor has a maximum range, and the quality of the depth

estimation decreases with distance, we need to limit the maximum valid range to a constant.

In our experiments, we found 5 meters to be a good threshold for a D455 camera. By

contrast, the multi-view triangulation method does not have a maximum range and can

initialize objects at any distance as long as the views are not colinear and there exists a large

enough baseline.

Initializing with Ambiguous Associations

Another challenge that arises from open-set systems is that we may have ambiguous associ-

ations between multiple observations from previous frames to the current frame. Currently,

all observations with multiple possible candidate objects are removed. However, it would be

interesting to explore a hierarchy of associations where the most likely association is used for
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the first initialization attempt, and then if it is not successful, the next most likely associa-

tion is used for the next initialization attempt. This method will ensure that any observation

is only used for one object and that the object is initialized with the most likely association.

However, it will also increase the initialization time.

3.4 Matching

Data association is the process of creating matches between previous observations with cur-

rent observations. We approach this similarly to other landmark-based systems, where ob-

jects are stored as point landmarks on the map. This approach is sparse, since it stores each

landmark as a single point, but is not descriptive of the size or shape of the object. To sup-

plement this, our objects also store a collection of feature descriptors. One unique challenge

with open-set systems is that the observed descriptor will not exactly match landmarks in

the map, as in the case of a closed-set detector with class labels. We will have to use a dis-

tance metric to determine associations, much like how it is done for feature-based matching

with ORB feature descriptors. However, unlike with ORB descriptors, the number of land-

marks in the map is drastically lower, and therefore our data association method must have

high recall. To accomplish this, we outline several types of matching algorithms that can be

used depending on the amount of information available. The pure-semantic (PS) matching

algorithm is best used when we don’t have a strong position prior on the landmarks, and

thus can only work off of their semantic similarity. The bipartite nearest-neighbor (BNN)

matching uses bipartite matching between observations and landmarks to find the set of as-

sociations such that the sum of projective error is minimized. The ambiguity-aware matching

(AAM) algorithm allows for non-bipartite matching such that observations can be matched

to multiple landmarks at the same time. Only one association will be correct, and that is

formalized using max-mixture or sum-mixture noise models in the backend.
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3.4.1 Pure Semantic Matching

We define the cost co,l to be 1−maxfl∈Fl
(cos(fo, fl)) and populate the cost matrix as such. Fl

is the set of feature descriptors associated with the landmark l, and fo is the observed features

descriptor. There is also a threshold similarity θs such that all costs greater than this will

be assigned to MAXCOST to denote the lack of an edge. Figure 3.10 shows an example of

this algorithm. We use this algorithm to match observations with candidate objects because

we have yet to initialize the object position. Alternatively, we can use optical flow or other

forms of object tracking algorithm to track across adjacent frames, but we have not explored

this method in our work.

The Hungarian algorithm[88] is then used to perform bipartite matching. The overall

objective becomes:

d∗ = argmin
d

∑
i,j

ci,jdi,j (3.9)

subject to ci,j = 1−max
f∈Fj

(cos(fo, f)) (3.10)∑
i

di,j <= 1 (3.11)

∑
j

di,j <= 1 (3.12)

∑
i,j

di,j = min(n,m) (3.13)

Where d is the association matrix between observations and landmarks, and n,m are the

number of observations and landmarks respectively.

3.4.2 Bipartite Nearest Neighbor

We define a similarity threshold Sth and find all observation-landmark pairs above this thresh-

old. We then add each of those pairs into the cost matrix with the projective error as cost.

We then filter by a distance threshold dth so that pairs that are too far away are not going

61



Figure 3.10: An example of the pure semantic matching algorithm. The cost matrix is
composed of the cosine similarity between the observation (left) and landmark (right) feature
descriptors, which are visualized as colored blocks. The Hungarian algorithm is used to find
the optimal matching. The solid green lines in this figure show the matched observations
and the dotted lines show observations that are not matched even though they are below
the similarity threshold.
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to be matched. This is to reduce the chance of an incorrect correspondence based on two

similar objects in the scene.

Similar to PSM, the Hungarian algorithm is used to perform bipartite matching. The

objective function is

d∗ = argmin
d

∑
i,j

ci,jdi,j (3.14)

subject to ci,j = ∥pi − pj∥2 (3.15)∑
i

di,j <= 1 (3.16)

∑
j

di,j <= 1 (3.17)

∑
i,j

di,j = min(n,m) (3.18)

3.4.3 Ambiguity Aware Matching

Much like BNN, we find pairs of observations and landmarks and filter by both semantic

similarity and distance. Instead of using the Hungarian algorithm, we find ambiguous as-

sociations of multiple observations to a single landmark or multiple landmarks to a single

observation and create a special factor that includes ambiguity. The constraint enforced is

that only one of those potential associations can be active at a time, although the active

constraint may change over time depending on information after the moment of association.
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The objective function is similar to BNN but we are allowed to make multiple associations.

d∗ = argmin
d

∑
i,j

ci,jdi,j (3.19)

subject to ci,j = ∥pi − pj∥2 (3.20)∑
i

di,j <= k (3.21)

∑
j

di,j <= k (3.22)

∑
i,j

di,j = kmin(n,m) (3.23)

Where k is the maximum number of associations made per object.

3.5 Optimization

The optimization part of our open-set object-based SLAM system is similar to other object

SLAM systems. We have a combination of single and mixture-based factors, optimizing over

projective and depth residuals. To reduce the chance that a false data association creates a

degenerate solution, we used a Cauchy noise model to reduce the effects of outliers.

3.5.1 Max and Sum Mixture Models

The mixture models are used to model the ambiguity in the data association between land-

marks and observations. We create mixture factors in 3.4 when we have observations that

can correspond to multiple existing landmarks, or vice versa. The mixture factor ensures

that only a single association can be active at once during the optimization process, thus

fulfilling the bijective property of data association.

The implementation used in our system comes in the form of a custom factor that takes

in a vector of factors and a values variable. During error evaluation, the max-mixture factor

evaluates all errors and returns the error with the lowest magnitude, thus choosing the most
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likely factor to be active. During the Jacobian evaluation, the factor evaluates the Jacobian

of the most likely factor and returns it. This is a simple implementation that works well for

our purposes. Likewise, with the sum-mixture factor, we return the sum of all errors and

the sum of all Jacobians.

Algorithm 1 Max-mixture factor error evaluation

Require: ϕ1 . . . ϕn, X̂
Ensure: e is the minimum error of all ϕi

1: i← 1
2: e← ϕ1(X̂)
3: while i ≤ n do
4: ei ← ϕi(X̂)
5: if ∥ei∥ < ∥e∥ then
6: e← ei
7: end if
8: i← i+ 1
9: end while

3.5.2 Robust Cost Functions

We use a Cauchy cost function[89] to model the residuals of the projective and depth factors.

The Cauchy cost function is a robust cost function that is less sensitive to outliers than the

traditional L2-norm cost function. The Cauchy cost function is defined as follows:

ρ(x) =
1

2
k2 log(1 +

x2

k2
) (3.24)

where x is the residual and k is a positive scale parameter. The scaling parameter is set

to 4 such that all measurements above 4 are considered outliers. Since our factor uses the

covariance of the measurement to weigh the residual, we do not need to scale the error. This

is equivalent to counting all measurements outside of 4σ of any given Gaussian distribution

as an outlier. The Cauchy cost function is used in both the projective and depth factors,

but not the odometry factors. Figure 3.11 shows the Cauchy cost function compared to the

standard L2-norm cost function.
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Figure 3.11: Plot of the Cauchy cost function compared to the standard L2-norm cost
function. The Cauchy cost function is less sensitive to outliers than the L2-norm cost function
and thus prevents incorrect data associations from dominating the error term of our objective
function.

3.5.3 Overall Objective Function

The entire optimization problem consists of the following objective function:

min
R,t,ℓ

∑
i,j

∥(tj −Rijti)− t̃ij∥2Σ + ∥RT
j −RiR̃ij∥FΣ (3.25)

+
∑
i,j

ρ
(
∥π(Ri, ti, ℓj)− p̃ij∥2Σ

)
(3.26)

+
∑
i,j

min
ℓ∈ℓH

ρ
(
∥π(Ri, ti, ℓ)− p̃ij∥2Σ

)
(3.27)

+
∑
i,j

ρ
(
∥dij − d̃ij∥2Σ

)
(3.28)

subject to Ri ∈ SO(3) ∀i (3.29)

ti ∈ R3 ∀i (3.30)

ℓj ∈ R3 ∀j (3.31)

dij = ∥[0, 0, 1] ·R−1
i (ℓj − ti)∥ (3.32)
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We can see that there is a cost for odometry using Lie algebra 3.25, a robustified cost

for projection of unambiguous landmark associations onto the image plane 3.26, as well as

ambiguous landmark associations 3.27, and a cost to the depth measurement between the

camera and landmark, if applicable 3.32 3.28.

3.5.4 Incremental Smoothing and Mapping

When the problem is constructed and ready to be solved, we have two optimizer options

to choose from. The first is a batched optimizer using the Levenberg-Marquardt algorithm,

where the entire factor graph is converted into a nonlinear least-squares problem and all

variables are solved. The second is an incremental optimizer using the iSAM2 algorithm,

where only a part of the factor graph is solved as new measurements are added. The incre-

mental optimizer drastically improves the runtime by only selectively updating parts of the

problem that are affected by new measurements and is, therefore, the preferred method for

large-scale problems. However, the method using the incremental optimizer requires a few

modifications to be used with max-mixture factors.

In the error evaluation function of the mixture factors, it takes in a series of values which

are the current solution, and evaluates multiple factors to determine the composition of the

mixture. However, in the incremental optimizer, not all values are included in the problem

when it is solved. To evaluate the mixture factors, we need to manually keep track of the

relevant values in the factor and update them as necessary. This is done by adding a shared

reference to the factor containing the previous best estimate of the values, and using this

previous estimate if the values are not in the current problem. This is a simple modification

that allows us to use the incremental optimizer with max-mixture factors.

In this chapter we described the system in detail, including the object detection system,

data association algorithms, and the optimization backend with ambiguous data association.

We also reviewed how strengths and weaknesses of odometry systems. In the next chapter,

we will evaluate our system.
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Chapter 4

Results and Discussion

For our experiments, we measure the effectiveness of the system based on two criteria:

one is the accuracy of the trajectory, and another is its ability to provide a semantically

meaningful sparse map that could be used for localization and downstream tasks such as

task and motion planning. In terms of accuracy, we compare our system to the ground

truth trajectory provided by the dataset and calculate the average pose error. In terms of

semantic map quality, we rely on visual inspection and querying of the map to determine

whether the map is semantically meaningful. In the future, synthetic datasets with ground

truth semantic maps could be used to quantitatively evaluate the semantic map.

4.1 Experiment Setup

4.1.1 Datasets

To evaluate this system’s effectiveness in real-world scenarios, we tested it on the TUM-

RGBD dataset [90].
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TUM-RGBD

The TUM-RGBD dataset is a standard benchmark for visual odometry and SLAM algo-

rithms. It consists of multiple sequences of RGB-D images, each with ground truth poses.

The dataset contains unsynchronized RGB images and depth images, from a monocular cam-

era and a Microsoft Kinect respectively. We chose this dataset because it allows us to use an

RGB-D odometry source, and some of its sequences contain loop closures. This dataset is

also suitable for our purpose because it contains cluttered office environments, where there

exist distinct objects that we can recognize and use as landmarks in our system.

The TUM-RGBD dataset contains the following data stream:

• RGB images 640x480 at 30 Hz

• Aligend Depth images 640x480 at 30 Hz

• Ground truth poses at 30 Hz

4.1.2 Computation and Communication

The system uses ROS to handle the communication between different parts, which also allows

the distribution of computation across multiple machines. This is especially beneficial for

our application due to the specialized computation requirements that deep neural networks

possess, which we process on a desktop GPU. The system uses an RTX3090 to run the

open set detection node, and an AMD Ryzen Threadripper 3960X to run the rest of the

system. This allows us to achieve good performance with a 30 Hz input stream, and the

GPU can process the input images at 5 Hz. To increase the frame-to-frame associativity, the

input is played at 1/4 speed so that most frames are processed through the object detector.

Note that the system is limited by the object detector and not by the data association and

optimization, even when we do not use incremental solvers.
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4.2 Quantitative Evaluation

4.2.1 Evaluation Metrics

We use a few common metrics to evaluate the trajectory accuracy of the system. In this

section, we will review the formulation of the metrics and show the trajectories obtained by

the system.

Absolute Translation Error (ATE)

This error measures the magnitude of the translational component of two poses in a common

parent frame. We use the L2-norm which gives us the Euclidean distance in meters. ATE =

∥t2 − t1∥, where t is the translational component of the pose.

Absolute Rotation Error (ARE)

This error measures the magnitude of the rotation required to align two poses. There are

many ways to quantify the size of a rotation, we chose to measure it in the degree of rotation

in the axis-angle formulation.

Given a rotation matrix R, we can find its axis-angle representation using the following:

θ = arccos

(
Trace(R)− 1

2

)
(4.1)

ω =
1

2 sin θ


R32 −R23

R13 −R31

R21 −R12

 (4.2)

Our metric is then ARE = ∥θ∥.

70



Absolute Pose Error (APE)

This error measures the combination of translation and rotation errors in the form of a

Frobenius norm of the matrix.

APE = ∥Tw−1

i T̃w
i − I4∥F (4.3)

where Tw
i is the estimated pose and T̃w

i is the ground truth pose.

Trajectory Alignment

The trajectories are compared using Evo [91], which can perform alignment and interpolation

of trajectories. Our trajectories are aligned using the Kabsch-Umeyama Algorithm[92][93]

and corrected for scale. While we use RGBD odometry which should have a correct scale, it

is observed that we often run into issues where the resulting trajectory has a noticeable scale

difference from the ground truth. Alignment of the poses is done using the first 30 percent

of the trajectory, which corrects for origin alignment and scale. Since the TUM format also

includes timestamps for poses, we interpolate the ground truth to find the corresponding

pose for our trajectory. Note that the ground truth poses are not time-aligned with the

camera frames.

4.2.2 TUM-RGBD

For each dataset, we plot the optimized trajectory, the odometry trajectory, and the ground

truth trajectory. The ground truth is provided in dashed gray for comparison purposes. We

also plot the error in translation and rotation over time for each dataset for quantitative

evaluation.
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Overview of All Trajectories

Figure 4.1 shows both the odometry and the optimized trajectory plotted against the ground

truth trajectory. The odometry trajectory is in blue, the optimized trajectory is in green,

and the ground truth is in gray. In most cases, the optimized trajectory can correct for

odometry drift and lower overall translation errors.

(a) Freiburg2 Desk (b) Freiburg3 Long
Office

(c) Freiburg2 Dishes

(d) Freiburg2 Large
No Loop

(e) Freiburg2 Large
With Loop

(f) Freiburg2 Pioneer
Slam

(g) Freiburg2 Pioneer
Slam3

Figure 4.1: Overview of all trajectories.

Freiburg2 Desk

This dataset consists of a trajectory around a desk with various objects on it in a cluttered

office environment. The camera points toward the center of the desk and observes the objects

from multiple perspectives. The odometry does well in this dataset but it is apparent that

odometry drift is accumulated as the camera completes the loop and comes back to the

original location. As seen in Figure 4.2, the system is able to correct for the drift at the

end of the trajectory and lower the error, and the correction is also propagated towards
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(a) Color mapped translation error
on odom trajectory.

(b) Color mapped translation error
on the optimized trajectory. The
blue triangles are landmarks de-
tected by the system.

Figure 4.2: Freiburg2 Desk Results.

the middle of the trajectory. We see a dense collection of objects in the center of the plot,

with some objects being recognized multiple times as duplicate objects that occupy the same

space.

Freiburg3 Long Office Household

(a) Color mapped translation error
on odom trajectory.

(b) Color mapped translation error
on the optimized trajectory. The
blue triangles are landmarks de-
tected by the system.

Figure 4.3: Freiburg3 Long Office Results.
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Very similar to Freiburg2 Desk, this office scene has objects scattered around the desks

and creates many opportunities for the system to recognize and create landmarks. The

odometry does well in this dataset as well, due to its distinct environment and objects’

close range to the sensor. One thing we noticed in this trial is that the system created

incorrect data associations in the middle of the trajectory and resulted in greater errors

when compared to the odometry. However, the end of the trajectory is noticeably more

aligned with the ground truth and improves on the odometry.

Freiburg2 Large No Loop

(a) Color mapped translation error
on odom trajectory.

(b) Color mapped translation error
on the optimized trajectory. The
blue triangles are landmarks de-
tected by the system.

Figure 4.4: Freiburg2 Large No Loop Results.

This dataset contains a trajectory around a larger floor space without an opportunity

for loop closure and repeated observations of items. As expected, our system performed on

par with odometry and did not create any landmarks that helped with reducing drift. The

landmarks are scattered far from the trajectory. The ground truth is also truncated so we

do not see any landmarks in the right half of the plot.
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(a) Color mapped translation error
on odom trajectory.

(b) Color mapped translation error
on the optimized trajectory. The
blue triangles are landmarks de-
tected by the system.

Figure 4.5: Freiburg2 Large With Loop Results.

Freiburg2 Large With Loop

This dataset is similar to the previous one but contains a section where the camera is brought

to the start of the trajectory. This allows the system to create loop closures and correct for

drift. As seen in Figure 4.5, the system is able to correct for drift and lower the error.

Due to the size of the scene, ground truth was provided for only the start and end of the

trajectory, so we are unable to determine whether the reduction in drift propagated corrected

throughout the rest of the trajectory.

Freiburg2 Dishes

This scene is a small table with four objects on it. The camera traversed around the table,

pointing inward towards the dishes. We believe this example showcases the ability of this

system to navigate around ambiguous objects and create associations that leverage the max-

mixture model. The system is able to significantly reduce drift across the entire trajectory

because it maintains associations with the bowls the entire time. The association is not

perfect, however, so we can see duplicate items on the map shown as very dark overlapping
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(a) Color mapped translation error
on odom trajectory.

(b) Color mapped translation error
on the optimized trajectory. The
blue triangles are landmarks de-
tected by the system.

Figure 4.6: Freiburg2 Dishes Results.

triangles. This is a result of the system not recognizing the previously discovered object and

creating a new one. In the future it may be helpful to perform duplicate object detection

and pruning.

Freiburg2 Pioneer SLAM

(a) Color mapped translation error
on odom trajectory.

(b) Color mapped translation error
on the optimized trajectory. The
blue triangles are landmarks de-
tected by the system.

Figure 4.7: Freiburg2 Pioneer SLAM Results.
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This dataset consists of a forward-facing camera on a wheeled robot that traverses around

a large room. The path of the robot makes it very difficult to initialize objects using multi-

view triangulation. We observed that most of the objects were initialized using the depth

initialization method. Even so, we were able to correct drift in multiple parts of the trajectory

as we created loop closures. In particular, the loop in the upper left and the last part of the

trajectory was much closer to ground truth when compared to odometry. The map created

by the system shows items scattered throughout the scene, with some duplicate landmarks

that show up as dark triangles.

Freiburg2 Pioneer SLAM3

(a) Color mapped translation error
on odom trajectory.

(b) Color mapped translation error
on the optimized trajectory. The
blue triangles are landmarks de-
tected by the system.

Figure 4.8: Freiburg2 Pioneer SLAM3 Results.

This dataset is similar to the previous one but has less number of loops and opportunities

for loop closure. This dataset also had instances where we did not receive images for a

significant period of time, which caused RTAB-MAP Odometry to fail. Instead, we used

the wheel odometry provided by the robot base, which incurs much more drift than the

RTAB-MAP Odometry. Nevertheless, the system can correct for a small amount of drift

both at the beginning and the end of the trajectory.
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4.2.3 Calculated Mean Errors for Trajectory

Table 4.1 shows the mean ATE, ARE, and APE for each of the seven trajectories

Dataset APE ATE (m) ARE (deg)
Freiburg2 Desk 0.228 0.072 8.690
Freiburg3 Long Office 0.168 0.122 4.390
Freiburg2 Dishes 0.061 0.040 1.820
Freiburg2 Large No Loop 0.391 0.294 8.645
Freiburg2 Large With Loop 0.199 0.105 5.863
Freiburg2 Pioneer SLAM 0.154 0.119 3.311
Freiburg2 Pioneer SLAM3 0.198 0.111 6.032

Table 4.1: Mean ATE, ARE, and APE for each dataset.

4.2.4 Quantitative Examples of Loop Closure

One can observe instances of loop closure when the system corrects for drift. We created

plots of mean error over time for the optimized trajectory to visualize instances where this

happens. The first example is from Freiburg2 Desk, which is shown in Figure 4.9 we can

see that the mean error is reduced at the end of the trajectory, which is an instance of loop

closure. This is also visible in the map, where the system can create associations between

objects that were observed at the start and the end of the trajectory.

Another example can be seen in Figure 4.10, which is from Freiburg2 Pioneer SLAM.

We can see that the mean error decreases abruptly multiple times toward the end of the

trajectory, which is an instance of loop closure.

In contrast, a trajectory that didn’t have a loop closure was Freiburg2 Large No Loop,

which is shown in Figure 4.11. We can see that the mean error almost monotonically increases

due to unbounded drift.
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Figure 4.9: Mean translation error over frame number plot for Freiburg2 Desk. The red
lines indicate times of loop closure, which occur towards the end of the trajectory when the
camera returns to the start of the trajectory and creates data associations with previously
observed objects.

Figure 4.10: Mean translation error over frame number plot for Freiburg2 Pioneer SLAM.
The red lines indicate times of loop closure, which occur towards the end of the trajectory
when the camera returns to the start of the trajectory and creates data associations with
previously observed objects.
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Figure 4.11: Mean translation error over frame number plot for Freiburg2 Large No Loop.
The mean error almost monotonically increases due to unbounded drift. This trajectory did
not revisit locations, thus we do not have loop closures.

4.2.5 Map Quality

To qualitatively evaluate our system, we presented maps generated by our system for some of

the experiments in the figures from the previous section. The objects created by the map are

shown in blue triangles, and the trajectory is shown in the background. Most of the objects

in the map correspond to an object in the real world, however, some incorrectly initialized

objects are also present. We also see instances of double initialization of the same object,

which is a result of the system not recognizing a previously discovered object. A higher

threshold on the object similarity score in the matching process could cause this behavior,

which is an instance of the tradeoff between false positives and false negatives. In our case,

we would prefer higher precision detections and are willing to accept a lower recall.
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Dataset Odom Source Odom Ours ORB-SLAM2
Freiburg2 Desk RTAB-MAP 0.123 0.072 0.012
Freiburg3 Long Office RTAB-MAP 0.062 0.122 0.009
Freiburg2 Dishes RTAB-MAP 0.130 0.040 0.070
Freiburg2 Large No Loop ORB-SLAM* 0.240 0.294 0.125
Freiburg2 Large With Loop ORB-SLAM* 0.110 0.105 0.109
Freiburg2 Pioneer SLAM RTAB-MAP 0.280 0.119 0.171
Freiburg2 Pioneer SLAM3 Wheel 0.148 0.111 0.046

* Indicates modified version of ORB-SLAM2 described in 3.2.1. This is different from the last column
which is unmodified ORB-SLAM2.

Table 4.2: Comparison of trajectory ATE between odometry, our system, and ORB-SLAM2.
The top two results are in bold.

4.3 Comparison with ORB-SLAM2

The system is able to correct drift in the odometry by creating loop closures with previously

traversed portions of the world. Through the maps generated by the system shown in the

previous section, we can see that objects are recognized and associated multiple times across

the duration of the trials. The system is also able to create associations with objects across a

variety of viewpoints, which is a difficult task due to the possible changes in the appearance

of the items. By comparing the optimized trajectory with the ground truth, we can see that

the average translation and rotation error is reduced by a significant amount and is lower

than the error of the odometry, which reinforces the idea that the system can correct for

drift.

By comparing the results in Table 4.2, we can see an average reduction of 11.2 percent

in the mean absolute translation error when compared to odometry.

4.3.1 Resource Usage

Our system uses much more CPU and GPU computation, partially due to the ViLD detec-

tor using a large amount of resources, and also partly due to this system being unpolished

software. However, we use much less memory than ORB-SLAM2 because we have fewer land-
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marks. Table 4.3 shows a comparison between the size of the saved map from ORB-SLAM2

and the map representation of our system calculated based on the number of landmarks

and worst-case observation. We can see that our system uses much less memory than ORB-

SLAM2, which is a significant advantage for use in lower-resource platforms. The memory

usage of our system is calculated with the following formula:

Memory Usage = # LMs × 30 Descriptors Per LM × 1024 Bytes per Descriptor (4.4)

Dataset ORB-SLAM2 (MB) Ours (MB)
Freiburg2 Desk 48 6.7
Freiburg3 Long Office 52 4.2
Freiburg2 Dishes 194 0.7
Freiburg2 Large No Loop 153 2.2
Freiburg2 Large With Loop 214 2.6
Freiburg2 Pioneer SLAM 217 1.8
Freiburg2 Pioneer SLAM3 123 2.2

Table 4.3: Comparison of map size between ORB-SLAM2 and our system.

We can see that our system uses much less memory than ORB-SLAM2, due to the choice

of objects as our representation. For environments with a lower density of objects and more

empty space, we are able to see a 99 percent reduction in map size. For environments with a

higher density of objects, we are still able to see a 85 percent reduction in size. This comes

at a cost of the descriptiveness of the map, as we are only able to represent objects that

are detected and properly initialized, but we have shown that we are still able to use those

objects for loop closure.

In this chapter, we described the experiments performed to evaluate the system. We

showed that the system is able to correct for drift and create loop closures. We also compared

our system to ORB-SLAM2 and showed that our system is able to reduce the mean absolute

translation error by 11.2 percent when compared to odometry. In the next chapter, we will

conclude this thesis and discuss future work.
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Chapter 5

Conclusion

5.1 Summary

In this thesis, we explored the problem of using open-set objects in a SLAM system, and how

to perform object detection, association, and optimization in a way that works on open-set

objects. We presented a method for using a max-mixture model to represent ambiguous data

associations and showed how to use this model in a SLAM system. We also presented three

different matching algorithms used in the case of candidate, ambiguous, and non-ambiguous

data associations, which improves the robustness of the system to multiple instances of the

same object, or objects that are similar to each other in feature descriptors. We showed that

our system can use multiple sources of odometry and sensor models, and initialize objects

with both multi-view triangulation and depth. After testing on several experiments in the

TUB RGB-D dataset, we showed that our system is able to successfully create a sparse map

of the environment and use it to improve the localization accuracy of the robot. We also

showed that our system can represent the world using a smaller number of landmarks than

a non-object-based sparse system (ORB-SLAM2), without sacrificing the ability to perform

loop closures.
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5.2 Future Work

5.2.1 Improving Localization Accuracy

It is clear from Table 4.2 that our system can improve upon the localization estimate of the

odometry sources. We can compete with state-of-the-art methods in terms of accuracy for

some trials, but we are not able to do so for most. This is due to a variety of factors, but one

of the contributing factors is the choice of object representation in our system. By choosing

to use a centroid representation, we sacrificed a lot of information about the object, such

as size and orientation, which could be used to improve the localization accuracy. In the

future, we would like to explore using a more complex object representation, such as a 3D

bounding box or a quadric, to improve the localization accuracy of our system. Additionally,

the extra bits of information provided by a more complex object representation could be used

to improve the robustness of the system to ambiguous data associations.

5.2.2 Dynamically Determining Thresholds

Due to the reasons outlined in 3.2.2, we currently use hand-tuned thresholds for determining

valid object detections and various parts of the matching algorithms. If we can use infor-

mation from the map and previous observations, such as the closeness of observations in

feature space, we can potentially dynamically determine the appropriate clustering parame-

ters. This would reduce the amount of hand-tuning required to use our system and allow for

the deployment of our system in a wider variety of environments without expert knowledge

of its operation.

5.2.3 Undoing Data Association

While our method uses max-mixture to describe ambiguous data associations, it cannot

fully undo the data association once it is made. If we create an incorrect data association
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with a non-mixture-based representation, our system relies on robust cost functions to avoid

incorrect solutions. However, the observation will have been permanently added to the object

in the map, and we currently do not have a way to determine that an association is incorrect,

or a way to remove that association.

5.2.4 Ablation Study

In the future, we would like to perform an ablation study over the different components of

our system to determine their effects on the performance of the system. We are especially

interested in seeing the effect of different object detectors and different parameters for the

matching algorithms, as they directly affect the precision and recall of landmarks.
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