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Abstract

Efficient and controlled delivery of radio-frequency (rf) power for semiconductor plasma pro-
cessing typically relies upon tunable matching networks to transform the variable plasma
load impedance to a fixed impedance suitable for most rf power amplifiers. Plasma ap-
plications require fast tuning speed with precise control from the matching networks while
operating at a high frequency range. However, it is difficult to meet the requirements for
many semiconductor plasma applications with conventional impedance matching solutions
due to their limited response speeds. This slow speed comes from the presence of mechani-
cal components in the matching network, since they can be tuned only mechanically. This
work introduces a novel controllable transformation matching network (CTMN) intended to
address the need for high-speed, tunable impedance matching.

The design of the CTMN employs a two-port controllable switching network coupled
with a high-Q passive network, enabling rapid voltage modulation and dynamic reactance
tuning (dynamic frequency tuning) to swiftly accommodate both resistive and reactive load
variations. Control strategies are introduced to maintain zero-voltage switching as needed
to minimize switching losses. This approach is substantiated through simulations, which
indicate the CTMN’s capability to achieve precise impedance matching with the potential
for substantially faster response times (in the 𝜇 s range) than traditional systems. It is antic-
ipated that the proposed approach will enable ultra-fast, high-efficiency tunable impedance
matching to address the needs of modern plasma systems.

Thesis Supervisor: David J. Perreault
Title: Ford Professor of Electrical Engineering
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Chapter 1

Introduction

Efficient radio-frequency (rf) power delivery is fundamental to a wide range of applications.

These range from wireless power transfer (WPT) [1–3] and radar communication systems [4]

to medical devices such as MRI [5, 6], rf induction heating [7], semiconductor manufacturing,

among others. These applications present a range of requirements for power generation

systems, including but not limited to limitations on power, frequency, and load impedance

range.

The combination of power level and efficiency requirements, often alongside the need

for adaptability to variable load characteristics, presents significant challenges in efficient rf

power generation and delivery. Advances in industrial applications such as rf plasma drives

for semiconductor processing are posing increased challenges in terms of load impedance

variations. This, in turn, makes achieving efficient power delivery more challenging in these

applications. In this chapter, we will review the challenges of rf power amplifiers (PAs)

to handle variable loads, motivating the need for new impedance matching techniques to

overcome these challenges.

1.1 Challenges of RF PAs

A significant challenge with traditional PAs in applications with variable load impedances is

that they are primarily designed to deliver power into nearly-fixed impedances (typically 50Ω

resistive termination for industry applications) [8–14]. The load impedance requirement is
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typically closely linked to the design of a power amplifier. When the load impedance deviates

from the design specifications, it can induce increased voltage and current stresses on the

devices of the PA, elevate system losses, and incur device failures due to exceeding safe

voltage or current limits. Loading rf PAs with impedances outside their designed load range

can also lead to waveform distortion, inefficient delivery of rf power [15, 16] and a lack of

control over the delivered power.

1.2 Load Variation Handling Methods

There are multiple strategies to handle rf load variations between an rf source and an rf load.

One approach is to seek to design an rf power source (i.e., a power amplifier) that directly

drives a variable load impedance. Other approaches focus on modifying the rf load structure

to achieve an acceptable variation in the load impedance range. Perhaps the most commonly

used approach is inserting an intermediate circuit stage called a tunable matching network

between the rf PA and rf load. We summarize each of these approaches below.

1.2.1 Variable Load Inverters

One approach to driving dynamically-varying load impedances is known as a variable load

inverter (VLI). This is a switched-mode power amplifier (or rf inverter) that is designed to

operate for a range of load impedances [17–20]. One class of approaches towards this, as

illustrated in [18, 21], involves using interactions among multiple high-frequency inverters

to compensate for a variable load impedance. Zero-voltage switching (ZVS) is maintained

across a wide variety of load impedances by controlling the amplitudes and phases of the

high-frequency inverters. A limitation of this general approach is the relatively large rating

(kVA) of an inverter to drive a wide load impedance range, especially for large variations in

load reactance. Another, more recent approach [19] uses a single inverter structure, providing

additional degrees of control freedom to handle variations in load impedance. This approach

is promising but has yet to be fully validated in hardware.

While such technologies have significant potential, the higher peak voltages and current

stresses on a variable-load inverter are a challenge. For applications that require both high
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output power levels and a broad range of load impedances, this method may fall short [16].

1.2.2 Resistance Compression Networks

Load structural transformation networks have the capability to alter load configurations in

order to guarantee an rf amplifier’s impedance to be almost constant for particular applica-

tions. By compressing numerous numbers of varying load impedances into a more constrained

range, resistance compression networks (RCNs) ensure that the impedances meet the load-

ing criteria of the power amplifier [22–24]. However, this method has limited ability to deal

with reactive load variation and requires a setup with a pair of matched (but variable) load

impedances. Consequently, while it has been utilized in applications such as rf plasma-drive

systems [25], it is perhaps better suited to applications such as dc-dc conversion.

1.2.3 Non-Reciprocal Component Networks

To ensure a constant load impedance for the power amplifier, non-reciprocal components,

such as circulators or isolators, can be used with the PAs. An example isolator can be imple-

mented by connecting a suitable isolation resistor to a circulator, which prevents unwanted

power reflection back to the PA even when the rf output changes [26, 27]. However, if the

rf load impedance fluctuates too much, considerable power loss can occur in the isolation

resistor, resulting in poor efficiencies [27]. Moreover, because power from the amplifier is

delivered to the isolation resistor instead of the load, this approach does not provide the

ability to efficiently control power to the load.

1.2.4 Tunable Matching Networks

Perhaps the most effective approach to managing variations in load impedance is to use a

tunable matching network (TMN) to transform the varying load impedance to a fixed value,

as seen by the inverter or power amplifier. This is typically accomplished by using a reactive

matching network between the PA and the load, where the reactive components used to

realize impedance matching may be dynamically adjusted based on the value of the load

impedance [28–34]. A standard rf power system that utilizes this approach is illustrated in
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Fig. 1-1. It typically includes an rf power source, often a power amplifier (or an rf inverter),

and a load (e.g., rf plasma load) that consumes the generated rf power. This approach

is By appropriately choosing the values of the reactive elements, the impedance seen by

the PA appears constant (e.g., at 50 Ω). TMNs offer considerable advantages, enhancing

Figure 1-1: A high-level block diagram of a standard rf power generation and delivery system. It includes
a tunable matching network (TMN) placed between a power amplifier (PA) and a plasma load. The TMN
is used to match the variable impedance of the plasma load to a fixed impedance value preferred by the PA.

the adaptability and implementation of PAs in rf systems. Utilizing a TMN with a linear

amplifier, such as Class A, AB, B, etc., facilitates genuine impedance matching between

the source and the load, ensuring maximum power transfer. For a switched-mode power

amplifier (or inverter), a tunable matching network can ensure that the inverter sees the

correct load to maintain high efficiency (e.g., preserving zero-voltage switching and other

necessary operating characteristics).

1.2.5 Limitations of Existing TMNs

While existing tunable matching networks (TMNs) offer solutions for impedance matching,

they come with distinct limitations depending on their specific implementations. These

limitations become particularly problematic in applications with dynamically variable loads,

such as in rf systems.
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Mechanical Matching Systems:

One common implementation involves the use of stepper-motor-positioned variable vacuum

capacitors to create variable reactances. This method can achieve a high degree of matching

precision thanks to the fine control over the capacitor values. However, the major drawback

of this system is its slow tuning response. The mechanical nature of the stepper motors

inherently limits the speed at which the impedance can be adjusted, leading to a significant

mismatch in applications requiring rapid response [35–40].

Switched Capacitor Banks:

Another approach employs switched banks of capacitors for impedance tuning. This method

can theoretically adjust impedance values quickly, addressing the speed limitations of me-

chanical systems [3, 31]. However, achieving precise matching with switched capacitor banks

is challenging. The discrete steps in which the capacitors are switched can lead to less accu-

rate impedance matching compared to continuously variable systems [2, 18, 21]. This results

in a compromise between matching precision and response speed.

In contrast, the phase-switched impedance modulation (PSIM) technique offers a promis-

ing solution by providing both high matching speed and high precision. However, the appli-

cation of PSIM is restricted due to patent constraints[25, 41, 42].

1.3 Load Characteristics in RF Plasma

A popular method to create semiconductor plasmas involves using an rf power amplifier to

transfer inductive coupling energy into a chamber filled with the gas meant for ionization.

This is typically achieved by channeling rf current through a coil encircling the chamber,

typically within the industrial, scientific, and medical (ISM) operating frequencies, such as

13.56 MHz, 27.12 MHz, and 40.68 MHz.

The effective impedance of the load in inductively coupled plasma (ICP) systems changes

based on their operating conditions, temperature, gas type and pressure, power levels, etc.

This variability often results in significant fluctuations in both the real and reactive com-
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ponents of the effective load impedance, making it a highly variable rf loading system.

Moreover, plasma processing in many applications often produces rapid variations among

different parameters, causing the plasma impedance to fluctuate rapidly (e.g., within a few

microseconds) [35–38, 40].

This introduces loss and distortions in the power amplifier that cannot be adequately

compensated for using standard TMNs due to their slow response times that typically span

several seconds. Thus, standard rf PAs suffer greatly in generating and delivering power

to the variable plasma load. Tunable matching systems that offer both precision and much

faster matching are necessary to meet the demands of such plasma processing systems.

1.4 Motivation

Efficient rf power delivery within a narrow frequency range (e.g., several kHz around 13.56

MHz [43]) is required in many industrial applications where the rf loads vary dynamically

with time. The need for a wide power range of the loading system, as well as the requirement

for high peak power levels (such as peak power in kWs) and quick dynamic response (such

as 𝜇s level), further complicate the situation. In addition, the ability to quickly adapt to

changes in the rf loads is essential to ensuring stable and reliable operation of the plasma

system.

These kinds of requirements are especially hard to meet in situations like plasma etching

[44, 45], where the load characteristics change extremely rapidly. This poses a significant

challenge to the PAs to efficiently deliver power to the plasma system, severely limiting their

stability and efficiency [36, 39, 46, 47]. The rapidly changing operating conditions often

compromise the performance and speed of existing rf power amplifiers, motivating the need

for more adaptable solutions. One possible solution to address this challenge is the use of

tunable matching networks that can dynamically adjust their operating parameters based

on changing load characteristics within a short timescale. By continuously monitoring and

adapting to load impedance variations, these amplifiers can maintain stability and efficiency

even in rapidly changing operating conditions.
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1.5 Thesis Objective

The objective of this thesis is to develop improved matching techniques that can provide

both high precision and fast-response matching control for dynamically variable loads in ra-

dio frequency applications. This thesis investigates an entirely different matching approach

to a conventional TMN that enables efficient impedance matching with both high-bandwidth

matching precision and fast matching resolution over a wide matching range. The investi-

gated matching system, termed a controllable transformation matching network (CTMN),

leverages a switching network operated at the rf frequency to offer fast tuning responses for

impedance matching. This allows for efficient and seamless matching of impedance between

different components or systems.

1.6 Thesis Organization

This thesis is organized into five main chapters. Chapter 2 discusses the concepts of achiev-

ing dynamic transformations utilizing switching networks that are controllable. Chapter

3 presents the theory and development of a tunable matching network, termed a control-

lable transformation matching network (CTMN), utilizing the controllable switching network

from Chapter 2. In addition, chapter 2 and 3 provide theoretical derivations and a thorough

discussion of the design process Chapter 4 presents an example design for the proposed con-

trollable transformation matching network (CTMN) and provides simulation results of an

example design CTMN including ideal and non-ideal device parameters. Finally, Chapter 5

serves as the concluding chapter. It synthesizes the key findings of the work, summarizing

their implications and potentially providing a foundation for future research in this area.
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Chapter 2

Variable Transformer-Based Dynamic

Impedance Transformation

High-frequency (HF) applications often necessitate the use of a tunable matching network

(TMN), as discussed in Chapter 1. Typically implemented as ideally lossless, lumped-element

networks, TMNs often employ reactive components as variable (tunable) elements to mod-

ulate the network’s impedance at a frequency of interest or over a narrow frequency band.

The choice of variable components within a TMN is crucial, as it determines the tuning

resolution range and tuning speed, factors that are pivotal in matching the load impedance

to a desired input impedance effectively.

Plasma loads represent a complex impedance, with variations in both their resistive and

reactive components to provide an impedance match to a fixed, resistive input impedance.

These loads necessitate a matching network with two degrees of freedom (e.g., two variable

elements) in order to compensate for variations in load resistance and load reactance (or,

looked at another way, to compensate for variations in load impedance magnitude and phase).

This is often accomplished with an L-section matching network comprising two variable

reactances (e.g., motor-driven variable vacuum capacitors, high-power varactors, a high-

quality (Q) resonant tank in conjunction with dynamic frequency tuning, etc., as discussed

in the previous chapter).

This chapter introduces an innovative approach to tunable matching networks, extend-

ing beyond the traditional two-element design [48]. There are two degrees of freedom in
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the proposed system. It accomplishes this by employing a two-port switching network as

the primary variable element, which functions similarly to a variable transformer (rescal-

ing impedance magnitude), and a standard variable reactance as the secondary component

(providing a variation in reactance). The use of a switching network as a variable two-port

element to rescale impedance magnitude is unique to the author’s knowledge. The vari-

able reactance may be realized through any conventional means and is conveniently realized

with a high-Q filter network with dynamic frequency tuning (i.e., frequency modulation) for

a variable reactance. Together, these two elements act to provide controllable impedance

matching between its two RF ports.

The following sections will outline the realization of such a dynamically variable trans-

former using a controllable switching network. Section 2.1 introduces the basic concept,

while Sections 2.2 and 2.3 focus on the design and operation of the switching network. Sec-

tion 2.4 describes the resulting input and output waveforms and how the switching network

achieves voltage and current transformation. Section 2.5 provides mathematical expressions

and derivations for the network transformations. The last section introduces the development

of a tunable matching network based on this switching network.

2.1 A Dynamically Variable Transformer

The core principle of an ideal transformer (illustrated in Fig. 2-1) is that its turns ratio,

denoted as 𝑁2

𝑁1
determines the voltage scaling (and inverse current scaling) between its pri-

mary and secondary. In an ideal scenario, the voltage conversion is directly proportional to

the turns ratio, 𝑣2 = 𝑁2

𝑁1
𝑣1, while its current is scaled in an inverse fashion, 𝑖2 = 𝑁1

𝑁2
𝑖1. Con-

sequently, an ideal transformer provides an impedance magnitude transformation between

its two ports, with the impedance conversion scaling being proportional to the square of

this ratio. Thus, an impedance 𝑍𝐿2 loading the secondary of a transformer appears as an

impedance 𝑍1 = (𝑁1

𝑁2
)2𝑍𝐿2 looking into its primary, and vice versa. If we could control this

turns ratio in real time, we would be able to provide a dynamic adjustment of impedance

magnitude as seen at the primary port for a given impedance loading the secondary.

However, the real-world application of a transformer with a variable turns ratio presents
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several challenges. A conventional transformer is constructed with a set number of turns

around a magnetic core, which cannot be altered without mechanical adjustments. While

it’s theoretically possible to design a conventional transformer with an adjustable number of

turns to dynamically scale impedance, such a design in practice, however, would have many

of the drawbacks of existing matching systems (e.g., slow response, discretization of tuning)

and would also likely suffer from significant parasitic effects.

Figure 2-1: A theoretical variable transformer with dynamic turns ratio 𝑁2

𝑁1
with primary and secondary

impedances, currents, and voltages.

The above notwithstanding, a device mimicking the capabilities of a transformer with

a dynamically variable turns ratio offers significant potential in tunable impedance match-

ing. Imagine a hypothetical transformer whose turns ratio could be varied on demand in a

continuous fashion as suggested in the illustration of Fig. 2-1; thus 𝑁2

𝑁1
could be adjusted dy-

namically. The input and output impedances looking into ports 1 and 2 of the transformer

are 𝑍𝐿1 and 𝑍𝐿2, respectively. If the turns ratio is controlled dynamically, it will enable

real-time, continuous adjustment of the magnitude by which impedances are scaled through

the transformer, opening new possibilities for dynamic impedance matching. In the next

section, we explore the design of such a switching network that approximately serves as a

variable transformer as regards the fundamental components of the waveforms at its ports.
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2.2 Introduction to the Two-Port Controllable Switching

Network

This section outlines a two-port switching network comprising four switches in a bridge

configuration and its associated switching sequence. The network is designed to switch among

different states, each establishing a controlled path for energy transfer. As will be described

later, by controlling the timing of the switch transitions, the effective transformation between

the input port and the output port of the switching network can be adjusted, allowing for

dynamic scaling of waveforms for matching.

2.2.1 Switching Network Topology

+

−
𝑣1

𝑖1
𝑤

𝑖2

+

−

𝑣2

𝑧

𝑦 𝑥

Figure 2-2: A simplified two-port switching network proposed to work as a variable transformer when
operated with the switching sequences provided in Fig. 2-3.

Let us consider an idealized two-port switching network that connects two ac systems

as illustrated in Fig. 2-2. In this configuration, the switching network serves as the power

stage to transfer power from an ac input to an ac output. The input is modeled as a

sinusoidal voltage source 𝑣1, delivering a current 𝑖1 into the switching network, while the

load is represented by a sinusoidal current source 𝑖2 with an output voltage 𝑣2 across it that

is controlled by the switching network. The switching network comprises four controlled

switches, labeled 𝑤, 𝑥, 𝑦, and 𝑧 arranged in a bridge configuration as shown in Fig. 2-2.

The output voltage 𝑣2 is related to the input voltage 𝑣1 through the switching actions of

the network, and likewise the input current 𝑖1 is determined from the load current 𝑖2 by the

action of the switching network.
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2.2.2 Switching Pattern:

𝑤𝑡

Switches

w

x

y

z

0 𝛽 𝜋 𝜋 + 𝛽 2𝜋

Figure 2-3: Switching sequences over one RF cycle for ideal switches 𝑤, 𝑥, 𝑦, 𝑧. A ‘high’ level indicates that
a corresponding switch is on, while a ‘low’ level indicates that a corresponding switch is off. The switches
are assumed to be ideal, meaning they turn on and off instantaneously.

The switching pattern of the circuit determines the relationship between the input and

output waveforms and how the switching network serves to provide a controlled transforma-

tion between its input and output. Consider the switching pattern presented in Fig. 2-3,

which illustrates the timing of the switch activation over one RF cycle. A ‘high’ level indi-

cates that a corresponding switch is on, while a ‘low’ level indicates that a corresponding

switch is off.

The switching cycle traverses an electrical angle 𝜔𝑡 from 0 to 2𝜋 and features four tran-

sition points at angles 𝛽, 𝜋, 𝜋 + 𝛽, and 2𝜋 resulting in a sequence of four phases. The

transitions at the phase boundaries are controlled by only two switches that transition be-

tween on and off at each phase boundary, with each switch turning on and off only once

within a complete switching cycle. Any given phase will have three switches conducting and

one switch in an off state. The four phases within one cycle are outlined below:

(i) Phase 1: 0 to 𝛽 : 𝑤𝑥𝑦 ON
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(ii) Phase 2: 𝛽 to 𝜋 : 𝑥𝑦𝑧 ON

(iii) Phase 3: 𝜋 to 𝜋 + 𝛽 : 𝑤𝑦𝑧 ON

(iv) Phase 4: 𝜋 + 𝛽 to 2𝜋 : 𝑤𝑧𝑥 ON

Through this section, we have established aspects of the network: the physical arrange-

ment of switches and the temporal sequence of their activation. The following section con-

siders the operation of the two-port switching network during all four phases of the switch

activation cycle for the switching waveforms presented discussed so far.

2.3 Circuit Behavior For Each Phase

As can be seen in the switching network in Fig. 2-3, the output (port 2) is connected to

the input (port 1) through the switches 𝑤 and 𝑦. Both of these switches must be in the

conducting state for a continuous current path from the source to the load. If either of

them is non-conducting, it breaks the path for current to flow. When there is no conductive

path between the source and the load, no current can flow, and therefore no power can

be transferred between the two ports. If the switches are synchronized with the switching

sequence defined in Fig. 2-3 over one RF cycle, we observe different circuit responses during

these four phases.

2.3.1 Phase 1: [0 to 𝛽] : 𝑤𝑥𝑦 ON

+

−
𝑣1

𝑖1

𝑤

𝑖2

+

−

𝑣2

𝑧

𝑦 𝑥

Figure 2-4: Phase 1: 𝑤 𝑥 𝑦 are ON; 𝑧 OFF
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Phase 1, starts at electrical phase angle 0 when input voltage 𝑣1 crosses zero with positive

slope. Switch 𝑦 turns on and switch 𝑧 turns off at the start of the phase, such that switches

𝑤, 𝑥, and 𝑦 are in the ON state, while switch 𝑧 is off. This configuration results in a direct

pathway from the source to the load as shown in Fig. 2-4. Current 𝑖2 is drawn from the

positive terminal of voltage 𝑣1 and voltage 𝑣2 is impressed across the load current 𝑖2.The

output voltage, 𝑣2, mirrors the input 𝑣1 and the input current 𝑖1 mirrors the load current 𝑖2,

as shown in Table 2-1.

2.3.2 Phase 2 : [𝛽 to 𝜋] : 𝑦𝑧𝑥 ON

+

−
𝑣1

𝑤

𝑖1

𝑖2

+

−

𝑣2

𝑧

𝑦 𝑥

Figure 2-5: Phase 2: 𝑧, 𝑥, 𝑦 are ON; 𝑤 OFF

At phase angle 𝛽, switch 𝑤 turns OFF, isolating the output from the input, and switch

𝑧 turns on applying zero volts across the load. This switch configuration is shown in Fig.

2-5. Since switch 𝑤 stays OFF, there is no energy transfer from input to output during this

phase, and 𝑣2 drops to zero. This phase persists until the phase angle reaches 𝜋. This is

illustrated in Table. 2-1.

2.3.3 Phase 3: [𝜋 to 𝜋 + 𝛽] :𝑤𝑦𝑧 ON

In the third phase, starting at phase angle 𝜋, when 𝑣1 becomes negative, switch 𝑤 resumes

the ‘ON’ state, re-establishing a path for current from the source to the load, and switch 𝑥

turns off. During this phase, the output current 𝑖2 flows from 𝑣1 (such that 𝑖2 = 𝑖1), and

𝑣2 equals 𝑣1 (which is negative during this interval). This phase persists until the electrical

phase angle reaches 𝜋+ 𝛽. The relations between input and output voltages and currents is

summarized in Table 2.1.
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+

−
𝑣1

𝑤

𝑖1

𝑖2

+

−

𝑣2

𝑧

𝑦 𝑥

Figure 2-6: Phase 3: 𝑧 𝑤 𝑦 are ON; 𝑥 OFF

2.3.4 Phase 4: [𝜋 + 𝛽 to 2𝜋]: 𝑤𝑧𝑥 ON

+

−
𝑣1

𝑤

𝑖1

𝑖2

+

−

𝑣2

𝑧

𝑦 𝑥

Figure 2-7: Phase 4: 𝑤𝑧𝑥 are ON; 𝑦 OFF

The final stage of the cycle starts at electrical angle 𝜋+ 𝛽, when switch 𝑦 opens, discon-

necting the load from the source, and switch 𝑥 closes, resulting in the configuration shown

in Fig. 2-7. This configuration results in a condition where no current can flow between the

source and the load stopping any power transfer. It results in a zero voltage across the load,

𝑣2=0 and a no current drawn from the source, 𝑖1 = 0. The system remains in this state until

the cycle repeats, entering phase 1 at 2𝜋.

2.4 Analyzing Voltage and Current Transformations

As of now, it has been established that the two-port switching network under consideration

is regulated in a way that prevents or limits the amount of energy transfer from the input

to the output during a specified phase. Complete voltage transfer is achieved during phases

1 and 3, when the output voltage 𝑣2 is equivalent to the input voltage 𝑣1 and the current 𝑖1

supplied by the input corresponds to the output current 𝑖2. In contrast, phases 2 and 4 isolate
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the load from the source, leading to zero-voltage states across the output 𝑣2 indicating no

supply of current 𝑖1 drawn from the input. A summary of the consequences of this switching

operation is provided in Table 2.1. The controlled switching effectively induces variations

in the fundamental amplitudes of the input current and output voltage throughout the four

phases. In this section, we will qualitatively analyze the signal transformations that occur

as a result of the switching operation.

Phase Phase Range Active
(Output)

Phase Angle

Output
Voltage, 𝑣2

Input
Current, 𝑖1

Drawn From
Input Voltage,

𝑣1

P1 0 < 𝜔𝑡 < 𝛽 𝛽 𝑣1 𝑖2

P2 𝛽 < 𝜔𝑡 < 𝜋 0 0 0
P3 𝜋 < 𝜔𝑡 < 𝜋 + 𝛽 𝛽 𝑣1 𝑖2

P4 𝜋 + 𝛽 < 𝜔𝑡 < 2𝜋 0 0 0

Table 2.1: Summary of input and output voltages and currents in each phase due to the switching.

2.4.1 Voltage Transformation

According to Table. 2.1, the output voltage 𝑣2 exactly follows the input voltage 𝑣1 in phases

1 and 3, but includes zero-voltage states during phases 2 and 4. Consider that the input

voltage applied to the network is represented by a sinusoidal signal 𝑣1(𝜔𝑡) = 𝑉 sin(𝜔𝑡), where

𝑉 is the amplitude and 𝜔 is the angular frequency of the voltage signal. The output voltage

𝑣2 will be a ‘chopped’ or ‘gated’ sinusoidal waveform that follows 𝑣1 in phases 1 and 3, and

is 0 during phases 2 and 4.

The black waveform illustrated in Fig. 2-8 represents the input voltage 𝑣1 and the red

waveform in the same figure represents the output voltage 𝑣2. As seen from the figure, the

output waveform, 𝑣2 replicates the input waveform, 𝑣1 in each half cycle for some phase

durations (P1 and P3). For the remainder of the half cycle (P2 and P4), output waveform

𝑣2 remains at 0 when the input waveform is still sinusoidal. This results in a ‘chopped’, or

‘phase-controlled’ appearance of the output waveform 𝑣2(𝜔𝑡) when compared to the input

waveform 𝑣1. Thus the transformation is determined by the effective phase duration, or
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Figure 2-8: Voltage transformation demonstrated by the switching network: the sinusoidal input voltage
𝑣1 is transformed into the stepped output voltage 𝑣2.

duty cycle of the output signal. The phase duration is determined by a variable phase angle

denoted as 𝛽 and is established by the switching patterns.

𝑣1(𝑡) comprises only a fundamental frequency component, while 𝑣2(𝑡) comprises a fun-

damental component and harmonics. As 𝑣2 is a gated version of 𝑣1 (with certain portions

zeroed out), the fundamental component of the output voltage (𝑣2,𝑓𝑢𝑛𝑑) is necessarily smaller

than the fundamental component of the input voltage (𝑣1,𝑓𝑢𝑛𝑑), such that 𝑣2,𝑓𝑢𝑛𝑑 < 𝑣1,𝑓𝑢𝑛𝑑.

As a result, the network generates a scaled-down version of the input voltage at the output in

terms of the fundamental frequency component. Thus, owing to the switching operation, the

two-port network achieves a step-down voltage transformation from the input to the output

or a step-up voltage transformation from the output to the input (in terms of fundamental

frequency components).

The durations of the non-zero and the zero phases in each half cycle are 𝛽 and 𝜋 −

𝛽, respectively. By changing 𝛽, the zero-state durations can be controlled. Hence, by

modulating 𝛽, the voltage transformation can be regulated. For instance, setting 𝛽 = 𝜋 leads

to an active phase duration of 𝛽 = 𝜋 for each half cycle in Fig. 2-8, and as a consequence, the

output voltage, 𝑣2 overlaps with the input voltage, 𝑣1. This results in a full voltage delivery

(𝑣2 = 𝑣1)) from the input to the output with no voltage transformation. When setting 𝛽 to 0,

it results in a zero-voltage state throughout each half cycle. As a consequence, no voltage is

transferred from the input to the output (𝑣2 = 0), and a full voltage transformation occurs.

36



Figure 2-9: Step-down transformation of input current 𝑖1 from output current 𝑖2 as a result of the switching.
The absolute phase is referenced to 𝑣1(𝜔𝑡) being a sine wave.

2.4.2 Current Transformation

The transformation from output current to input current can be assessed in the same manner

as the voltage conversion. In our analysis above, we observed that the output voltage followed

the sinusoidal input voltage, except with the presence of zero-voltage states during phases

2 and 4. Likewise, the input current 𝑖1 drawn from the source equals the output current 𝑖2

except during these phases when it is zero. From Table 2.1, 𝑖1 follows the sinusoidal output

current 𝑖2 during phases 1 and 3, but the current 𝑖1 is zero during phases 2 and 4. Thus, the

input current 𝑖1 will be a ‘chopped’ or ‘gated’ sinusoidal waveform when compared to the

output current 𝑖2.

The blue waveform shown in Fig. 2-9 illustrates a pure sinusoidal current waveform 𝑖2(𝑤𝑡)

with a phase shift of 𝜑𝑖2. Since the input current 𝑖1 follows the output current 𝑖2 in phases

1 and 3 and is zero during phases 2 and 4, the current 𝑖1 appears as a ‘chopped’ or ‘gated’

version of the current 𝑖2. The orange waveform shown in Fig. 2-9 serves as an illustration.

For the same reasons discussed for voltage conversion, the magnitude of the fundamental

component of the input current (𝑖1,fund) is smaller than that of the output current (𝑖2,fund),

leading to a transformed or scaled-down input current waveform with respect to the output

waveform. Notice that a phase shift (𝜑𝑖1) is indicated in the current waveforms in Fig. 2-9

with respect to their complementary voltage waveforms in Fig. 2-8. As will be discussed

later, the phase shift 𝜑𝑖1 might or might not be zero depending on the operating conditions.
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Thus, the switching network effectively results in the input current 𝑖1 being a scaled-down

version of the output current 𝑖2 in terms of its fundamental frequency component, achieving

a step-down current transformation from the output to the input or, conversely, a step-up

current transformation from the input to the output. For the same reasons outlined in the

previous section, the phase control angle 𝛽 also governs the current transformation.

Because the switching network produces a fundamental voltage 𝑣2 that is scaled down

from voltage 𝑣1 and a fundamental current 𝑖1 that is scaled down from current 𝑖2, it provides

a transformation of the fundamental voltage and current resembling that of a transformer.

Because the switching is ideally lossless, no energy is lost in the transformation provided

by the switching network. Moreover, because the input voltage 𝑣1 and output current 𝑖2

are each sinusoidal, average power transfer (i.e., over an AC cycle) can only occur via the

fundamental components of 𝑖1 and 𝑣2.

In the switching network, however, unlike an actual ideal transformer, the input voltage

and (fundamental) output voltage are not necessarily in phase, nor are the output current and

(fundamental) input current. This aspect of the waveforms of the system will be considered

later.

2.5 Quantitative Analysis of Signal Transformations

In the preceding discussion, we established that the controllable switching network is ca-

pable of transforming voltage and current between its input and output ports (as regards

fundamental frequency components). This transformation is facilitated through a switching

action that scales a sinusoidal input voltage into a ‘gated’ output voltage by inserting zero

states. This action also scales a sinusoidal output current into a ‘gated’ input current. The

zero-state durations (determined by angle 𝛽) determine the degree of (fundamental) voltage

and current scaling. Moving forward, our focus will be on developing mathematical expres-

sions that accurately represent the resulting transformed signals as transformation factors

controlled by the phase angle.
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Figure 2-10: A function, 𝑓(𝑡), representing the waveforms of the transformed signals in this analysis. It is
symmetric about its mean.

2.5.1 Modeling Transformed Signals

Consider Fig. 2-10, which illustrates one switching cycle of a waveform that is a ‘gated

sinusoid’—a sinusoid having certain waveform portions set to zero. The horizontal axis of

the figure represents the phase angle, while the vertical axis indicates the instantaneous

value of the waveform, with the amplitude of the sinusoidal section of 𝑓(𝑡) set to unity. This

waveform crosses zero positive at an angle denoted as −𝜑𝑥 and has its first zero portion

between angles 𝛽 and 𝜋. A second zero state occurs between 𝜋 + 𝛽 and 2𝜋. 𝑓(𝑡) can be

expressed as:

𝑓(𝑡) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, for 𝛽 < 𝜔𝑡 < 𝜋

and 𝜋 + 𝛽 < 𝜔𝑡 < 2𝜋

sin(𝜔𝑡+ 𝜑𝑥), otherwise

(2.1)

This function, 𝑓(𝑡) can be used to represent the waveforms of the transformed voltage

and current signals 𝑣2 and 𝑖1 discussed previously. By finding the magnitude and phase of

the fundamental of 𝑓(𝑡), we will have a means to describe the fundamental components of

𝑣2 and 𝑖1 of the switching network waveforms.
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2.5.2 Fourier Representation

The Fourier series expansion of the periodic function 𝑓(𝑡) may be expressed as:

𝑓(𝑡) = 𝑎0 +
∞∑︁
𝑛=1

[𝑎𝑛 sin(𝑛𝜔𝑡) + 𝑏𝑛 cos(𝑛𝜔𝑡)] (2.2)

Where 𝑎0 represents the dc component and 𝑎𝑛 and 𝑏𝑛 are the Fourier coefficients corre-

sponding to the harmonics of the fundamental frequency component, 𝜔 of the signal. The

fundamental component of 𝑓(𝑡) is denoted as 𝑓1(𝑡) and may be expressed as

𝑓1(𝑡) = 𝑎1 sin(𝜔𝑡) + 𝑏1 cos(𝜔𝑡) (2.3)

where 𝑎1 and 𝑏1 represent the fundamental components of the harmonics defined as:

𝑎1 =
2

𝑇

∫︁ 𝑇

0

𝑓1(𝑡) sin(𝜔𝑡) 𝑑(𝜔𝑡) (2.4)

𝑏1 =
2

𝑇

∫︁ 𝑇

0

𝑓1(𝑡) cos(𝜔𝑡) 𝑑(𝜔𝑡) (2.5)

Applying these equations and some trigonometric relations, we can derive the Fourier

coefficients 𝑎1 and 𝑏1 of 𝑓(𝑡) as functions of 𝛽 and 𝜑𝑥. Detailed derivations can be found in

Appendix A.

𝑎1 =
𝛽

𝜋
cos(𝜑𝑥)−

1

𝜋
sin(𝛽) cos(𝛽 + 𝜑𝑥) (2.6)

𝑏1 =
𝛽

𝜋
sin(𝜑𝑥)−

1

𝜋
sin(𝛽 + 𝜑𝑥) sin(𝛽) (2.7)

𝛽 and 𝜑𝑥 are defined as the phase angle and the phase shift of the function 𝑓(𝑡) illustrated

in Fig. 2-10. Thus, the fundamental component of the ‘gated’ sinusoidal 𝑓(𝑡), denoted 𝑓1(𝑡),
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can be expressed in terms of 𝜑𝑥 and 𝛽 as:

𝑓1(𝑡) = [
𝛽

𝜋
cos(𝜑𝑥)−

1

𝜋
sin(𝛽) cos(𝛽 + 𝜑𝑥)] sin(𝜔𝑡)

+[
𝛽

𝜋
sin(𝜑𝑥)−

1

𝜋
sin(𝛽 + 𝜑𝑥)] sin(𝛽) cos(𝜔𝑡) (2.8)

Applying trigonometric identities and further simplifying 𝑓1(𝑡), we can represent the

fundamental of 𝑓(𝑡) as:

𝑓1(𝑡) =
√︁
𝑎21 + 𝑏21 sin(𝑤𝑡+ tan−1

(︂
𝑎1
𝑏1

)︂
) (2.9)

⇒ 𝑓1(𝑡) =𝑀 sin(𝜔𝑡+ 𝜓) (2.10)

The parameters 𝑀 and 𝜓 represent the magnitude and the phase shift of 𝑓1(𝑡) with

respect to a sine wave, as defined below:

𝑀 =
√︁
𝑎21 + 𝑏21 (2.11)

𝜓 = tan−1

(︂
𝑎1
𝑏1

)︂
(2.12)

Hence, 𝑀 and 𝜓 give us the magnitude and phase of the fundamental of the ‘gated’ signal

𝑓(𝑡) with respect to its phase angle and phase shift if we can determine the values of M and

𝜓.

2.5.3 Transformation Factors

Folding the defined coefficients 𝑎1 (Eqn. 2.4) and 𝑏1 (Eqn. 2.5) into the equations for 𝑀

(Eqn. 2.11) and 𝜓 (Eqn. 2.12) allows us to solve for the magnitude and phase of the

fundamental of 𝑓(𝑡). Detailed derivations are provided in Appendix A.

𝑀 =𝑀(𝛽, 𝜑𝑥) =

√︂
𝛽2

𝜋2
+

1

𝜋2
sin2(𝛽)− 2𝛽

𝜋2
sin(𝛽) cos(𝛽 + 2𝜑𝑥) (2.13)

𝜓 = 𝜓(𝛽, 𝜑𝑥) = tan−1 𝛽 sin(𝜑𝑥) + sin(𝛽) sin(𝛽 + 𝜑𝑥)

𝛽 cos(𝜑𝑥)− sin(𝛽) cos(𝛽 + 𝜑𝑥)
(2.14)
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Figure 2-11: A ‘gated’ sinusoidal signal 𝑓(𝑡) (orange waveform) and the fundamental component 𝑓1(𝑡)
(blue waveform) of the gated signal 𝑓(𝑡) over one period. The values used for this example plot are 𝛽 = 2𝜋

3
radians and 𝜑𝑥 = 𝜋

6 radians.

We have, therefore, 𝑓1(𝑡) = 𝑀(𝛽, 𝜑𝑥) sin(𝜔𝑡 + 𝜓(𝛽, 𝜑𝑥)), where 𝛽 and 𝜓 are as defined

in Eqns. 2.13 and 2.14. Both 𝑀 and 𝜓 given in Eqns. 2.13 and 2.14 represent functions

defined by two variables, 𝛽 and 𝜑𝑥, where beta defines the region of 𝑓(𝑡) that is gated and

𝜑𝑥 denotes the phase shift of the underlying sinusoid in the function 𝑓(𝑡) with respect to a

sine wave. Example waveforms of 𝑓(𝑡) and 𝑓1(𝑡) are shown in Fig. 2-11.

2.5.4 Application to the Switching Network

Given the relation of the switched waveform 𝑓(𝑡) to the switching network voltage 𝑣2 and

current 𝑖1, the functions 𝑀(𝛽, 𝜑𝑥) and 𝜓(𝛽, 𝜑𝑥) can be used to represent the magnitude

and phase transformation factors of fundamental components between the two ports in the

switching network as controlled by 𝛽 and 𝜑𝑥. Each of 𝑖1 and 𝑣2 in the switching network of

Fig. 2-11 can be expressed in terms of a scaled version of 𝑓(𝑡) in Fig. 2-10, as seen in Figs.

2-8 and 2-9. The phase shift 𝜑𝑥 is assumed to be zero for 𝑣1(𝑡) and a known variable for 𝑖1(𝑡)

based on the load connected to the switching network. Therefore, the primary variable that

controls both the magnitude 𝑀(𝛽, 𝜑𝑥) and phase 𝜓(𝛽, 𝜑𝑥) of the transformation provided by
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the switching network is 𝛽.

Because 𝛽 controls the durations of the zero states of 𝑣2 and 𝑖2, the fundamental-frequency

amplitudes of voltage 𝑣2 and current 𝑖1 can be controlled by varying the phase angle 𝛽, and

the relative phases of the fundamental components of 𝑖1 and 𝑣2 will likewise be determined

by 𝛽. This concept of modulating the phase angle 𝛽 to control signal transformation between

the ports is referred to here as 𝛽 modulation. By adjusting 𝛽 a desired signal transformation

therefore can be achieved.

2.5.5 Output Voltage Step-Down Transformation

Figure 2-12: Relation of the output voltage 𝑣2 (red waveform) to the input voltage v1 of the switching
network. 𝑣2 is transformed from the input voltage 𝑣1 with no phase shift. Here, 𝛽 = 2𝜋

3 radians.

Consider the waveforms illustrated in Fig. 2-12 represent the input voltage 𝑣1 and the

transformed output voltage 𝑣2 of the switching network of Fig. 2-11 with the switching

pattern of Fig. 2-3. The output voltage 𝑣2 is a chopped sinusoid ‘gated’ at a phase angle,

denoted by 𝛽 over one switching cycle. According to our discussion from the last section, the

magnitude and phase shift of the fundamental component of the output voltage 𝑣2 will be

modified by the two transformation factors derived in Eqns. 2.13 and 2.14 where the control

angle is 𝛽 and the phase shift is 0.

Assuming an input voltage magnitude of 𝑉 , the input voltage can be represented by

𝑣1 = 𝑉 sin(𝑤𝑡). The phasor representation for 𝑣1 is:

𝑣1 = 𝑉 𝑒−𝑗
𝜋
2 (2.15)
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such that 𝑣1(𝑡) = Re{𝑣1𝑒𝑗𝜔𝑡}. The phase duration of the output voltage 𝑣2(𝜔𝑡) is the

gated region defined by 𝛽 and the phase shift with respect to the input signal is 0. The

magnitude and phase shift of the fundamental of the output voltage 𝑣2 will be affected by

the magnitude 𝑀(𝛽, 𝜑𝑥) and the phase 𝜓(𝛽, 𝜑𝑥) transformation factors defined at (𝛽, 0). By

applying these phase values to the transformation functions derived in Eqns. 2.13 and 2.14,

we obtain the magnitude and phase transformation factors for 𝑣2 as a function of phase angle

𝛽.

𝑀(𝛽, 0) =

√︂
𝛽2

𝜋2
+

1

𝜋2
sin2(𝛽)− 2𝛽

𝜋2
sin(𝛽) cos(𝛽) (2.16)

=
1

𝜋

√︁
𝛽2 + sin2(𝛽)− 2𝛽 sin(𝛽) cos(𝛽) (2.17)

𝜓(𝛽, 0) = tan−1 𝛽 + sin(𝛽) sin(𝛽)

𝛽 − sin(𝛽) cos(𝛽)
(2.18)

The magnitude of the fundamental of 𝑣2 will be scaled by the derived transformation

factor 𝑀(𝛽, 0).

|𝑣2| = |𝑣1| ×𝑀(𝛽, 0) = 𝑉 ×𝑀(𝛽, 0) (2.19)

The phase of the fundamental of 𝑣2 will be shifted by the transformation factor 𝜓(𝛽, 0) .

𝜑𝑣2 = 𝜓(𝛽, 0) (2.20)

The phasor 𝑣2 for the fundamental component of the transformed output voltage 𝑣2 will

be:

𝑣2 = |𝑣1| ×𝑀(𝛽, 0)× 𝑒𝑗𝜓(𝛽,0) × 𝑒−𝑗
𝜋
2 (2.21)

⇒ 𝑣2 = 𝑉 ×𝑀(𝛽, 0)× 𝑒𝑗(tan
−1 𝛽+sin(𝛽) sin(𝛽)

𝛽−sin(𝛽) cos(𝛽)
) × 𝑒−𝑗

𝜋
2 (2.22)

such that the fundamental of the transformed output voltage will be 𝑣2,𝑓𝑢𝑛𝑑(𝑡) = Re{𝑣2𝑒𝑗𝑤𝑡}.

The fundamental component of the transformed output voltage can be represented as a si-
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nusoidal function defined as 𝑣2 with a magnitude of 𝑉2 = 𝑉𝑀(𝛽, 0) and a phase shift of

𝜓(𝛽, 0) = tan−1( 𝛽+sin(𝛽) sin(𝛽)
𝛽−sin(𝛽) cos(𝛽)

).

𝑣2,𝑓𝑢𝑛𝑑 = 𝑉𝑀(𝛽, 0)× sin(𝜔𝑡+ 𝜓(𝛽, 0)) (2.23)

2.5.6 Output Current Behavior

Up to now, we have treated the load current of the switching network as an independent

current source having a magnitude of 𝐼2 and a phase (with respect to a sine wave) of 𝜑𝑥. If

we assume that there is actually a load impedance connected to the port 𝑣2 of the switching

network that only responds to the fundamental component of 𝑣2, we can identify 𝑖2 for a

given control angle 𝛽. (That is, we assume that the fundamental of voltage 𝑣2 drives an

impedance, which results in a sinusoidal load current 𝑖2.)

Figure 2-13: The switching network is driven by a sinsuoidal voltage 𝑣1, and is loaded by an impedance
𝑍2 = 𝑅2 + 𝑗𝑋2.

Under the above assumption, the output current can be determined from the output

voltage applied across the impedance loading the secondary port of the switching network,

as illustrated in Fig. 2-13. We model the loading impedance as 𝑍2 = 𝑅2 + 𝑗𝑋2, where 𝑅2

represents the resistance and 𝑋2 represents the reactance of 𝑍2. Alternatively, 𝑍2 can be
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expressed in terms of its magnitude, |𝑍2| and phase angle, ∠𝑍2 as:

𝑍2 = 𝑅2 + 𝑗𝑋2 (2.24)

|𝑍2| =
√︁
𝑅2

2 +𝑋2
2 , ∠𝑍2 = tan−1

(︂
𝑋2

𝑅2

)︂
. (2.25)

⇒ 𝑍2 = |𝑍2| 𝑒𝑗∠𝑍2 (2.26)

In our analysis, we have defined the phasor representation of the transformed output

fundamental voltage 𝑣2 in Eqn. 2.22. Considering a load characterized by impedance 𝑍2, we

can proceed to calculate the output current phasor �̂�2.

�̂�2 =
𝑣2
𝑍2

�̂�2 =
𝑉 ×𝑀(𝛽, 0)× 𝑒−𝑗

𝜋
2 × 𝑒𝑗𝜓(𝛽,0)

|𝑍2| 𝑒𝑗∠𝑍2
(2.27)

⇒ 𝑖2 =
𝑉 ×𝑀(𝛽, 0)

|𝑍2|
× 𝑒𝑗(𝜓(𝛽,0)−∠𝑍2)𝑒−𝑗

𝜋
2 (2.28)

⇒ 𝑖2 =
𝑉 ×𝑀(𝛽, 0)√︀

𝑅2
2 +𝑋2

2

𝑒
𝑗(𝜓(𝛽,0)−tan−1 𝑋2

𝑅2
)
𝑒−𝑗

𝜋
2 (2.29)

⇒ �̂�2 = |𝐼2|𝑒𝑗𝜑𝑖2𝑒−𝑗𝜋/2 (2.30)

Here |𝐼2| represents the magnitude and 𝜑𝑖2 represents the phase shift of the output current

𝑖2(𝑡) with respect to a sine wave, and is found as follows:

|𝐼2| =
𝑉 ×𝑀(𝛽, 0)√︀

𝑅2
2 +𝑋2

2

(2.31)
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𝜑𝑖2 = 𝜓(𝛽, 0)− tan−1

(︂
𝑋2

𝑅2

)︂
(2.32)

𝑀(𝛽, 0) and 𝜓(𝛽, 0) represent the transformation factors defined in Eqns. 2.16 and 2.18.

Therefore, we can fully express the output current 𝑖2 in terms of the given input voltage and

load impedance.

2.5.7 Input Current Step-Down Transformation

Revisiting our current transformation analysis due to the switching action, as detailed in

Section 2.4, we recall that the input current experiences a step-down transformation from

the output current. Specifically, 𝑖1 will be scaled down from 𝑖2 by the magnitude 𝑀(𝛽, 𝜑𝑥)

transformation factor, and 𝑖1 will be shifted by a phase of 𝜓(𝛽, 𝜑𝑖2) with respect to the output

current 𝑖2.

The magnitude and phase transformation factors of 𝑖1 at (𝛽, 𝜑𝑖2) are defined as:

𝑀(𝛽, 𝜑𝑖2) =

√︂
𝛽2

𝜋2
+

1

𝜋2
sin2(𝛽)− 2𝛽

𝜋2
sin(𝛽) cos(𝛽 + 2𝜑𝑖2) (2.33)

𝜓(𝛽, 𝜑𝑖2) = tan−1 𝛽 sin(𝜑𝑖2) + sin(𝛽) sin(𝛽 + (𝜑𝑖2)

𝛽 cos(𝜑𝑖2)− sin(𝛽) cos(𝛽 + (𝜑𝑖2)
(2.34)

Where 𝜑𝑖2 is derived in Eqn. 2.32. The magnitude of 𝑖1 will be scaled by the magnitude

transformation factor 𝑀(𝛽, 𝜑𝑖2):

|𝐼1| = |𝐼2| ×𝑀(𝛽, 𝜑𝑖2) (2.35)

⇒ |𝐼1| =
𝑉 ×𝑀(𝛽, 0)√︀

𝑅2
2 +𝑋2

2

×𝑀(𝜓(𝛽, 0)− tan−1

(︂
𝑋2

𝑅2

)︂
) (2.36)

Likewise, the phase of 𝑖1 will be shifted by the phase transformation factor, 𝜓(𝛽, 𝜑𝑖2)

with respect to 𝑖2:

𝜑𝑖1 = 𝜓(𝛽, 𝜑𝑖2) (2.37)
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Figure 2-14: Step-down transformation of input current 𝑖1 from output current 𝑖2 by the magnitude and
phase transformation factors at (𝛽, 𝜑𝑖2). Here, 𝛽 = 2𝜋

3 radians and 𝜓𝑖2 = 𝜋
6 radians.

which, substituting in Eqn. 2.32 gives

𝜑𝑖1 = 𝜓

(︂
𝛽, 𝜓(𝛽, 0)− tan−1

(︂
𝑋2

𝑅2

)︂)︂
(2.38)

For the output current phasor 𝑖2, given by |𝐼2|𝑒𝑗𝜑𝑖2𝑒−𝑗
𝜋
2 , the fundamental component of

the input current 𝑖1 transformed from 𝑖2 is expressed as follows:

𝑖1 = |𝐼2| ×𝑀(𝛽, 𝜑𝑖2)× 𝑒𝑗𝜓(𝛽,𝜑𝑖2)𝑒−𝑗
𝜋
2 (2.39)

⇒𝑖1 = |𝐼1| × 𝑒𝑗𝜑𝑖1𝑒−𝑗
𝜋
2 (2.40)

The fundamental component of the transformed input current 𝑖1,𝑓𝑢𝑛𝑑 = 𝐼1 sin(𝑤𝑡 + 𝜑𝑖1)

represents a sinusoidal signal with a magnitude of |𝐼1| and a phase shift of 𝜑𝑖1 with respect

to a sine wave. The orange waveform in Fig. 2-14 illustrates the input current 𝑖1, and the

blue waveform represents the output current 𝑖2.
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Figure 2-15: Voltage and current transformations within the controllable switching network (CSN) with
performing 𝛽 modulation.

2.5.8 Impedance Transformation

In this section, we have explored how the controllable switching network (CSN) can dynam-

ically adjust the fundamental components of voltage and current signals between its two

ports. The phase control angle 𝛽 is directly responsible for a step-down voltage transfor-

mation from the input 𝑣1 to the fundamental component of the output 𝑣2 and a step-down

current transformation from the output 𝑖2 to the fundamental component of the input 𝑖1.

From the perspective of fundamental frequency components, we could treat this as trans-

forming a load impedance 𝑍2 at the output port of the switching network to an impedance

𝑍1 seen looking into the input of the switching network as a result of the controlled transfor-

mation. The fundamental components of the signals associated with the switching network

are illustrated in Fig. 2-15 and can be mathematically represented as follows:

𝑣1 = 𝑉 𝑒−𝑗
𝜋
2 (2.41)

𝑣2 = 𝑉 𝑒−𝑗
𝜋
2 𝑀(𝛽, 0)𝑒𝑗𝜓(𝛽,0) (2.42)

𝑖2 = 𝑉 𝑒−𝑗
𝜋
2

𝑀(𝛽, 0)√︀
𝑅2

2 +𝑋2
2

𝑒
𝑗(𝜓(𝛽,0)−tan−1 𝑋2

𝑅2
) (2.43)

𝑖1 = 𝑉 𝑒−𝑗
𝜋
2
𝑀(𝛽, 0)𝑀(𝛽, 𝜑𝑖2)√︀

𝑅2
2 +𝑋2

2

𝑒
𝑗(𝜓(𝛽,0)−tan−1 𝑋2

𝑅2
) (2.44)

The control angle 𝛽 is in charge of controlling these transformations. By determining
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the duration of the effective switching action, the switching network achieves impedance

transformation between its two ports. The switching action also causes a phase shift between

the fundamental components of the input and output signals. Later, we will show that, as

compared to an ideal transformer, this phase shift reflects some degree of reactive energy

transfer effect, which might be represented as an additional reactance in series with the

output of the transformer.

The effective input impedance (as regards fundamental-frequency components) looking

into the switching network is 𝑍1. Considering the fundamental components of the input

voltage and current, we can represent 𝑍1 as follows:

𝑍1 =
𝑣1

�̂�1
(2.45)

=
𝑉 𝑒−𝑗

𝜋
2

|𝐼1|𝑒𝑗𝜑𝑖1𝑒−𝑗
𝜋
2

(2.46)

=
𝑉

|𝐼1|𝑒𝑗𝜑𝑖1
(2.47)

Plugging in the values from Eqn. 2.41 and Eqn. 2.44,

𝑍1 =

√︀
𝑅2

2 +𝑋2
2

𝑀(𝛽, 0)×𝑀
(︁
𝜓(𝛽, 0)− tan−1

(︁
𝑋2

𝑅2

)︁)︁ × 𝑒
−𝑗𝜓

(︁
𝛽,𝜓(𝛽,0)−tan−1

(︁
𝑋2
𝑅2

)︁)︁
(2.48)

If |𝑍1| is the magnitude and ∠𝑍1 is the phase angle of the impedance 𝑍1,

|𝑍1| =

⃒⃒⃒⃒
⃒⃒

√︀
𝑅2

2 +𝑋2
2

𝑀(𝛽, 0)×𝑀
(︁
𝜓(𝛽, 0)− tan−1

(︁
𝑋2

𝑅2

)︁)︁
⃒⃒⃒⃒
⃒⃒ (2.49)

∠𝑍1 = −𝜓
(︂
𝛽, 𝜓(𝛽, 0)− tan−1

(︂
𝑋2

𝑅2

)︂)︂
(2.50)

The phasor representation of the equivalent fundamental-frequency input impedance

looking into the switching network is 𝑍1 = |𝑍1|𝑒𝑗∠𝑍1 . It can be expressed in terms of its
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resistance and reactance as follows:

𝑍1 = 𝑅1 + 𝑗𝑋1 (2.51)

𝑅1 and 𝑋1 are the real and imaginary parts of the input impedance, respectively, and are

defined as:

𝑅1 = |𝑍1| cos(∠𝑍1) (2.52)

𝑋1 = |𝑍1| sin(∠𝑍1) (2.53)

Given the output impedance, 𝑍2 = |𝑍2|𝑒𝑗∠𝑍2 in Eqn. 2.26,

|𝑍1|
|𝑍2|

=

√︀
𝑅2

2 +𝑋2
2

𝑀(𝛽, 0)×𝑀(𝜓(𝛽, 0)− tan−1(𝑋2

𝑅2
))

× 1√︀
𝑅2

2 +𝑋2
2

(2.54)

⇒ 𝑍1

𝑍2

=
1

𝑀(𝛽, 0)×𝑀(𝜓(𝛽, 0)− tan−1(𝑋2

𝑅2
))

(2.55)

⇒ 𝑍1 = 𝑍2 ×
1

𝑀(𝛽, 0)
× 1

𝑀(𝜓(𝛽, 0)− tan−1(𝑋2

𝑅2
))

(2.56)

Realizing 𝑀(𝜓(𝛽, 0)− tan−1(𝑋2

𝑅2
)) =𝑀(𝛽, 𝜑𝑖2) from Eqn. 2.32,

|𝑍1| = |𝑍2| ×
1

𝑀(𝛽, 0)
× 1

𝑀(𝛽, 𝜑𝑖2)
(2.57)

The switching network scales the impedances between the two ports by magnitude factors

governed by 𝛽.

2.6 Controllable Switching Network as a Dynamically

Variable Transformer

The switching network shown in Fig. 2-15 transforms the fundamental components of 𝑣1

into 𝑣2 and 𝑖2 into 𝑖1 which is the key function of a magnetic transformer. However, unlike

an ideal transformer, the network introduces additional phase shifts among fundamental
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components owing to the switching action. As regards fundamental-frequency components,

we might model the action of the switching network as a transformer-based network with an

added series reactance 𝑋𝑇 as depicted in Fig. 2-16. What this suggests is that the switching

network can be conceptualized as comprising a variable transformer, along with a reactance,

that facilitates variable transformation between the ports.

Figure 2-16: A fundamental-frequency model of the controlled switching network incorporating a trans-
former with variable turns ratio N:1 and a secondary-side series variable reactance 𝑋𝑇 . 𝑁 and 𝑋𝑇 are
functions of both the control angle Beta and the loading impedance 𝑍2 = 𝑅2 + 𝑗𝑋2.

In the transformer depicted in Fig. 2-16, the total impedance in loading the secondary

winding of the ideal transformer, denoted as 𝑍 ′
2, comprises the load reactance 𝑋2 and a series

reactance 𝑋𝑇 . This can be represented as:

𝑍 ′
2 = 𝑅2 + 𝑗(𝑋𝑇 +𝑋2) (2.58)

For a transformer with an 𝑁 : 1 turns ratio, where 𝑍 ′
2 is the secondary impedance, the
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primary impedance, 𝑍1, is given by:

𝑍1 = 𝑁2 · 𝑍 ′
2 = 𝑁2 · (𝑅2 + 𝑗(𝑋𝑇 +𝑋2)) (2.59)

= 𝑁2 ·𝑅2 + 𝑗𝑁2 · (𝑋𝑇 +𝑋2) (2.60)

= 𝑅1 + 𝑗𝑋1 (2.61)

Here, 𝑅1 and 𝑋1 are determined by the output resistance, 𝑅2 and reactance, 𝑋2 scaled by

the square of the turns ratio. Specifically, they are defined as follows:

𝑅1 = 𝑁2 ·𝑅2 (2.62)

𝑋1 = 𝑁2 · (𝑋𝑇 +𝑋2) (2.63)

By plugging in 𝑅1 = |𝑍1| cos(∠𝑍1) into Eqn. 2.62, we get:

𝑁2 =
𝑅1

𝑅2

=
|𝑍1| cos(∠𝑍1)

𝑅2

(2.64)

⇒ 𝑁 =

√︃
|𝑍1| cos(∠𝑍1)

𝑅2

(2.65)

𝑁 =

⎯⎸⎸⎷ 1

𝑅2

×
√︀
𝑅2

2 +𝑋2
2

𝑀(𝛽, 0)×𝑀
(︁
𝜓(𝛽, 0)− tan−1

(︁
𝑋2

𝑅2

)︁)︁ cos

(︂
−𝜓

(︂
𝛽, 𝜓(𝛽, 0)− tan−1

(︂
𝑋2

𝑅2

)︂)︂)︂
(2.66)

As we discussed, 𝑁 (Eqn. 2.66) represents the turns ratio (N:1) of the variable trans-

former illustrated in Fig. 2-16. Here, 𝑁 is a function of 𝛽, 𝑅2, and 𝑋2. This suggests

that the turns ratio of the transformer, 𝑁 , is controlled by the phase angle 𝛽 and the load

impedance 𝑍2 of the network.
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Similarly, by plugging 𝑋1 = |𝑍1| sin(∠𝑍1) into Eqn. 2.63, we get:

𝑋𝑇 =
1

𝑁2
𝑋1 −𝑋2 (2.67)

=
1

𝑁2
|𝑍1| sin(∠𝑍1)−𝑋2 (2.68)

⇒ 𝑋𝑇 = −𝑋2 +
1

𝑁2

√︀
𝑅2

2 +𝑋2
2

𝑀(𝛽, 0)×𝑀
(︁
𝜓(𝛽, 0)− tan−1

(︁
𝑋2

𝑅2

)︁)︁ sin(−𝜓
(︂
𝛽, 𝜓(𝛽, 0)− tan−1

(︂
𝑋2

𝑅2

)︂)︂
)

(2.69)

⇒ 𝑋𝑇 = −𝑋2 +
𝜋

𝑁2

√︀
𝑅2

2 +𝑋2
2√︀

𝛽2 + sin2(𝛽)− 2𝛽 sin(𝛽) cos(𝛽) ·𝑀(tan−1 𝛽+sin(𝛽) sin(𝛽)
𝛽−sin(𝛽) cos(𝛽)

− tan−1(𝑋2

𝑅2
))

× sin

(︂
−𝜓(𝜓(𝛽, 0)− tan−1(

𝑋2

𝑅2

))

)︂
(2.70)

The controlled switching network therefore functions as a variable transformer with a

tunable turns ratio of 𝑁 : 1 and an additional secondary-side reactance 𝑋𝑇 as illustrated

in Fig. 2-17. It facilitates dynamic impedance transformation between its ports through

the adjustment of phase control angle 𝛽. In the context of the fundamental waveform

components, the switching network can thus be viewed as a sort of variable transformer.

Here 𝛽 controls the variable turns ratio 𝑁 : 1 and this is further complemented by an

additional reactance 𝑋𝑇 . For a specific value of 𝛽, the transformed impedance 𝑍1 and the

corresponding reactance value 𝑋𝑇 can be precisely determined from a known impedance 𝑍2.

We can effectively counteract the additional reactance 𝑋𝑇 by introducing an opposite

reactance 𝑋𝑛𝑒𝑡 = −𝑋𝑇 within the network, as illustrated in Fig. 2-17. A series output filter

can provide the required reactance 𝑋𝑛𝑒𝑡 to neutralize 𝑋𝑇 (where 𝑋𝑛𝑒𝑡 may also incorporate

the load reactance). By dynamically tuning the filter tank frequency, the reactive compo-

nents in the filter can produce a wide range of reactances for 𝑋𝑛𝑒𝑡. This implementation of

the reactive filters enables the switching network to more closely mimic the transformation

characteristics of an ideal transformer by compensating for the additional phase shift due to

the switching action.
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Figure 2-17: A reactance 𝑋𝑛𝑒𝑡 added to the variable transformer-based network to compensate for the
additional reactance 𝑋𝑇 .

2.7 Development of a Variable Transformer-Based Tun-

able Matching Network

Building upon our existing two-port switching network configuration, as shown in Fig. 2-

2, integrating filters at its two ports allows us to effectively extract fundamental signal

components for processing within the network. A voltage-selecting filter at the input (RF

port 1) and a current-selecting filter at the output (RF port 2) of the CSN illustrated in Fig.

2-18 specifically ensure that the network processes only the essential signals.

As has been established throughout this chapter, the two-port controllable switching

network (CSN) dynamically transforms impedance magnitudes by operating at a variable

phase angle 𝛽. This system acts as a variable transformer with an adjustable turns ratio. The

reactive elements in these filters can be adjusted to provide variable reactances via dynamic
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Figure 2-18: Block diagram of a two-port controllable switching network integrated with an input voltage
selecting filter at RF port 1 and an output current selecting filter at RF port 2.

frequency tuning (DFT). Consequently, the network comprises two variable components: the

first is the CSN, functioning as a dynamic transformer, and the second is the compensation

reactance, which can be provided by the output-side fundamental current-selecting filter.

Figure 2-19: A net reactance 𝑋𝑛𝑒𝑡 in series with the CSN provides two adjustable elements in the switching
network. This reactance may be provided by the combination of the load reactance and filter reactance. The
switching network operates at a phase angle 𝛽, and an output series filter provides the reactance 𝑋𝑛𝑒𝑡 while
operating at a frequency 𝑓𝑠𝑤 controlled by 𝛽.

With the integration of these filters, we evolve our switching network into a two-element

matching network by leveraging the combined capabilities of the filters and the CSN. Mod-

ulating these two components yields a dual degree of freedom to achieve tunable impedance

matching (see Fig. 2-19). The phase angle 𝛽 serves as the primary control mechanism,

adjusting impedances between the ports by governing the network switch timings (and thus

switching frequency, 𝑓𝑠𝑤). Concurrently, 𝛽 also governs the output filter to operate at a

frequency 𝑓𝑠𝑤 associated with the phase angle 𝛽. Through dynamic frequency tuning, the

filter introduces an additional degree of control. As such, 𝛽 becomes the regulatory factor

for both variable elements, leading to a dual-control system, conceptually illustrated in Fig.
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2-18. This system, defined as the controllable transformation matching network (CTMN) in

this work, presents a versatile approach to two-element impedance matching networks.

In the next chapter, we explore the control techniques of the phase angle 𝛽 in detail to

achieve a desired impedance match between the two ports of this switching network.
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Chapter 3

Design Approach for A Wide-Range

Controllable Transformation Matching

Network

In the preceding chapter, we explored the foundational principles of controllable switching

network-based dynamic transformation techniques. We concluded with a discussion on how

the switching network acts—for purposes of fundamental frequency components—like a con-

trollable transformer with an additional series reactance that is a function of the switching

angle 𝛽. Building upon this foundation, Chapter 3 introduces the development of a fast and

dynamic impedance matching network, termed a controllable transformation matching net-

work (CTMN), by implementing modulation techniques based on the controllable switching

network (CSN).

The matching approach presented uses two variable elements to provide impedance

matching between an RF input port (e.g., the output of a PA) and an RF output port

(e.g., an RF plasma load). The primary variable element of the matching method is the

two-port switching network explored in Chapter 2. It approximately serves as a variable

transformer (i.e., a transformer with a variable turns ratio), providing one control handle

for the desired impedance transformation. The second element is a conventional variable

reactance, which may be implemented by the output filter through the use of frequency

modulation (or dynamic frequency tuning). Together with the variable reactance, the con-
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trollable switching network can match the impedance between its two RF ports, accounting

for both real and reactive variations in the load impedance.

3.1 System Structure of the Controllable Transformation

Matching Network (CTMN)

In this section, we review the system structure of the transformation matching network based

on the switching network.

3.1.1 Review of Variable Transformer-Based Dynamic Transforma-

tion

Fig. 3-1 shows the transformer-based transformation network, as demonstrated in Chapter

2. The input voltage to this system is defined by the phasor 𝑣1 = 𝑉 𝑒−𝑗
𝜋
2 . In the system,

the phasors of the fundamental components of the transformed output voltage 𝑣2 and input

current �̂�1 are determined by the switching angle 𝛽 of the network, as expressed in Eqn.

3.1 and Eqn. 3.2, respectively. The switching process modifies the signal magnitudes and

induces phase shifts, which are characterized by the addition of reactance 𝑋𝑇 to the network,

as detailed in Eqn. 3.3.

𝑣2 = 𝑉 𝑒−𝑗
𝜋
2 𝑀(𝛽, 0)𝑒𝑗𝜓(𝛽,0) (3.1)

𝑖1 = 𝑉 𝑒−𝑗
𝜋
2
𝑀(𝛽, 0)𝑀(𝛽, 𝜑𝑖2)√︀

𝑅2
2 +𝑋2

2

𝑒
𝑗(𝜓(𝛽,0)−tan−1 𝑋2

𝑅2
) (3.2)

Here, the phase shift between the fundamental of the input current phasor 𝑖1 and the

voltage phasor 𝑣1 is represented by the angle 𝜓((𝛽, 0)− tan−1 𝑋2

𝑅2
). We refer to this angle as
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Figure 3-1: A fundamental-frequency model of the controlled switching network incorporating a transformer
with variable turns ratio N:1 and a secondary-side variable reactance 𝑋𝑇 . The network transforms 𝑣1 to 𝑣2
and introduces a phase shift in the system.

the phase shift 𝜑𝑖1. This phase shift causes a reactance 𝑋𝑇 in the system as defined below:

𝑋𝑇 = −𝑋𝐿 +
𝜋

𝑁2

√︀
𝑅2

2 +𝑋2
2√︀

𝛽2 + sin2(𝛽)− 2𝛽 sin(𝛽) cos(𝛽) ·𝑀(tan−1 𝛽+sin(𝛽) sin(𝛽)
𝛽−sin(𝛽) cos(𝛽)

− tan−1(𝑋2

𝑅2
))

× sin(−𝜓(𝜓(𝛽, 0)− tan−1(
𝑋2

𝑅2

))) (3.3)

3.1.2 Introduction to the CTMN

In the previous section, we demonstrated that the controllable two-port switching network

acts as a variable transformer in terms of the fundamental-frequency signal components.

Integrating the switching network with filters creates a system, which we refer to as a con-

trollable transformation matching network (CTMN). This integration is illustrated in Fig.

3-2, presenting a high-level block diagram of our system.

A key feature of the CTMN structure presented in Fig. 3-2 is the addition of a series

output filter to the RF port 2 of the switching network. Figure 3-3 provides a more detailed

view of the network architecture using the specific switching network we have discussed in

this thesis.

This thesis primarily focuses on the characteristics and implications of this output series

filter. While the inclusion of an input filter is also part of our design, it is not the primary
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Figure 3-2: Block diagram of a two-port controllable switching network integrated with an input voltage
selecting filter at RF port 1 and an output current selecting filter at RF port 2.

Figure 3-3: Circuit architecture of the CTMN, illustrating the integration of the series output filter at RF
port 2 and parallel input filter at the RF port 1 with the two-port switching network.
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focus of this thesis. For the sake of completeness, we have incorporated a parallel input

filter into the network shown in Fig. 3-3. However, the details and specific characteristics of

this input filter are not explored extensively in this context. The output filter serves (1) to

select the fundamental component of the output current and (2) to introduce a controllable

reactance, 𝑋𝑐𝑜𝑚𝑝, in series with the load. This reactance value can be adjusted through

frequency modulation, representing one of the two variable elements in the CTMN system.

The first variable element is the controllable switching network (CSN) and the second variable

element is the variable reactance 𝑋𝑐𝑜𝑚𝑝 provided by the series output current selecting filter.

Thus, the Controllable Switching Network (CSN) is responsible for transforming the

input voltage phasor 𝑣1 into the output voltage phasor 𝑣2, while also introducing a reactance

to the system. By connecting a load impedance, designated as 𝑍𝐿 = 𝑅𝐿+𝑗𝑋𝐿, in series with

the series output filter at RF port 2 of the CTMN illustrated in Fig. 3-3, and representing

the switching network in a block diagram, we arrive at the configuration depicted in Fig. 3-4.

In this figure, 𝑋𝐿 corresponds to the inductive component of the load, and 𝑋𝑐𝑜𝑚𝑝 denotes

the reactance contributed by the series output filter.

Figure 3-4: CSN-based transformation matching network. The network transforms 𝑍𝐿 = 𝑅𝐿 + 𝑗𝑋𝐿 to
impedance 𝑍1.

In Fig. 3-4, the net reactance observed looking out of the switching network comprises

the filter tank reactance 𝑋𝑐𝑜𝑚𝑝 and the load reactance 𝑋𝐿, represented as 𝑋𝐿 + 𝑋𝑐𝑜𝑚𝑝.

Consequently, the net impedance seen from the CSN is 𝑅𝐿 + 𝑗(𝑋𝐿 + 𝑋𝑐𝑜𝑚𝑝). If we denote
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this net reactance as 𝑋𝑛𝑒𝑡, we can express it as follows:

𝑋𝑛𝑒𝑡 = 𝑋𝑐𝑜𝑚𝑝 +𝑋𝐿 (3.4)

Considering this, the total impedance 𝑍2 looking out of the CSN is then:

𝑍2 = 𝑅𝐿 + 𝑗𝑋𝑛𝑒𝑡 (3.5)

We can conceptualize the entire system as a controllable transformation matching network

(CTMN) with an input and output port, as depicted in Fig. 3-4. The input impedance

looking into this system is denoted as 𝑍1. When an input voltage phasor 𝑣1 is applied to

the switching network, it produces a transformed output voltage phasor 𝑣2. Similarly, the

network transforms the input current phasor �̂�1, as defined by the equations (3.1) and (3.2),

while introducing a reactance 𝑋𝑇 described by equation (3.3). The primary objective of the

CTMN presented is to match a reactive impedance 𝑍𝐿 to a purely resistive input impedance

𝑍0 (i.e., to make 𝑍1 = 𝑍0).

3.2 Control of the CTMN

The switching angle 𝛽 of the controllable switching network is one control parameter used to

regulate the matching in the controllable transformation matching network illustrated in Fig.

3-4. As seen in Section 3.1, the phasors of the fundamental components of the transformed

output voltage (Eqn. 3.1) and input current (Eqn. 3.2) signals are defined by 𝛽. 𝛽 governs

the degree to which the magnitude of the load resistance is scaled up by the switching

network. As a secondary effect, the CTN also introduces a 𝛽 -dependent phase shift between

the signals at the input and output of the CTMN, as indicated by the reactance 𝑋𝑇 added

to the network as a result of switching (Eqn. 3.3). Since 𝛽 controls the transformations in

the CTMN, by modulating 𝛽, the matching in the network can be controlled.

64



3.2.1 Impedance Transformation and Phase Control in the CTMN

For a purely resistive input impedance 𝑍0, the fundamental voltage and current at the input

of the network are in phase, implying that the phase shift between voltage and current is

zero at the input. For a given input voltage phasor 𝑣1 = 𝑉 𝑒−𝑗
𝜋
2 and a transformed input

current phasor 𝑖1 (Eqn. 3.2), the phase shift 𝜑𝑖1 needs to be zero. Considering Eqn. 3.2,

𝜑𝑖1 = 𝜓

(︂
𝛽, 𝜓(𝛽, 0)− tan−1

(︂
𝑋net

𝑅𝐿

)︂)︂
= 0 (3.6)

We can solve this equation to precisely calculate the relationship between the impedance

transformation ratio and the phase angle, 𝛽 in the CTMN. Detailed derivations are provided

in Appendix B.

Figure 3-5: Selection of phase control angle 𝛽 for a desired transformation ratio of 𝑅𝐿

𝑍0
.

𝑅𝐿

𝑍0

=
1

𝜋

√︀
𝛽2 + sin2(𝛽)− 2𝛽 sin(𝛽) cos(𝛽)√︁
1 + [ 2𝛽 sin2(𝛽)

𝛽2−sin2(𝛽) cos2(𝛽)−sin4(𝛽)
]2

𝑀(𝛽, tan−1(
− sin2(𝛽)

𝛽 + sin(𝛽) cos(𝛽)
)) (3.7)

1. Required 𝛽 for a desired transformation of 𝑅𝐿

𝑍0
from the input port to the

output port

Eqn. 3.7 enables us to determine the relationship between the "primary to secondary"

transformation ratio 𝑅𝐿

𝑍0
and the phase angle 𝛽, as illustrated in Fig. 3-5. Modulating 𝛽

within 0 < 𝛽 < 180∘ allows for a full range of impedance transformation ratios between 0

and 1. That is, we can match any value of load resistance 𝑅𝐿 up to an equal or higher target
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value 𝑍0.Applying a specific phase control angle 𝛽 achieves a desired resistive transformation

ratio of 𝑅𝐿

𝑍0
. As an example, achieving a transformation ratio of 0.4 requires a 𝛽 = 120∘.

2. Net reactance associated with the phase control angle 𝛽

Eqn 3.8 calculates the necessary reactance, 𝑋net, required to counterbalance the extra re-

actance introduced in the network for a desired transformation of 𝑋𝑛𝑒𝑡

𝑅𝐿
. A full range of

transformation 𝑅𝐿

𝑍0
defines a range of required 𝑋𝑛𝑒𝑡. Detailed derivations are provided in

Appendix B.

Figure 3-6: Required 𝑋𝑛𝑒𝑡

𝑅𝐿
, with respect to phase angle 𝛽 for a desired transformation.

𝑋𝑛𝑒𝑡 = 𝑅𝐿
2𝛽 sin2(𝛽)

𝛽2 − sin2(𝛽) cos2(𝛽)− sin4(𝛽)
(3.8)

3.2.2 Analyzing CTMN Control Equations

The control equations demonstrate the relationship between the phase control angle 𝛽, the

impedance transformation 𝑅𝐿

𝑍0
(Eqn. 3.7), and the necessary reactance 𝑋net (Eqn. 3.8).

Applying a specific phase control angle 𝛽 achieves a target impedance transformation ratio

of 𝑅𝐿

𝑍0
while introducing a phase shift to the network, calculated by the net reactance 𝑋𝑛𝑒𝑡.

Using Eqn. 3.7, this may be normalized to give a value of 𝑋𝑛𝑒𝑡

𝑍0
:

𝑋𝑛𝑒𝑡

𝑍0

=
4

𝜋
· 𝛽 sin2(𝛽)

𝛽2 − sin2(𝛽) cos2(𝛽)− sin4(𝛽)
·

⎯⎸⎸⎷𝛽2 + sin2(𝛽)− 2𝛽 sin(𝛽) cos(𝛽)

1 + [ 2𝛽 sin2(𝛽)

𝛽2−sin2(𝛽) cos2(𝛽)−sin4(𝛽)
]2

·

𝑀

(︂
𝛽, tan−1

(︂
− sin2(𝛽)

𝛽 + sin(𝛽) cos(𝛽)

)︂)︂
(3.9)
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Figure 3-7: Selection of phase control angle 𝛽 and the net reactance 𝑋𝑛𝑒𝑡 normalized to 𝑍0, 𝑋𝑛𝑒𝑡

𝑍0
for a

desired transformation 𝑅𝐿

𝑍0
. The right-sided 𝑦 axis represents a transformation ratio 𝑅𝐿

𝑍0
, and the left-sided

𝑦 axis represents the normalized reactance 𝑋𝑛𝑒𝑡

𝑍0
required for achieving that transformation. The 𝑥 axis

represents the operating phase angle 𝛽 for this transformation-reactance pair. For example, for a target
input impedance of 𝑍0 = 50Ω, and a load resistance of 𝑅𝐿 = 25Ω(𝑅𝐿

𝑍0
= 0.5), we get a required 𝛽 of 125∘

degrees and a required net reactance of 18Ω (𝑋𝑛𝑒𝑡

𝑍0
= 0.36)

.

To match a load impedance 𝑅𝐿 with a target input impedance 𝑍0, the required 𝛽 and the

necessary net reactance are determined by control equations, as depicted in Fig. 3-7. For

instance, to achieve a transformation ratio of 0.5 for a target input impedance of 𝑍0 = 50Ω

in our network (i.e., at 𝑅𝐿 = 25Ω), one operates at a beta (𝛽) value of 125∘. Under these

conditions, the network requires a normalized reactance 𝑋𝑛𝑒𝑡

𝑍0
of 0.36 or approximately 18Ω

of net reactance (𝑋net) to compensate for phase shift introduced by the CSN.

3.3 CTMN Design Overview

In this section, we provide an overview of the architecture of the CTMN and explain the

design method for the variable elements in the network to achieve the desired impedance
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matching.

3.3.1 Ciruit Architecture

Figure 3-8: Circuit architecture of the controllable transformation matching network.

Figure 3-8 illustrates the CTMN architecture discussed in this thesis. A voltage source

𝑣𝑠, connected through a source impedance 𝑍𝑠, represents the input to the system. The

CTMN includes an input filter comprising a low-Q parallel-resonant tank (Lp-Cp); this serves

to attenuate harmonic current components from the controllable switching network. For

purposes of analysis in this thesis, we assume that the parallel tank appears approximately

as an open circuit at the fundamental and do not consider it further. The input filter leads

into the power stage, termed the controllable switching network. 𝑍1 represents the effective

input impedance looking into the CSN at the fundamental frequency of operation (i.e., 𝑣1
𝑖1

).

In series with the output port of the controllable switching network is the output series filter

tank, comprising 𝐿𝑠 and 𝐶𝑠 provide tank reactance𝑋𝑐𝑜𝑚𝑝. Along with the load reactance𝑋𝐿,

𝑋𝑐𝑜𝑚𝑝 constitutes the total output branch reactance 𝑋𝑐𝑜𝑚𝑝+𝑋𝐿. The output of the system is
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Figure 3-9: The switching sequence applied to the controllable transformation matching network.

characterized by the voltage 𝑣2 and current 𝑖2 across the output impedance 𝑍2 = 𝑅𝐿+𝑗𝑋𝑛𝑒𝑡.

The system load is represented by 𝑍𝐿 = 𝑅𝐿 + 𝑗𝑋𝐿.

3.3.2 CTMN Operation

In the CTMN architecture, a switching sequence depicted in Fig. 3-9 is applied, controlled

by the phase angle 𝛽, where we have neglected the deadtimes necessary in practice to achieve

zero-voltage switching; these deadtimes will be considered later. This switching operation

facilitates a step-down voltage transformation from the input voltage 𝑣1 to the fundamental

of the output voltage 𝑣2, and the resulting output impedance is given by 𝑍2 = 𝑣2
𝑖2

. The

architecture’s design allows the CSN to scale this output impedance, 𝑍2 = 𝑅𝐿 + 𝑗𝑋𝑛𝑒𝑡, to a

higher effective fundamental-frequency input impedance, 𝑍1 = 𝑅1+ 𝑗𝑋1 =
𝑣1
𝑖1

, where 𝑅1 and

𝑋1 represent the resistive and reactive input impedances, respectively. This transformation

is a direct function of 𝛽 and results in the creation of an additional effective reactance 𝑋𝑇

within the switching network, as illustrated in Fig. 3-1.
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In general, 𝑍1 = 𝑅1 + 𝑗𝑋1, but we typically aim to target a specified resistive input

impedance 𝑍0 (which we define as the characteristic impedance.) Thus, we would like to

control the system to achieve 𝑅1 = 𝑍0 and 𝑋1 = 0. To accomplish this, 𝑋𝑛𝑒𝑡 plays a key

role in the system by counterbalancing the effect of 𝑋𝑇 , essentially ensuring 𝑋𝑛𝑒𝑡 = −𝑋𝑇 .

This net reactance, 𝑋𝑛𝑒𝑡, is obtained by combining the output reactance 𝑋𝐿 with the filter

tank reactance 𝑋𝑐𝑜𝑚𝑝. 𝑋𝑐𝑜𝑚𝑝 is referred to as the compensating reactance or the variable

reactance in this thesis.

𝑋𝑛𝑒𝑡 = 𝑋𝐿 +𝑋𝑐𝑜𝑚𝑝 (3.10)

For a desired transformation from a given load, the load reactance 𝑋𝐿 is considered

known. In order to achieve impedance matching to a desired input resistance 𝑍0, we need to

select a frequency such that the output filter tank reactance 𝑋𝑐𝑜𝑚𝑝 and load reactance 𝑋𝑛𝑒𝑡

combine to cancel the 𝑋𝑇 generated by the CTMN. In the next sections, we explore design

methods for the output tank and variable compensating reactance 𝑋𝑐𝑜𝑚𝑝.

3.4 Selection of Compensating Reactance, 𝑋𝑐𝑜𝑚𝑝

The output tank provides the compensating reactance, 𝑋𝑐𝑜𝑚𝑝. With a high-Q series LC

output filter, we can enforce nearly sinusoidal output current while introducing a reactance

𝑋𝑐𝑜𝑚𝑝 in series with the load network, with the value of 𝑋𝑐𝑜𝑚𝑝 adjustable by narrow-band

frequency modulation.

3.4.1 Functionality of the Output Tank

In addition to reducing the harmonic content of the output current, the output filter in the

CTMN architecture provides a reactance𝑋𝑐𝑜𝑚𝑝. The value of𝑋𝑐𝑜𝑚𝑝 may be varied by narrow-

band variation in the frequency of the rf source (i.e., by narrow-band frequency modulation,

or FM). This technique, which relies on control of the rf source, is sometimes also known

as dynamic frequency tuning (DFT). In this thesis, we primarily consider variations in the

reactance of the output filter through DFT. In other designs, it could be realized through

the use of variable effective filter components (e.g., the use of a variable vacuum capacitor
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or a network providing phase-switched impedance modulation [25, 41, 42].

The output tank of the CTMN, comprising the inductor 𝐿𝑠 and capacitor 𝐶𝑠, is designed

to operate at a variable angular frequency 𝜔𝑠𝑤. This variability in operating frequency is

key to achieving a range of compensating reactances, 𝑋𝑐𝑜𝑚𝑝, within the system. Specifically,

by altering 𝜔𝑠𝑤, the tank can be tuned to provide different values of 𝑋𝑐𝑜𝑚𝑝. As will be seen,

𝑋𝑐𝑜𝑚𝑝 is adjusted both to provide matching in the face of variable load reactances and to

compensate for the reactive effects in the transformation provided by the controlled switching

network.

3.4.2 Dynamic Frequency Tuning

Dynamic frequency tuning (DFT) refers to the process of adjusting the output tank’s reac-

tance through variations in the system operating frequency (i.e., the frequency of the input

rf source, which is controlled in conjunction with the control of the CTMN). The angular

frequency 𝜔𝑠𝑤 = 2𝜋𝑓𝑠𝑤 is key to this process. As a result, the "compensating reactance"

𝑋𝑐𝑜𝑚𝑝 provided by the series Ls-Cs output filter tank can be expressed as:

𝑋𝑐𝑜𝑚𝑝 = 𝜔𝑠𝑤𝐿𝑠 −
1

𝜔𝑠𝑤𝐶𝑠
. (3.11)

This expression highlights that the reactance 𝑋𝑐𝑜𝑚𝑝 delivered by the tank is not static but

dynamically modulated by the operating frequency 𝜔𝑠𝑤. Changes in the operating frequency

directly impact the reactance produced by the series combination 𝐿𝑠 and 𝐶𝑠, enabling the

output tank to provide variable reactance levels for different operational requirements. A

high Q network [49] allows significant reactance variations to be achieved with relatively

small variations in angular operating frequency 𝜔𝑠𝑤.

3.4.3 Impact of Load Reactance, 𝑋𝐿

The compensating reactance, 𝑋𝑐𝑜𝑚𝑝, is selected to achieve the net reactance𝑋𝑛𝑒𝑡 necessary to

transform the load resistance𝑅𝐿 to the resistance 𝑍0 desired at the input of the CTMN.𝑋𝑐𝑜𝑚𝑝

must compensate for both the load reactance 𝑋𝐿, and the effective reactance introduced by
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the controlled switching network 𝑋𝑇 . Overall, we would like:

𝑋𝑐𝑜𝑚𝑝 = −𝑋𝑇 −𝑋𝐿 (3.12)

Lumping together the reactance 𝑋𝑐𝑜𝑚𝑝 of the Ls-Cs tank and the load network 𝑋𝐿 as

a net value 𝑋𝑛𝑒𝑡 (see Fig. 3-4), we get the net reactance required for CTMN operation as

calculated in Eqn 3.10 and Fig. 3-7:

𝑋𝑛𝑒𝑡 = 𝑋𝑐𝑜𝑚𝑝 +𝑋𝐿 = −𝑋𝑇 (3.13)

Expressing the desired compensation reactance in scenarios with zero load reactance (𝑋𝐿 =

0), we get:

𝑋𝑐𝑜𝑚𝑝 = 𝑋𝑛𝑒𝑡 (3.14)

This expression indicates that the output filter provides the entire net reactance. Con-

versely, with non-zero 𝑋𝐿, 𝑋𝑐𝑜𝑚𝑝 adjusts to:

𝑋𝑐𝑜𝑚𝑝 = 𝑋𝑛𝑒𝑡 −𝑋𝐿 (3.15)

𝑋𝐿 contributes to the overall reactance of the load branch. Under these circumstances, the

compensating reactance, 𝑋𝑐𝑜𝑚𝑝, is effectively adjusted to compensate for the variance in 𝑋𝐿

and for the effective reactance 𝑋𝑇 introduced by the controlled switching network.

3.4.4 Selection of 𝑋𝑐𝑜𝑚𝑝 for a Range of Load Impedances

The compensation reactance 𝑋𝑐𝑜𝑚𝑝 provided by the output filter must be adjustable over a

certain range to compensate for the reactance introduced by the controlled switching network

𝑋𝑇 , which varies with the amount of transformation from the load resistance 𝑅𝐿 up to the

desired input resistance 𝑍0. The necessary value for 𝑋𝑐𝑜𝑚𝑝 to accomplish the task alone is

referred to as 𝑋𝑛𝑒𝑡, as expressed in equations (3.6) normalized for 𝑍0 in equation 3.9 and

Fig. 3-4. The range of 𝑋𝑛𝑒𝑡 required for a given possible range in 𝑅𝐿 might be designated as
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[𝑋𝑛𝑒𝑡,𝑚𝑖𝑛, 𝑋𝑛𝑒𝑡,𝑚𝑎𝑥]. 𝑋𝑐𝑜𝑚𝑝 must further provide sufficient adjustment range to null the load

reactance 𝑋𝐿, which might vary over a range of [𝑋𝐿,𝑚𝑖𝑛, 𝑋𝐿,𝑚𝑎𝑥].

The design of the CTMN considers the ranges of 𝑅𝐿 and 𝑋𝐿. The maximum and mini-

mum values of 𝑋𝑐𝑜𝑚𝑝 that the output filter needs to provide are determined by the maximum

and minimum values of 𝑋𝑛𝑒𝑡 and 𝑋𝐿, as given by:

𝑋𝑐𝑜𝑚𝑝,min = 𝑋𝑛𝑒𝑡,min −𝑋𝐿,max (3.16)

𝑋𝑐𝑜𝑚𝑝,max = 𝑋𝑛𝑒𝑡,max −𝑋𝐿,min (3.17)

Consequently, the output filter’s operation across different switching frequencies allows for

achieving the necessary 𝑋𝑐𝑜𝑚𝑝 range based on the specific 𝑅𝐿 and 𝑋𝐿 ranges.

3.4.5 Selection of Operating Frequency Range

The system operates through dynamic frequency tuning, where the operating frequency

𝑓𝑠𝑤 varies to adapt to different values of load resistance 𝑅𝐿and load reactance 𝑋𝐿, which

determine the desired value of compensating reactance𝑋𝑐𝑜𝑚𝑝. For a given range of𝑋𝑐𝑜𝑚𝑝, and

output filter components 𝐿𝑠 and 𝐶𝑠, the range for angular frequency 𝜔𝑠𝑤 can be determined

through the following equation:

𝜔𝑠𝑤 =
𝐶𝑠𝑋𝑐𝑜𝑚𝑝 +

√︀
𝐶2
𝑠𝑋

2
𝑐𝑜𝑚𝑝 + 4𝐿𝑠𝐶𝑠

2𝐿𝑠𝐶𝑠
(3.18)

This equation is simply derived from Eqn. 4.21. With a known load, the required 𝑋𝑐𝑜𝑚𝑝

becomes a known quantity. Consequently, this equation enables us to calculate the specific

switching frequency, 𝜔𝑠𝑤, needed to achieve the desired 𝑋𝑐𝑜𝑚𝑝 using the output filter designed

in the next section. This approach ensures that the system’s frequency tuning is precisely

aligned with the operational requirements, thus optimizing the CTMN’s performance under

various load scenarios.

In practice, the load impedance 𝑅𝐿 + 𝑗𝑋𝐿 would be measured, and the values of 𝛽 and

𝜔𝑠𝑤 would be adaptively selected to provide the desired input match. The above value for

𝜔𝑠𝑤 in Eqn. 3.18, however, gives a first-order selection about which adaptation can take
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place.

3.5 Selection of Series Output Filter Components 𝐿𝑠 and

𝐶𝑠

Once the range of compensating reactance (𝑋𝑐𝑜𝑚𝑝) that must be provided by the output

filter is established, we can proceed to select the inductor 𝐿𝑠 and capacitor 𝐶𝑠 to provide

any variable reactance within that range. This design process involves selecting a range of

operating frequencies, denoted as [𝑓𝑠𝑤,𝑚𝑖𝑛, 𝑓𝑠𝑤,𝑚𝑎𝑥], over which 𝑋𝑐𝑜𝑚𝑝 achieves the required

degree of variation. (Here, we ignore any minor frequency dependency of the load reactance

𝑋𝐿, placing enough range in 𝑋𝑐𝑜𝑚𝑝 to account for such dependency.)

The frequency range translates into a corresponding angular frequency range, given by

𝜔𝑠𝑤,𝑚𝑖𝑛 to 𝜔𝑠𝑤,𝑚𝑎𝑥. Within this range, the output filter is capable of producing a range of

variable reactance values for 𝑋𝑐𝑜𝑚𝑝. Utilizing Eqn. 4.21, this relationship is mathematically

represented as:

𝑋𝑐𝑜𝑚𝑝,𝑚𝑖𝑛 = 𝜔𝑠𝑤,𝑚𝑖𝑛𝐿𝑠 −
1

𝜔𝑠𝑤,𝑚𝑖𝑛𝐶𝑠
(3.19)

and

𝑋𝑐𝑜𝑚𝑝,𝑚𝑎𝑥 = 𝜔𝑠𝑤,𝑚𝑎𝑥𝐿𝑠 −
1

𝜔𝑠𝑤,𝑚𝑎𝑥𝐶𝑠
(3.20)

Together, Eqns. 3.19 and 3.20 enable the selection of 𝐿𝑠 and 𝐶𝑠 to provide the necessary

tuning range of 𝑋𝑐𝑜𝑚𝑝 over the selected frequency range, accommodating the maximum and

minimum reactance requirements. The values for 𝐿𝑠 and 𝐶𝑠 are calculated to ensure that

the output filter can provide the necessary variable reactance within the specified range for

a given switching frequency 𝑓𝑠𝑤, where 𝜔𝑠𝑤 = 2𝜋𝑓𝑠𝑤.

3.5.1 Series Inductor, 𝐿𝑠

The value of the output series inductor 𝐿𝑠 is determined by balancing the maximum and

minimum reactance requirements at the extremes of the switching frequency range. The
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equation for 𝐿𝑠 is derived as follows:

𝐿𝑠 =
𝑋𝑐𝑜𝑚𝑝,𝑚𝑎𝑥 𝜔𝑠𝑤,𝑚𝑎𝑥 −𝑋𝑐𝑜𝑚𝑝,𝑚𝑖𝑛 𝜔𝑠𝑤,𝑚𝑖𝑛
(𝜔𝑠𝑤,𝑚𝑎𝑥 − 𝜔𝑠𝑤,𝑚𝑖𝑛)(𝜔𝑠𝑤,𝑚𝑎𝑥 + 𝜔𝑠𝑤,𝑚𝑖𝑛)

(3.21)

3.5.2 Series Capacitor, 𝐶𝑠

Similarly, the series capacitor 𝐶𝑆 must be capable of handling the range of reactance values

necessitated by the frequency range. The value of 𝐶𝑠 is calculated to complement 𝐿𝑠, ensuring

that the output filter can adapt to the necessary variable reactance within the given switching

frequency range. The equation for 𝐶𝑠 is as follows:

𝐶𝑠 =
(𝜔𝑠𝑤,𝑚𝑎𝑥 − 𝜔𝑠𝑤,𝑚𝑖𝑛)(𝜔𝑠𝑤,𝑚𝑎𝑥 + 𝜔𝑠𝑤,𝑚𝑖𝑛)

𝜔𝑠𝑤,𝑚𝑎𝑥 𝜔𝑠𝑤,𝑚𝑖𝑛 (𝑋𝑐𝑜𝑚𝑝,𝑚𝑎𝑥 𝜔𝑠𝑤,𝑚𝑖𝑛 −𝑋𝑐𝑜𝑚𝑝,𝑚𝑖𝑛 𝜔𝑠𝑤,𝑚𝑎𝑥)
(3.22)

3.6 Design of Input Filter

The parallel input filter in the CTMN is to ensure that the voltage at the input of the

controlled switching network remains approximately sinusoidal despite harmonic current

content in 𝑖1. The parallel 𝐿𝑝𝐶𝑝 filter network acts approximately as an open circuit at

the fundamental and as a short circuit at harmonic frequencies, resulting in 𝑣1 remaining

approximately sinusoidal even if there is significant source impedance 𝑍𝑠 to the rf source

feeding the CTMN. As we do not desire significant shunt reactance variations owing to the

input filter over the operating frequency range, a relatively low-Q filter is selected, ensuring

effective performance while simplifying the design process. The exact filter quality factor 𝑄𝑝

selected is a design variable that depends upon the degree of filtering of 𝑖1 that is required

and the degree of shunt susceptance variation that is allowable over the switching frequency

range, but a quality factor 𝑄𝑝 in the range of 2-5 might be considered reasonable for many

designs.

To achieve the desired effect, we would like the tank resonant frequency, denoted as

𝑓𝑝 =
1

2𝜋𝐿𝑝𝐶𝑝
(3.23)
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to be very close to the operating frequency of the system, 𝑓𝑠𝑤. Therefore, we select 𝑓𝑝 to be

at or close to the center of the range of the operating frequency.

3.6.1 Parallel Inductor, 𝐿𝑝

The design of the parallel inductor, 𝐿𝑝, is determined based on the requirement to resonate

at the tank frequency. The inductance value of 𝐿𝑝 is given by the following equation:

𝐿𝑝 =
𝑍0

2𝜋𝑓𝑝𝑄𝑝

(3.24)

where 𝑄𝑝 is the quality factor of the filter and 𝑍0 is the characteristic impedance that we

would like the CTMN input impedance to achieve.

3.6.2 Parallel Capacitor, 𝐶𝑝

Similarly, the parallel capacitor, 𝐶𝑝, is designed to complement the inductor in achieving

the desired resonance at the tank frequency. The capacitance value of 𝐶𝑝 is calculated as

follows:

𝐶𝑝 =
𝑄𝑝

2𝜋𝑓𝑝𝑍0

(3.25)

This equation ensures that 𝐶𝑝 works in conjunction with 𝐿𝑝 to maintain resonance at the

resonant frequency 𝑓𝑝, which is close to 𝑓𝑠𝑤.

3.7 Design Summary

Fig. 3-10 presents a flowchart that summarizes the design methodology for the CTMN,

serving as a visual summary and guide for the design and systematic processes outlined in

this chapter.

In the context of an ideal and lossless switching network, the CTMN depicted in Fig.

3-8 performs a step-up impedance transformation to match a resistive plus reactive load

impedance to a higher input impedance 𝑍0. This is accomplished using the voltage-transforming

properties of the controlled switching network and by using the output filter to provide a
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1. Start with ranges of 𝑅𝐿[𝑅𝐿,𝑚𝑖𝑛, 𝑅𝐿,𝑚𝑎𝑥]
and 𝑋𝐿[𝑋𝐿,𝑚𝑎𝑥, 𝑋𝐿,𝑚𝑖𝑛]

2. 𝑅𝐿 range determines 𝛽 range

3. 𝛽 range determines 𝑋𝑛𝑒𝑡 range

4. 𝑋𝑛𝑒𝑡 and 𝑋𝐿 ranges jointly determine 𝑋𝑐𝑜𝑚𝑝 range

5. Start with a frequency range [𝑓𝑚𝑖𝑛, 𝑓𝑚𝑎𝑥]

6. Select 𝐿𝑠, 𝐶𝑠 according to Eqn. 3.21 and 3.22

7. Select an allowed input filter with 𝑓𝑝 and 𝑄𝑝

8. Select 𝐿𝑝, 𝐶𝑝 using Eqns. 3.24 and 3.25

Figure 3-10: Design summary

controlled reactance. The output tank reactance is varied via dynamic frequency tuning to

tune out the load reactance at resonance. At this point, the tank reactance, in conjunc-

tion with the load reactance, effectively cancels out the impact of the additional effective

reactance introduced by the controlled switching network. With an appropriate switching

control angle 𝛽 and operating frequency 𝜔𝑠𝑤, the effective fundamental-frequency impedance

looking into the switching network becomes 𝑍0 (transformed up from 𝑅𝐿). Furthermore, if

we assume that the input filter is at resonance, the only impedance seen by the source is 𝑍0.
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This configuration allows the CTMN to achieve a step-up transformation from 𝑅𝐿 to a higher

resistance value, denoted as 𝑍0. In essence, the CTMN functions like a tunable matching

network, enabling the matching of a load represented by resistance 𝑅𝐿 and reactance 𝑋𝐿 to

a higher input resistance value 𝑍0.

This chapter has provided a comprehensive overview of the key design elements and

control parameters within the controllable transformation matching network (CTMN). The

major points discussed include:

• Identification and analysis of variable elements within the CTMN.

• Modeling of critical control parameters, specifically 𝛽 and 𝑓𝑠𝑤.

• Detailed design methodologies for both the output and input tanks.

In the following chapter, we will take these theoretical concepts forward by designing a

specific example of a CTMN. This design will be validated through a series of simulations,

demonstrating the application of the principles discussed in this chapter.
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Chapter 4

An Example Design for A 1kW

Wide-Range Controllable

Transformation Matching Network

In this chapter, we present an example design of a 13.56 MHz controllable transformation

matching network (CTMN). This design aims to match load impedances ranging between

5Ω and 20Ω in resistance and 0 Ω to 15Ω in reactance, transforming them to a standard

50Ω impedance for industrial applications. The switching network design utilizes a 4-switch

network for impedance transformation as discussed in previous chapters, and the series LC

output filter of the system realizes the secondary variable reactance, enabling dynamic fre-

quency tuning (DFT) within a ±5% range around 13.56MHz [12.88MHz, 14.24MHz]. The

CTMN is designed to operate under conditions of 1 kW of input power at both the input

and output; these conditions correspond to a peak ac voltage amplitude at the input of the

matching network (|𝑉1|) of up to approximately 316 V and a 300 V input voltage. With a

13.56 MHz center frequency.

The findings and design details presented here rely on computational simulations per-

formed in LTSpice. Although component choices, such as the MOSFET switch with an

output parasitic capacitance value and a diode, are based on practically available switch

parameters, these simulations remain untested against a physical prototype.

In the introductory section of this chapter, we discuss the parameter specifications for

79



the design of the controllable transformation matching network. The subsequent sections

detail the design methodologies for the input and output filter tanks and the selection of

dynamic frequencies to achieve impedance matching.

4.1 Design Specifications of the CTMN

The controllable transformation matching network is designed based on the design method

provided in the previous chapters of the thesis. Fig. 4-1 illustrates the detailed architecture

of the CTMN designed in this thesis. In this section, we specify the ranges that are used in

the design of the CTMN.

Figure 4-1: Detailed circuit architecture of the CTMN with design parameters.

4.1.1 Design Overview

The CTMN illustrated in Fig. 4-1 is composed of three main stages as illustrated in Fig.

2-18 (repeated here as Fig. 4-2):
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Figure 4-2: Block diagram of the CTMN system with fundamental voltage-selecting input filter, switching
network and output filter stages.

• Input Filter Stage: The input filter stage functions as a fundamental voltage-

selecting filter and consists of the parallel inductor 𝐿𝑝 and the parallel capacitor 𝐶𝑝.

• Switching Network: This constitutes the power stage of the CTMN that performs

the transformations. It is comprised of four switches, 𝑤, 𝑦, 𝑥 and 𝑧 as illustrated in

Fig. 4-1. The switches operate at the operating frequency 𝑓𝑠𝑤 controlled by the phase

control parameter 𝛽.

• Output Filter Stage: The fundamental-current-selecting output filter is a series

combination of an inductor 𝐿𝑠 and a capacitor 𝐶𝑠. This filter stage provides the

variable reactance 𝑋𝑐𝑜𝑚𝑝. The filter is connected with a load in series with resistance

𝑅𝐿 and reactance 𝑋𝐿. The net reactance of the output branch is 𝑋𝑛𝑒𝑡.

These are the parameters of the CTMN that we are interested in designing. The results

of this design are concisely summarized in Table 4.6.

4.1.2 Load Range, 𝑍𝐿

We begin by selecting a load range for our design that needs to be matched to an input

impedance of 𝑍0 = 50Ω. In the matching network design, the load is represented by 𝑍𝐿 =

𝑅𝐿 + 𝑗𝑋𝐿. Based on the intended application, the resistive component of the load 𝑅𝐿 is

assumed to range from 5 Ω to 20 Ω (a 4X range). We also assume an inductive reactance,

𝑋𝐿 that varies between 0 Ω and 15 Ω. The Smith chart in Fig. 4-3 illustrates the load range

shaded in yellow, normalized to a 50,Ω resistance. The CTMN converts any load within this
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specified range to a 𝑍0 = 50Ω load impedance, which corresponds to a normalized 𝑍0 = 1

on the Smith chart.

Figure 4-3: Smith chart showing the load range that can be matched to 𝑍0 = 50Ω.

Table 4.1 illustrates a summary of the load range.

Load Impedance Range (Ω) Normalized Range

Resistance, [𝑅𝐿,min, 𝑅𝐿,max] [5, 20] [0.1, 0.4]

Reactance, [𝑋𝐿,min, 𝑋𝐿,max] [0, 15] [0, +0.3j]

Table 4.1: Selected range for load components

4.1.3 Phase Control Angle, 𝛽

As discussed in Chapter 3, the resistive component 𝑅𝐿 of the load directly determines the

range for the required phase control angle, 𝛽 (see design summary in Fig. 3-10). Fig. 4-4

illustrates the required range of phase control angle 𝛽 for an impedance transformation ratio

of 𝑅𝐿

𝑍0
. Given the selected 𝑅𝐿 range of [5, 20] Ω, and a target input impedance 𝑍0 = 50Ω,

the controlled switching network must provide a transformation in resistance (impedance)

[0.1, 0.4], which falls within the achievable range of Fig. 4-4. The required range for the
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Figure 4-4: Selection of phase angle 𝛽 for a desired transformation ratio of 𝑅𝐿

𝑍0
.

phase angle 𝛽 to ensure impedance matching within this resistive load range is [𝛽𝑚𝑖𝑛, 𝛽𝑚𝑎𝑥] =

[96.66∘, 119.88∘]. The smallest (5 Ω) and largest (20 Ω) load resistances correspond to the

lower (96.66∘) and upper (119.88∘) ends of the required phase angle, respectively. In essence,

a higher resistance necessitates a larger phase angle to facilitate the desired impedance

transformation. This is illustrated in Table 4.2. Note that the inductive component of the

load impedance has no effect on the choice of 𝛽.

Load Resistance 𝑅𝐿 Phase Control Angle 𝛽 (∘)

𝑅𝐿min = 5Ω 𝛽min = 96.66∘

𝑅𝐿max = 20Ω 𝛽max = 119.88∘

Table 4.2: Desired Range for Phase Control Angle 𝛽 for a given resistive load range 𝑅𝐿.

4.1.4 Net Reactance 𝑋𝑛𝑒𝑡

The phase control angle 𝛽 determines the required net reactance 𝑋𝑛𝑒𝑡 range. Since 𝛽 is

determined by the given resistive load 𝑅𝐿 range, in other words, the given range for 𝑅𝐿
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Figure 4-5: Required 𝑋𝑛𝑒𝑡

𝑅𝐿
, with respect to phase angle 𝛽 for a desired transformation.

determines the range for 𝑋𝑛𝑒𝑡. From Table 4.2, the desired 𝛽 range for our design is

[𝛽𝑚𝑖𝑛, 𝛽𝑚𝑎𝑥] = [96.66∘, 119.88∘]. This range yields the range for the required net reactance

as [𝑋𝑛𝑒𝑡,𝑚𝑖𝑛, 𝑋𝑛𝑒𝑡,𝑚𝑎𝑥] = [8.95Ω], 17.352Ω], as seen in Fig. 4-5.

Phase Control Angle 𝛽 (∘) 𝑋𝑛𝑒𝑡 Range

𝛽min = 96.66∘ 𝑋𝑛𝑒𝑡,𝑚𝑎𝑥 = 17.352Ω

𝛽max = 119.88∘ 𝑋𝑛𝑒𝑡,𝑚𝑖𝑛 = 8.95Ω

Table 4.3: Net reactance 𝑋𝑛𝑒𝑡 range.
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4.1.5 Compensating Reactance, 𝑋𝑐𝑜𝑚𝑝

The maximum and minimum values of 𝑋𝑐𝑜𝑚𝑝 that the output filter needs to provide are

determined by the maximum and minimum values of 𝑋𝑛𝑒𝑡 and 𝑋𝐿, as given by:

𝑋𝑐𝑜𝑚𝑝,min = 𝑋𝑛𝑒𝑡,min −𝑋𝐿,max (4.1)

𝑋𝑐𝑜𝑚𝑝,max = 𝑋𝑛𝑒𝑡,max −𝑋𝐿,min (4.2)

From Tables 4.1 and 4.3:

𝑋𝑛𝑒𝑡,max = 17.352Ω (4.3)

𝑋𝑛𝑒𝑡,min = 8.95Ω (4.4)

𝑋𝐿,max = 15Ω (4.5)

𝑋𝐿,min = 0Ω (4.6)

For the minimum compensating reactance, 𝑋𝑐𝑜𝑚𝑝,𝑚𝑖𝑛, subtract the maximum load

reactance from the minimum net reactance:

𝑋𝑐𝑜𝑚𝑝,min = 𝑋𝑛𝑒𝑡,𝑚𝑖𝑛 −𝑋𝐿,𝑚𝑎𝑥 (4.7)

= −6.05Ω (4.8)

For the maximum compensating reactance, 𝑋𝑐𝑜𝑚𝑝,𝑚𝑎𝑥, subtract the minimum load re-

actance from the maximum net reactance:

𝑋𝑐𝑜𝑚𝑝,max = 𝑋𝑛𝑒𝑡,𝑚𝑎𝑥 −𝑋𝐿,𝑚𝑖𝑛 (4.9)

= 17.352Ω (4.10)

4.1.6 Operating Frequency, 𝑓𝑠𝑤

The center frequency is set at 13.56 MHz, with a ±5% frequency modulation determining

the operating range. This modulation results in frequency limits of 𝑓𝑚𝑖𝑛 = 12.880 MHz and
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Net Reactance Load Reactance Compensating Reactance

𝑋𝑛𝑒𝑡(Ω) 𝑋𝐿(Ω) 𝑋𝑐𝑜𝑚𝑝(Ω)

𝑋𝑛𝑒𝑡,max = 17.352 𝑋𝐿,min = 0 𝑋𝑐𝑜𝑚𝑝,max = 17.36

𝑋𝑛𝑒𝑡,min = 8.95 𝑋𝐿,max = 15 𝑋𝑐𝑜𝑚𝑝,min = −6.05

Table 4.4: Compensating reactance 𝑋𝑐𝑜𝑚𝑝 range.

𝑓𝑚𝑎𝑥 = 14.238 MHz as shown in Table 4.5. Over this frequency range, we must synthesize the

necessary compensating reactance 𝑋𝑐𝑜𝑚𝑝 to provide the net reactance 𝑋𝑛𝑒𝑡 to accommodate

the 4X range resistive load range of [5,20] Ω and inductive reactive load range of [0, 15] Ω

with matching to 50Ω. The details of how this is achieved is described in Section 4.2.

Operating Frequency Frequency (MHz)

Minimum Frequency, 𝑓𝑚𝑖𝑛 12.880

Maximum Frequency, 𝑓𝑚𝑎𝑥 14.238

Table 4.5: Specified operating frequency range.

4.2 Output Filter Design

The output filter tank, consisting of 𝐿𝑠 and 𝐶𝑠 is designed to ensure that the current 𝑖2 is

dominated by its fundamental-frequency component. Furthermore, frequency modulation in

the operating frequency 𝑓𝑠𝑤 (also known as dynamic frequency tuning (DFT)) is implemented

such that the series 𝐿𝑠 − 𝐶𝑠 tank generates a variable reactance 𝑋𝑐𝑜𝑚𝑝. The 𝐿𝑠 − 𝐶𝑠 tank

components are selected so that the tank can produce a range of reactance values 𝑋𝑐𝑜𝑚𝑝

to achieve the desired net reactance (between 𝑋𝑐𝑜𝑚𝑝 and 𝑋𝐿) necessary for the desired

impedance match within the narrow frequency modulation range. The selection approach

below follows the development in Section 3.5.
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Design Parameter Parameter Value

𝑅𝐿,min 5Ω

𝑅𝐿,max 20Ω

𝑋𝐿,min 0Ω

𝑋𝐿,max 15Ω

𝛽min 96.66∘

𝛽max 119.88∘

𝑋𝑛𝑒𝑡,min 8.95Ω

𝑋𝑛𝑒𝑡,max 17.352Ω

𝑋𝑐𝑜𝑚𝑝,min −6.05Ω

𝑋𝑐𝑜𝑚𝑝,max 17.36Ω

𝑓𝑠𝑤,min 12.88 MHz

𝑓𝑠𝑤,max 14.238 MHz

𝜔𝑠𝑤,min 2𝜋 × 12.88 rad/s

𝜔𝑠𝑤,max 2𝜋 × 14.238 rad/s

Table 4.6: Design specifications for CTMN parameters

new paragraph. The tank resonant frequency is 𝑓𝑟,𝑠𝑒𝑟𝑖𝑒𝑠. The resonant frequency for the

series LC tank can be determined using the following formula:

𝑓𝑟,𝑠𝑒𝑟𝑖𝑒𝑠 =
1

2𝜋
√
𝐿𝑠𝐶𝑠

(4.11)

4.2.1 Series Inductor, 𝐿𝑠

The equation for 𝐿𝑠 is derived as follows:

𝐿𝑠 =
𝑋𝑐𝑜𝑚𝑝,𝑚𝑎𝑥 𝜔𝑠𝑤,𝑚𝑎𝑥 −𝑋𝑐𝑜𝑚𝑝,𝑚𝑖𝑛 𝜔𝑠𝑤,𝑚𝑖𝑛
(𝜔𝑠𝑤,𝑚𝑎𝑥 − 𝜔𝑠𝑤,𝑚𝑖𝑛)(𝜔𝑠𝑤,𝑚𝑎𝑥 + 𝜔𝑠𝑤,𝑚𝑖𝑛)

(4.12)

Plugging in the values from Table 4.6, we obtain:

𝐿𝑠 = 1.41𝜇H (4.13)
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4.2.2 Series Capacitor, 𝐶𝑠

Similarly, by utilizing the values from Table 4.6, we can calculate the series tank capacitance:

𝐶𝑠 =
(𝜔𝑠𝑤,𝑚𝑎𝑥 − 𝜔𝑠𝑤,𝑚𝑖𝑛)(𝜔𝑠𝑤,𝑚𝑎𝑥 + 𝜔𝑠𝑤,𝑚𝑖𝑛)

𝜔𝑠𝑤,𝑚𝑎𝑥 𝜔𝑠𝑤,𝑚𝑖𝑛 (𝑋𝑐𝑜𝑚𝑝,𝑚𝑎𝑥 𝜔𝑠𝑤,𝑚𝑖𝑛 −𝑋𝑐𝑜𝑚𝑝,𝑚𝑖𝑛 𝜔𝑠𝑤,𝑚𝑎𝑥)
(4.14)

𝐶𝑠 = 103 pF (4.15)

4.2.3 Output Tank Resonant Frequency, 𝑓𝑟,𝑠𝑒𝑟𝑖𝑒𝑠

The tank resonant frequency for the series LC tank is therefore:

𝑓𝑟,𝑠𝑒𝑟𝑖𝑒𝑠 ≈ 13.207MHz

4.3 Input Filter Design

The input filter, consisting of 𝐿𝑝 and 𝐶𝑝 as illustrated in Fig. 4-1, operates to ensure that the

voltage 𝑣1 is dominated by its fundamental-frequency component (at 𝑓𝑠𝑤). It also ensures

that harmonic currents are shunted such that the current drawn from the input source is

dominated by its fundamental. As discussed in Section 3.7, we have selected a relatively

low quality factor (𝑄𝑝) of 7 (where we define 𝑄𝑝 = 𝑍0/
√︀

(𝐿𝑝/𝐶𝑝)) and set the resonant

tank frequency 𝑓𝑝 to 14.238 MHz , which is closely aligned with the operating frequency of

our system (𝑓𝑠𝑤). The input filter is designed to resonate at the upper frequency boundary

(𝑓𝑠𝑤,max) of our switching frequency range. A quality factor (𝑄𝑝) of 7 is adopted for both

design and simulation purposes, aiming to minimize the shunt reactive loading it represents

over a ±5% variation in the operating frequency.

For the determination of the tank components, the objective is to configure 𝐿𝑝 and 𝐶𝑝

to resonate at a frequency of 𝑓𝑝 = 14.238 MHz, with a loaded tank quality factor (𝑄𝑝) set

to 7. The target impedance for the parallel tank is specified to be 𝑍0 = 50Ω while the
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characteristic impedance of the parallel tank is 𝑍𝑝 =
√︀
𝐿𝑝/𝐶𝑝, and the loaded tank quality

factor is 𝑄𝑝 = 𝑍0/𝑍𝑝.

4.3.1 Input Tank Resonant Frequency, 𝑓𝑝

The input tank resonant frequency is calculated using the equation provided below:

𝑓𝑝 =
1

(2𝜋
√︀
(𝐿𝑝𝐶𝑝)

(4.16)

4.3.2 Parallel Inductor, 𝐿𝑝

For a parallel resonant tank circuit consisting of an inductor 𝐿𝑝 and a capacitor 𝐶𝑝, the

inductance 𝐿𝑝 is determined by the tank’s characteristic impedance 𝑍𝑝, resonant frequency

𝑓𝑝, and quality factor 𝑄𝑝. This relationship is expressed as follows:

𝐿𝑝 =
𝑍0

2𝜋𝑓𝑝𝑄𝑝

(4.17)

With the given values for our design, including 𝑍0 = 50Ω, 𝑓𝑝 = 14.238MHz, and 𝑄𝑝 = 7,

we can proceed with the calculations:

𝐿𝑝 =
50

2𝜋(12.88× 106)(7)
≈ 79.84 nH (4.18)

4.3.3 Parallel Capacitor, 𝐶𝑝

In the same parallel resonant tank circuit, the capacitance 𝐶𝑝 is also linked to the resonant

frequency 𝑓𝑝, quality factor 𝑄𝑝, and the tank’s characteristic impedance 𝑍0. The calculation

for determining the capacitance 𝐶𝑝 is as follows:

𝐶𝑝 =
𝑄𝑝

2𝜋𝑓𝑝𝑍0

(4.19)

With the provided values designed for the CTMN:

𝐶𝑝 =
7

2𝜋(14.238× 106)(50)
≈ 1.56 nF (4.20)
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4.4 Operating Frequency Selection for a Given Load, 𝑍𝐿

The CTMN illustrated in Fig. 4-1 operates at a variable angular frequency 𝜔𝑠𝑤 within a

defined range as provided in Table 4.5. As a result, the reactance 𝑋𝑐𝑜𝑚𝑝 provided by the

series Ls-Cs output filter tank can be expressed as:

𝑋𝑐𝑜𝑚𝑝 = 𝜔𝑠𝑤𝐿𝑠 −
1

𝜔𝑠𝑤𝐶𝑠
. (4.21)

Given 𝐿𝑠, 𝐶𝑠 and the compensating reactance, 𝑋𝑐𝑜𝑚𝑝, the system operating frequency 𝜔𝑠𝑤

can be determined by using the equation:

𝜔𝑠𝑤 =
𝐶𝑠𝑋𝑐𝑜𝑚𝑝 +

√︀
𝐶2
𝑠𝑋

2
𝑐𝑜𝑚𝑝 + 4𝐿𝑠𝐶𝑠

2𝐿𝑠𝐶𝑠
(4.22)

𝑓𝑠𝑤 =
𝜔𝑠𝑤
2𝜋

(4.23)

As indicated in Table 4.4, the system operates across a range of frequencies to maintain

a range of compensating reactance 𝑋𝑐𝑜𝑚𝑝 for the design purpose of our CTMN. The CTMN

needs to operate at a specific frequency to produce the required value of 𝑋𝑐𝑜𝑚𝑝 necessary

for a desired impedance matching, given a certain combination of 𝑋𝑛𝑒𝑡 and 𝑋𝐿. Thus, there

is a unique operating frequency 𝑓𝑠𝑤 at which the CTMN must operate to achieve a specific

impedance match from 𝑍𝐿 = 𝑅𝐿 + 𝑗𝑋𝐿. This relationship is illustrated in Fig. 4-6.

By integrating the results from Equations 3.7 and 3.8, as well as Figures 3-5 and 3-6,

we can determine the operating frequency 𝑓𝑠𝑤 for any load within the specified range. This

is further illustrated in Figure 4-6. For instance, table 4.7 shows examples of switching fre-

quencies for five example load impedances. This aligns with the explanation in Section 4.1.5

that the minimum switching frequency is required to synthesize the smallest load resistance

and the highest load inductance, and vice versa.

Next, we will simulate this example design of the CTMN using LTSpice, aiming to validate

the design and assess the functionality of the CTMN.
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Figure 4-6: Example of frequency selection for given inductive loads. The horizontal boundary lines in
cyan and black indicate the operating frequency range, which lies between 12.88 MHz and 14.24 MHz. This
range represents a ±5 % deviation around a 13.56 MHz center frequency.

Load Impedance (𝑍𝐿 = 𝑅𝐿 + 𝑗𝑋𝐿) Operating Frequency (𝑓𝑠𝑤)
5 + 𝑗0Ω 13.724029
20 + 𝑗0Ω 14.222263
5 + 𝑗15Ω 12.872056
20 + 𝑗20Ω 13.058086
15 + 𝑗15Ω 13.256467

Table 4.7: Operating Frequencies for Different Load Impedances

4.5 Simulation Verification: Ideal Model

Employing the previously developed CTMN example, Sections 4.5 and 4.6 present LTSpice

simulations to demonstrate the CTMN’s capability in voltage and current transformations,

as well as its ability to perform impedance matching between its input and output ports. In

section 4.5, we present results for idealized designs (e.g., where device parasitics and other

elements are not included), and in section 4.6, we include practical characteristics such as

device parasitics and deadtimes. As will be seen, the simulated circuit waveforms verify

that the CTMN design can achieve a step-up impedance matching from a load impedance

𝑍𝐿 = 𝑅𝐿 + 𝑗𝑋𝐿 having a small resistive component 𝑅𝐿 to a resistive input impedance

𝑍𝑖𝑛 having a higher value resistance 𝑍𝑠 = 50Ω within the specified ranges. The CTMN
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Figure 4-7: Overview of the CTMN schematic for the simulation.

is driven with a differential input from a Thevenin source comprising a sine wave source

voltage 𝑣𝑖𝑛 (V(vin,vB)), having a peak amplitude 𝑉𝑖𝑛 = 628.32 V and frequency 𝑓 , and a

source impedance of 𝑍𝑠 = 50Ω; this is intended as a test signal for the CTMN, simulating

practical input conditions like that from an rf power amplifier. For the simulation, the input

signal’s frequency is set to match the CTMN’s operating frequency, 𝑓𝑠𝑤, with the CTMN

switching locked in phase with the input source.

4.5.1 Idealized Operating Conditions

During the idealized operation of the CTMN, we assume perfect operational conditions for

the circuit components and neglect the influence of device non-idealities and switch dynamics.

Specifically:

• The active switches are considered to have ideal characteristics. This implies they have

instantaneous on-and-off transitions and negligible dead times, as illustrated in Table

4.8. The idealized control sequence for the switches is illustrated in Fig. 4-8.
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Switch Dynamics Symbol Value
Rise time 𝑡𝑟 0.01n (negligible)
Fall time 𝑡𝑓 0.01n (negligible)
Dead time 𝑡𝑑𝑒𝑎𝑑 0.01n (negligible)
Switch capacitance 𝐶𝑜𝑠𝑠 0.1pF

Table 4.8: Switch parameters used in idealized control signals.

• Intrinsic elements like switch capacitances (𝐶𝑜𝑠𝑠) of the switches are considered negli-

gible. This assumption is based on their relatively small magnitudes (𝐶𝑜𝑠𝑠 = 0.1 𝑝𝐹 ),

which have a minimal impact on the ideal simulation.

• The source signal 𝑣𝑠 is characterized by a fixed frequency 𝑓 and peak voltage 𝑉𝑖𝑛. In the

simulation, 𝑓 is set to match the switching frequency 𝑓 = 𝑓𝑠𝑤 with the CTMN operated

in phase with the input signal, although in practical scenarios, these frequencies and

phases might not be the same under transient conditions. Synchronizing the source

and switching frequencies and phases in such cases is a consideration not covered in

this thesis.

Further details and exceptions to this assumption are addressed in the discussion of

practical-case scenarios in Subsection 4.6.

4.5.2 Component Specifications

For simulating the CTMN, we utilized the LTSpice simulation software. Figure 4-7 provides

an example schematic of the CTMN as configured for the simulations in LTSpice. The

corresponding LTSpice netlist for this model using ‘idealized’ parameters can be found in

Appendix D.1.

The input tank components, inductor 𝐿𝑝 and capacitor 𝐶𝑝, are selected based on the

design procedure outlined in Section 4.3.

𝐿𝑝 = 79.84 nH, 𝐶𝑝 = 1.56 nF

The tank resonant frequency 𝑓𝑝 = 14.238 MHz, a tank characteristic impedance 𝑍𝑝 =√︀
𝐿𝑝/𝐶𝑝 = 7.15Ω, which gives a quality factor 𝑄𝑝 = 7 when loaded with the source
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impedance, a characteristic impedance 𝑍𝑠 = 50Ω. In the schematic, the parallel capaci-

tor 𝐶𝑝 is replicated as 𝐶𝑝1 and 𝐶𝑝2 with one of the two in use in a given switch state. The

output tank components, 𝐿𝑠 and 𝐶𝑠, values are calculated in Eqns. 4.13 and 4.15:

𝐿𝑠 = 1.41𝜇H, 𝐶𝑠 = 103 pF

Parallel input tank Symbol Values

Inductor 𝐿𝑝 79.84 nH

Capacitor 𝐶𝑝 1.56nF

Characteristic impedance 𝑍𝑝 7.15

Q-factor 𝑄𝑝 7

Replicated capacitance 𝐶𝑝2 0.1pF

Resonant frequency 𝑓𝑝 14.238 MHz

Table 4.9: Parallel input tank parameters for LTSpice model.

The load is dynamically modeled as a series combination of a resistor 𝑅𝐿 and an inductor

𝐿𝐿𝑜𝑎𝑑 whose value is determined by the switching frequency 𝑓𝑠𝑤 and a specified fundamental-

frequency reactance 𝑋𝐿, with 𝑅𝐿 and 𝑋𝐿 as predefined inputs. The load inductance 𝐿𝐿𝑜𝑎𝑑

is calculated using the given 𝑋𝐿 and the designed operating frequency 𝑓𝑠𝑤 per the following

equation:

𝐿𝐿𝑜𝑎𝑑 =
𝑋𝐿

2𝜋𝑓𝑠𝑤
(4.24)

In the idealized example simulations presented here, the load parameters were set to

𝑅𝐿 = 20Ω and 𝑋𝐿 = 0Ω. They define the control parameters as 𝛽 and 𝑓𝑠𝑤. Utilizing the

MATLAB script provided in Appendix C, the calculated parameters are 𝑓𝑠𝑤 = 14.2263 MHz

and 𝛽 = 119.88 degrees. The system parameters used in the example are summarized in

Series output tank Symbol Values

Inductor 𝐿𝑠 1.41 𝜇H

Capacitor 𝐶𝑠 103 pF

Resonant frequency 𝑓𝑠 13.207 MHz

Table 4.10: Series output tank parameters for LTSpice model.
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Table 4.11.

System Parameter Symbol Values

Load resistance 𝑅𝐿 20Ω

Load reactance 𝑋𝐿 0Ω

Load inductance 𝐿𝐿𝑜𝑎𝑑 0 𝜇H

Phase control angle 𝛽 119.88∘

Switching frequency 𝑓𝑠𝑤 14.2263 MHz

Table 4.11: Example load parameters for LTSpice model.

The four switches 𝑊,𝑋, 𝑌 and 𝑍 are modeled as voltage-controlled switches using the

LTSpice switch model, detailed in Appendix D.1. Switch parameters are on-resistance (𝑅𝑜𝑛),

off-resistance (𝑅𝑜𝑓𝑓 ), trip voltage (𝑉𝑡), and hysteresis voltage (𝑉ℎ). The switch model also

includes an intrinsic body diode (D). The simulations also allow for a switch output ca-

pacitance 𝐶𝑜𝑠𝑠. In the ideal simulations, 𝐶𝑜𝑠𝑠 is very small which can be assumed to have

negligible effects on the simulation. The switch parameters for the ideal LTSpice model are

illustrated in Table 4.12.

Parasitics Symbol Values

Output Capacitance 𝐶𝑜𝑠𝑠 0.1pF

Parameters Symbol Values

Drain-source on-state resistance 𝑅on 22mΩ

Off-state resistance 𝑅off 1MΩ

Trip voltage 𝑉𝑡 2.5V
Hysteresis voltage 𝑉ℎ 2.5V

Body Diode (D) Symbol Values

Off resistance 𝑅off 1MΩ

Forward bias voltage 𝑉fwd 1.7V

Table 4.12: Switch parameters for ideal simulation model of the CTMN.
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Source Signals Notation

Source voltage 𝑣𝑖𝑛

Source Current 𝑖𝑖𝑛

Source impedance 𝑧𝑠

Resistive input impedance 𝑍𝑖𝑛

Switching Network Waveforms Notation

Input voltage 𝑣1 = 𝑣𝐴 − 𝑣𝐵

Output voltage (transformed) 𝑣2 = 𝑣𝑜𝑢𝑡1 − 𝑣𝑜𝑢𝑡2

Output current 𝑖2 = 𝑖𝑅𝐿𝑜𝑎𝑑

Input current (transformed) 𝑖1

Output impedance 𝑍2

Load impedance 𝑍𝐿

Input impedance (transformed) 𝑍1

Table 4.13: Waveform and signal label notations used in the ideal CTMN simulation.

4.5.3 Input Impedance Measurement Methodology

We use the specified components in the ideal LTSpice model illustrated in Fig. 4-7. The

source signal 𝑣𝑠 with a resistance 𝑍𝑠 = 50Ω is filtered by the input filter tank 𝐿𝑝 − 𝐶𝑝. The

filtered input voltage 𝑣1 (represented as 𝑣𝐴 − 𝑣𝐵 in the waveforms) is processed through the

switching network, resulting in the output voltage 𝑣2 = 𝑣𝑜𝑢𝑡1 − 𝑣𝑜𝑢𝑡2. 𝑣2 = 𝑣𝑜𝑢𝑡1 − 𝑣𝑜𝑢𝑡2 is

the voltage applied across the load branch , and 𝑖2 = 𝑖𝑅𝐿𝑜𝑎𝑑
represents the current through

this branch. The output tank, comprising 𝐿𝑠 − 𝐶𝑠, filters the output current 𝑖2. 𝑖1 and 𝑍1

are the input current and input impedance observed by the input source, respectively. The

components and parameters utilized in the LTSpice model are detailed in Table 4.13.

Once the source signal is implemented in the CTMN with a given load impedance 𝑍𝐿 =

𝑅𝐿+ 𝑗𝑋𝐿, the switches in the network are governed by control signals, which are defined by

the two control parameters 𝛽 and 𝑓𝑠𝑤. In our simulations, control signals are represented as

pulsed voltage sources, details of which will be illustrated in the subsequent figures.

The analysis of the simulated voltage and current waveforms for both ideal and practical

scenarios indicates that the output voltage 𝑣𝑜𝑢𝑡1 − 𝑣𝑜𝑢𝑡2 is effectively a phase-modulated

waveform with respect to the input 𝑣𝐴− 𝑣𝐵, governed by the control angle 𝛽. 𝛽 has a direct
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effect on the duration of modulation within each cycle, which supports the function of the

phase control mechanism in the CTMN. The analysis highlights a significant reduction in

the fundamental component of the output voltage, indicating a successful step-down voltage

transformation. A step-up current transformation occurs when the fundamental component

of the output current increases in relation to the input current. Figures 4-13 and 4-18

exemplify these transformations through the waveforms during the switching intervals. Here,

the CTMN adeptly modulates the input voltage 𝑣𝐴−𝑣𝐵 into the output voltage 𝑣𝑜𝑢𝑡1−𝑣𝑜𝑢𝑡2,

as dictated by 𝛽.

In order to perform impedance calculations in the LTSpice environment, it is necessary

to measure the current through and voltage across the targeted components. By employing

Fourier analysis, the fundamental waveform components are isolated, which provide the basis

for further calculations. In order to determine the magnitude and phase of the fundamental

component of an impedance, the essential step is to divide the fundamental-component

magnitudes of the associated voltage and current waveforms and then compare their phase

angles.

For measuring the input impedance 𝑍𝑖𝑛 seen by the source , we utilize LTSpice to extract

the fundamental components of the magnitudes and phases of the input voltage 𝑣in and

input current 𝑖in by performing Fourier analysis on their simulated waveforms 𝑉 (vin, vB)

and 𝐼(Zs), respectively. One way to implement this method is to use the .four command,

as shown below:

.four f_{sw} 1 1 V(vin.vB) FROM {STTRIG} TO {ENDTRIG}

This command provides the magnitude and phase components of the waveform 𝑉 (vin, vB)

with a fundamental frequency of 𝑓sw over one switching cycle.

.four {switching frequency} {Number of periods} {harmonic number}

waveform of interest {starting time} to {end time}

Once we have the results, we divide the fundamental component of the voltage magni-

tude |𝑣in| by that of the current magnitude |𝑖in|. This gives us the magnitude |𝑧in| of the
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fundamental component of the input impedance 𝑧in. Similarly, by dividing the fundamental

component of the voltage phase ∠𝑣in by that of the current phase ∠𝑖in, we obtain the phase

∠𝑧in of the fundamental component of the input impedance.

We can use the magnitude |𝑧in| and phase ∠𝑧in to calculate the resistive 𝑅in and the

reactive 𝑋in components of the input impedance 𝑍in, where:

𝑅in = |𝑧in| cos(∠𝑧in)

𝑋in = |𝑧in| sin(∠𝑧in)

Then we measure the input impedance 𝑧in using the equation below:

𝑧in = 𝑅in + 𝑗𝑋in

In our analysis, we are primarily interested in the resistive component of the input

impedance 𝑧in, which is 𝑅in in our calculations.

4.5.4 Control Signals

The idealized control signals for the switches, governed by the phase control angle 𝛽, are

considered to be perfectly timed and accurate with assumptions as summarized in Table 4.8.

The switch control signals defined by these assumptions are illustrated in Fig. 4-8. A ‘high’

level indicates the switch is in an on state, while a ‘low’ level indicates it is in an off state.

These signals are considered ideal because they ignore a practical switch’s rise and fall times

and dead times. The occurrence of 𝛽 = 119.88∘ is at 𝑡 = 23.239 ns, with a period 𝑇 of 70 ns

and a frequency 𝑓𝑠𝑤 of 14.2263 MHz.

4.5.5 Results

The CTMN, as illustrated in Fig. 4-7, operates using an input signal 𝑣1 = 𝑣𝐴 − 𝑣𝐵 (refer

to Fig. 4-9), which is subjected to controlled switching. This switching process is governed

by the control sequences shown in Fig. 4-8. As a result of this switching, an output voltage
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Figure 4-8: Ideal control sequences of the CTMN. A ‘high’ level indicates that a corresponding switch
is on, while a ‘low’ level indicates that it is off. The switch timings and the equivalent non-zero duration
𝑡 = 23.24 ns are controlled by the phase angle 𝛽 = 119.88∘. The switching frequency 𝑓𝑠𝑤 = 14.2263 defines
the period (T=70 ns in this example) of the switching cycle.

Figure 4-9: Input voltage waveform 𝑣1 entering the switching network.

waveform 𝑣2 = 𝑣𝑜𝑢𝑡1 − 𝑣𝑜𝑢𝑡2 is produced, as depicted in Fig. 4-10. The output current 𝑖2 and

the input current 𝑖1 waveforms are illustrated in Figs. 4-11 and 4-12.

Fourier analysis was conducted on the waveforms presented in Fig. 4-13, focusing on
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Figure 4-10: Output voltage waveform 𝑣2 after a phase-controlled transformation with 𝛽 = 119.88∘.

Figure 4-11: Output Current waveform 𝑖2 loading an output impedance 𝑍𝐿 = 20 + 𝑗0Ω.

extracting the fundamental components to understand the circuit’s transformation behavior.

The analysis showed that the fundamental frequency component of 𝑣1 had a magnitude of

314.2 V and a phase angle of 88.51∘, whereas that of 𝑣2 exhibited a magnitude of 266.2 V

and a phase angle of 72.27∘. Similarly, the fundamentals of the source current 𝑖𝑠 and load

current 𝑖𝐿Load were found to have magnitudes of 6.267 A and 9.808 A, respectively, with

corresponding phase angles of 91.50∘ and 114.74∘.

Fig. 4-14 illustrates the input current 𝑖𝑖𝑛 and source voltage 𝑣𝑖𝑛 observed by the rf source.

By analyzing the fundamental components of these waveforms, we calculate the fundamental

components of the input impedance 𝑍𝑖𝑛 seen by the rf source as described in Table 4.15.
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Figure 4-12: Waveform of the input current entering the switching network. This depicted current is the
transformed input current represented as 𝑖1 in our analysis and Figure 4-7.

Figure 4-13: Voltage and current transformations in the CTMN.

These results enabled the calculation of the fundamental components of the magnitude

and phase of the input impedance seen by the rf source, which is the input voltage 𝑣𝑖𝑛

divided by the source current 𝑖𝑖𝑛, which resulted in 50.135 Ω, with resistive and reactive

components 𝑍𝑖𝑛 = 50.068Ω and 𝑋𝑖𝑛 = −2.606Ω. The resistive input impedance 𝑍𝑖𝑛 is the

target impedance for matching. Through these voltage and current transformations, the

CTMN successfully achieves step-up impedance matching from an output impedance value
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Fundamental Component Magnitude Phase (degrees)

Input Voltage, 𝑣1 314.2 V 88.51∘

Output Voltage, 𝑣2 266.2 V 72.27∘

Source Current, 𝑖𝑖𝑛 6.267 A 91.50∘

Load Current, 𝑖𝐿Load 9.808 A 114.74∘

Table 4.14: Fundamental components of voltage and current waveforms in the CTMN.

Input impedance 𝑍𝑖𝑛 Calculation Value

Input impedance, |𝑍𝑖𝑛| 50.135Ω

Phase shift ∠𝑍𝑖𝑛 −2.98∘

Resistive component of input impedance, 𝑍𝑖𝑛 50.068Ω

Reactive component, 𝑋𝑖𝑛 −2.606Ω

Percentage error in impedance matching 0.27%

Table 4.15: Input impedance 𝑍𝑖𝑛 observed by the source for a loading of 𝑍𝐿 = 20Ω.

of 𝑍𝐿 = 20+ 𝑗0Ω to an input impedance value of 𝑍𝑖𝑛 = 50Ω with an error of merely 0.27%,

which is confirmed by these example simulation results.
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Figure 4-14: Input source current 𝑖𝑖𝑛 and source voltage 𝑣𝑖𝑛, calculated as 𝐼(𝑍𝑠) and 𝑉 (𝑣𝑖𝑛, 𝑣𝐵) in the
simulations, for the ideal LTSpice model.

4.6 Simulation Verification including Device Non-Idealities

In the previous section, the idealized version of the CTMN was analyzed, assuming per-

fect switching conditions and component behaviors. However, in real-world applications,

various non-idealities come into play that can significantly impact the performance of the

CTMN. These non-ideal behaviors can arise from several sources. For instance, the MOS-

FET switches may have inherent finite on-resistance, non-zero turn-on and turn-off times,

and may exhibit inherent switch parasitics. Moreover, if both switches in a half bridge or a

full bridge are on simultaneously, it creates a direct short circuit from the power supply to

the ground, known as a shoot-through. A brief period, termed dead time, is required to pre-

vent an accidental shoot-through, during which both switches in the half-bridges are turned

off. Dead time ensures that one switch is fully off before the other switch starts to turn

on, accounting for inherent switch delays and avoiding any overlap that could cause shoot-

through. Fig. 4-15 illustrates the LTSpice model considering practical device non-ideas of
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Figure 4-15: LTSpice model for CTMN designed considering practical non-idealities outlined in Table 4.16.

the CTMN.

4.6.1 Zero-Voltage Switching (ZVS)

Zero-voltage switching (ZVS) involves synchronizing the switching action with the point

at which the voltage across the switch is at or near zero, minimizing the energy dissipated

during the transition. ZVS is particularly relevant when considering non-ideal switch charac-

teristics because it helps in avoiding the overlap of high voltage and current during switching

events, which is where significant losses can occur. The non-ideal characteristics can lead to

increased power dissipation, especially at higher frequencies, and can affect the voltage and

current waveforms, resulting in deviations from the expected performance. This is why it is

important to implement ZVS into the design to reduce the impact of these non-idealities.

Under Zero-Voltage Switching (ZVS), switches are turned on only when there is a small

voltage across them, and the voltage across the switches remains low during turn-off. Imple-

menting ZVS is crucial to avoid switching losses at high frequencies, especially for switches
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with finite rise and fall times and switch capacitances. The controllable transformation

matching network is designed to ensure ZVS across wide loading conditions. In the CTMN,

ZVS is achieved by charging and discharging switch capacitances (𝐶oss) through the load

branch current 𝑖2. The CTMN’s control includes ‘dead times’ that allow for the complete

charging and discharging of 𝐶𝑜𝑠𝑠, thus enabling zero-voltage conditions during switch turn-

on. These dead times are included in the switch control signals for practical conditions.

4.6.2 Control Signals for Effective ZVS Implementation

The control sequences considering rise time, fall time, and dead times are illustrated in

Fig. 4-16. These signals incorporate the inherent dead times of switches. The switch

control sequence for the CTMN is designed to enable zero-voltage switching, with dead

times incorporated to allow for thorough charging and discharging of the switch capacitance

𝐶oss.

Figure 4-17 illustrates the implementation of dead time, along with rise and fall times,

in the control sequences. In this example, switch 𝑊 turns off completely at a phase angle

of𝛽 before switch 𝑍 turns on, preventing a short circuit in the left leg of the half-bridge.

Parameter Symbol Values

Switch capacitance 𝐶oss 130 pF

Rise time 𝑡r 8 ns

Fall time 𝑡f 7 ns

Dead time 𝑡dead 5.5 ns

Input tank capacitance 𝐶𝑝 1.56nF

Replicated Parallel Capacitance 𝐶𝑝1 = 𝐶𝑝2 = 𝐶𝑝 − 𝐶𝑜𝑠𝑠 1.43 nF

Table 4.16: LTSpice parameters considering switch dynamics and practical non-idealities in the CTMN.

4.6.3 Capacitor Charging and Discharging for ZVS

From the control sequence in Fig. 4-16, it is noted that each switch state is designed to

achieve ZVS and the charging and discharging of specific capacitances (𝐶𝑤, 𝐶𝑦, 𝐶𝑦, and𝐶𝑧)

105



Figure 4-16: Practical control sequences considering rise and fall times. A ‘high’ level indicates that a
corresponding switch is on, while a ‘low’ level indicates that it is off. The x-axis shows the phase angles that
control the sequences.

Figure 4-17: Control signals with finite rise time 𝑡𝑟, fall time 𝑡𝑓 , and dead time 𝑡𝑑𝑒𝑎𝑑 for practical switches.
In this example design, 𝑡𝑟 = 7, 𝑡𝑓 = 8 ns and 𝑡𝑑𝑒𝑎𝑑 = 5.5 ns.
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are timed precisely in a controlled manner with the switching actions. The specific synchro-

nization ensures that at any given time, certain switches are on and off, which controls the

path of current flow and the charging and discharging of specific components. The operation

of the CTMN, therefore, is not just a sequence of switch activations but a well-coordinated

process that minimizes energy loss while maintaining effective control over the circuit’s dy-

namic behavior.

The switch capacitance associated with the off switch in each state charges during the

off time and prepares for a ZVS turn by accumulating charges. When the capacitor is fully

charged, the voltage across it is at or near zero, which minimizes the energy lost during

switching. The stored charge in the capacitance is discharged during the switch transition

phase. By charging a switch capacitance during its off time, it prepares the switch for a

ZVS turn-off in the next switch state. A summary of the charging and discharging processes

of the switch capacitances over one full switching cycle in the CTMN is presented in Table

4.17.

Phase/Transition Switches
ON

Switch
OFF

Capacitor
Charging

Capacitor Dis-
charging

Phase 1 (P1) 𝑤, 𝑥, 𝑦 𝑧 𝐶𝑧 -
Transition to P2 - 𝑤 𝐶𝑤 𝐶𝑧

Phase 2 (P2) 𝑥, 𝑦, 𝑧 𝑤 𝐶𝑤 -
Transition to P3 - 𝑥 𝐶𝑥 𝐶𝑤

Phase 3 (P3) 𝑦, 𝑧, 𝑤 𝑥 𝐶𝑥 -
Transition to P4 - 𝑦 𝐶𝑦 𝐶𝑥

Phase 4 (P4) 𝑧, 𝑤, 𝑥 𝑦 𝐶𝑦 -
Transition to P1 - 𝑧 𝐶𝑧 𝐶𝑦

Table 4.17: Summary of switch capacitor charging and discharging to achieve ZVS.

4.6.4 Results

The simulation results depicted in Figure 4-18 illustrate the CTMN’s behavior, including

practical aspects such as switch nonidealities and control deadtimes, as detailed in Table

4.16. The output voltage waveform, 𝑉 (𝑉𝑜𝑢𝑡1, 𝑉𝑜𝑢𝑡2), exhibits phase-controlled behavior in

alignment with the design objectives of the CTMN. Notably, the input current waveform 𝑖1
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Figure 4-18: Voltage and current waveforms in the CTMN considering practical parameters detailed in
Table 4.16.

into the controlled switching network calculated as −𝐼(𝐷𝑤) + 𝐼(𝐶𝑤) + 𝐼(𝑊 ) + 𝐼(𝐶𝑝2) in

the simulations presents distinct spikes corresponding to the switching events in the CTMN,

resulting from switch parasitics.

Fundamental Component Magnitude Phase (degrees)

Input voltage, 𝑣𝑖𝑛 314.5 V 95.67∘

Output voltage, 𝑣2 258 V 79.28∘

Source current, 𝑖𝑖𝑛 6.34 A 83.67∘

Load current, 𝑖𝐿,Load 9.54 A 121.65∘

Table 4.18: Fundamental components of voltage and current waveforms in the CTMN.

Analysis of the fundamental components from Fig. 4-18 yields the input voltage 𝑣𝑖𝑛 =

314.5V with a phase angle of 95.67∘, and the output voltage 𝑣2 = 258V with a phase angle

of 79.28∘. The input current 𝑖𝑖𝑛 is 6.34A at 83.67∘, and the load current 𝑖2 is 9.54A at

121.65∘. These values are summarized in Table 4.18. Fig. 4-19 illustrates the input source
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Figure 4-19: Input source current 𝑖𝑖𝑛 and source voltage 𝑣𝑖𝑛, calculated as 𝐼(𝑍𝑠) and 𝑉 (𝑣(𝑖𝑛), 𝑣𝐵) in the
simulations

current 𝑖𝑖𝑛 and source voltage 𝑣𝑖𝑛, calculated as 𝐼(𝑍𝑠) and 𝑉 (𝑉 𝑖𝑛, 𝑉 𝐵) in the simulations.

Impedance Calculation Value

Magnitude of input impedance, |𝑧𝑖𝑛| 50.14Ω

Phase shift ∠𝑧𝑖𝑛 5.92∘

Resistive component, 𝑅𝑖𝑛 = |𝑧𝑖𝑛|𝑐𝑜𝑠(∠𝑧𝑖𝑛) 49.749Ω

Reactive component, 𝑋𝑖𝑛 = |𝑧𝑖𝑛|𝑠𝑖𝑛(∠𝑧𝑖𝑛) 5.15Ω

Table 4.19: Input impedance 𝑧𝑖𝑛 observed by the source for a loading of 𝑍𝐿 = 20Ω. We are interested in
the resistive component of the input imepdance which we express as 𝑅𝑖𝑛 = 𝑍𝑖𝑛 in this thesis.

Impedance measurements of the CTMN reveal an input impedance 𝑧𝑖𝑛 of 50.14Ω, with

a phase shift of 5.92∘. The resistive input impedance 𝑍𝑖𝑛 is 49.749Ω, and the reactive

component 𝑋𝑖𝑛 is 5.15Ω. These values demonstrate that the resistive input impedance 𝑍𝑖𝑛

observed by the source for a loading of 𝑍𝐿 = 20Ω is close to 50Ω.

4.7 Summary and Discussion

We use the measurement method described in Subsection 4.5.3 to measure the input impedance

for our LTSpice simulation models. Observing the results, we notice that adjustments in 𝛽

were essential when the simulation results did not align with the desired magnitude of the

target input resistive impedance 𝑍𝑖𝑛 = 50Ω. Similarly, modifications in 𝑓𝑠𝑤 were necessary
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Test
Case

Ideal
𝛽 (°)

Modified
𝛽 (°)

Ideal 𝑓𝑠𝑤
(MHz)

Modified
𝑓𝑠𝑤(MHz)

A 96.66 92.33 13.724 13.124
B 96.66 93.2 12.8721 12.87203
C 96.66 93.13 13.15 13.037
D 119.88 119.88 14.2223 14.2223
E 119.88 121.6 13.3401 13.3849

Table 4.20: Example cases of iterations in switching frequencies and phase control angles.

to address mismatches in the reactive component, as illustrated in Table 4.20. This ex-

perimental process, blending theory with hands-on adjustment, highlights the dynamic and

adaptable nature of practical impedance matching. It emphasizes the need for an iterative

approach, balancing theoretical foundations with practical observations and adjustments to

achieve optimal tuning.

Test
Case

𝑍𝐿 (Ω) 𝑧𝑖𝑛 (Ω) |𝑍𝑖𝑛| (Ω) ∠𝑍𝑖𝑛
(∘)

𝑅𝑖𝑛

(Ω)
𝑋𝑖𝑛

(Ω)
A 5 + 𝑗0 49.32+ j5.071 49.58 5.87 49.320 5.071
B 5 + 𝑗10 49.81- j5.51 50.11 -6.29 49.81 -5.508
C 5 + 𝑗15 50-j2.82 50.079 -3.23 50 -2.82
D 20 + 𝑗0 50.068+ j0.06 50.063 0.07 50.064 0.061
E 20 + 𝑗15 50.01+j1.73 50.010 1.729 50.04 1.98

Table 4.21: Test cases with load impedance 𝑍𝐿 and transformed 𝑍𝑖𝑛 parameters.

Following a series of informed iterations, we successfully attain a match with the target

impedance of50 within an acceptable range, as demonstrated by the load cases in Table

4.21.

As we conclude this chapter, we recognize that the iterative process of tuning 𝛽 and 𝑓𝑠𝑤

not only fulfills the technical requirements of the CTMN but also reflects a broader theme

of adaptation and refinement in the CTMN design. The next chapter will summarize the

thesis findings and outline future work that can build upon this research.
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Chapter 5

Conclusion

This thesis has proposed and analyzed a controllable transformation matching network

(CTMN), leveraging a controllable switching network for impedance transformation and

matching at radio frequencies. The CTMN incorporates a controlled switching network

(CSN) whose function is akin to a variable transformer, utilizing phase control to dynam-

ically adjust voltage and current transformations and hence adjust impedance transforma-

tion. The controlled switching network is operated in a manner that facilitates zero-voltage

switching (ZVS) for active devices, aimed at enhancing response time and enabling high

efficiency.

The theoretical framework and mathematical models presented in this thesis offer a com-

prehensive guide for designing a CTMN. This theoretical foundation is complemented by

simulations performed in LTSpice, demonstrating the CTMN’s capability to match a broad

range of inductive load impedances to a standard 50 Ω input impedance. In particular, the

example presented is for a frequency range centered around 13.56 MHz and for input power

levels up to 1 kW, suggesting its suitability for radio frequency power applications. However,

several limitations and areas for future work have been identified:

1. Prototype Development: The current study is based on simulations, and a physical

prototype has not been constructed. Future efforts should aim to build and test a

prototype to confirm the simulated results in practical settings.

2. Non-Idealities and Practical Parameters: The simulations did not account for
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second-order non-idealities, which could impact the performance in real-world scenar-

ios. Addressing these discrepancies is crucial for higher-power applications.

3. Frequency Synchronization: A significant challenge in practical implementation

is synchronizing the switching frequency and phase with the source signal frequency.

Future designs need to address this synchronization to ensure optimal performance.

4. Alternative Phase Control Strategies: While the current design focuses on sym-

metrical phase control around 𝜋, exploring different timing sequences could offer new

ways to achieve ZVS transformations.

5. Dynamic Control: In the simulations, iterative changes in the two control parame-

ters 𝛽 and 𝑓𝑠𝑤 were used to achieve a match for a given load impedance. In a practical

system, the load and input impedances would be measured and a dynamic matching al-

gorithm would be used to achieve real-time matching. Practical methods to accomplish

this must be developed, and matching speed and accuracy determined.

In summary, this thesis presents a CTMN design with promising simulation results for

dynamic impedance matching. While these results are encouraging, realizing a physical pro-

totype and addressing the noted limitations are essential steps toward practical application

in RF systems.
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Appendix A

Fourier Series Representation of

Transformed Signals

Figure A-1: A ‘gated’ sinusoidal signal 𝑓(𝑡) (orange waveform) and the fundamental component 𝑓1(𝑡) (blue
waveform) of the gated signal 𝑓(𝑡).The values used for this example plot are 𝛽 = 2𝜋

3 radians and 𝜑𝑥 = 𝜋
6

radians.

The function 𝑓(𝑡) is defined as:

𝑓(𝑡) = sin(𝜔𝑡+ 𝜑𝑥) (A.1)
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The Fourier series representation of the function is given by:

𝑓(𝑡) = 𝑎0 +
∞∑︁
𝑛=1

(𝑎𝑛 sin𝑛𝜔𝑡+ 𝑏𝑛 cos𝑛𝜔𝑡) (A.2)

where,

𝑎0 =
1

2𝜋

∫︁ 2𝜋

0

sin(𝜔𝑡+ 𝜑𝑥)𝑑(𝜔𝑡) (A.3)

𝑎𝑛 =
2

2𝜋

∫︁ 2𝜋

0

sin(𝜔𝑡+ 𝜑𝑥) sin(𝑛𝜔𝑡)𝑑(𝜔𝑡) (A.4)

𝑏𝑛 =
2

𝑇

∫︁ 𝑇

0

𝑓(𝑡) sin(𝑛𝜔𝑡)𝑑(Ω𝑡) (A.5)

The average value 𝑎0 of the function over one period is calculated as zero, since the

integral of a sine function over its period is zero.

To derive the fundamental component of 𝑓(𝑡), we need to calculate the fundamental

frequency coefficients 𝑎1 and 𝑏1.

The Fourier coefficient 𝑎1 for the fundamental frequency is calculated as:

𝑎1 =
2

2𝜋

∫︁ 2𝜋

0

sin(𝜔𝑡+ 𝜑𝑥) sin(𝜔𝑡)𝑑(𝜔𝑡) (A.6)

The function value is 0 from 𝛽 to 𝜋 and from 𝜋 + 𝛽 to 2𝜋.

𝑎1 =
1

𝜋

∫︁ 𝛽

0

sin(𝜔𝑡+ 𝜑𝑥) sin(𝜔𝑡)𝑑(𝜔𝑡) +

∫︁ 𝜋+𝛽

𝜋

1

𝜋
sin(𝜔𝑡+ 𝜑𝑥) sin(𝜔𝑡)𝑑(𝜔𝑡) (A.7)

Recognizing the half-wave symmetry in the function, the calculation of 𝑎1 can be further

simplified:

𝑎1 = 2
1

𝜋

∫︁ 𝛽

0

sin(𝜔𝑡+ 𝜑𝑥) sin(𝜔𝑡)𝑑(𝜔𝑡) (A.8)

Applying the trigonometric identity sin𝐴 sin𝐵 = 1
2
[cos(𝐴−𝐵)− cos(𝐴+𝐵)], we obtain:

sin(𝜔𝑡+ 𝜑𝑥) sin(𝜔𝑡) =
1

2
[cos(𝜑𝑥)− cos(2𝜔𝑡+ 𝜑𝑥)] (A.9)
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It simplifies the expression for 𝑎1 as:

𝑎1 = 2
1

𝜋

∫︁ 𝛽

0

1

2
[cos(𝜑𝑥)− cos(2𝜔𝑡+ 𝜑𝑥)] 𝑑(𝜔𝑡) (A.10)

=
1

𝜋

∫︁ 𝛽

0

[cos(𝜑𝑥)− cos(2𝜔𝑡+ 𝜑𝑥)] 𝑑(𝜔𝑡) (A.11)

=
1

𝜋

[︂∫︁ 𝛽

0

cos(𝜑𝑥) 𝑑(𝜔𝑡)−
∫︁ 𝛽

0

cos(2𝜔𝑡+ 𝜑𝑥) 𝑑(𝜔𝑡)

]︂
(A.12)

=
1

𝜋

[︃
𝜔𝑡

⃒⃒⃒⃒𝛽
0

cos(𝜑𝑥)−
1

2
sin(2𝜔𝑡+ 𝜑𝑥)

⃒⃒⃒⃒𝛽
0

]︃
(A.13)

=
1

𝜋

[︂
𝛽 cos(𝜑𝑥)−

1

2
sin(2𝛽 + 𝜑𝑥) +

1

2
sin(𝜑𝑥)

]︂
(A.14)

=
𝛽

𝜋
cos(𝜑𝑥)−

1

2𝜋
[2 cos(

2𝛽 + 2𝜑𝑥
2

) sin(
−2𝛽

2
)] (A.15)

𝑎1 =
𝛽

𝜋
cos(𝜑𝑥)−

1

𝜋
sin 𝛽 cos(𝛽 + 𝜑𝑥) (A.16)

Similarly, the Fourier coefficient 𝑏1 for the fundamental frequency is determined by:

𝑏1 =
2

𝜋

∫︁ 𝛽

0

sin(𝜔𝑡+ 𝜑𝑥) cos(𝜔𝑡)𝑑(𝜔𝑡) (A.17)

Applying the trigonometric identity sin𝐴 cos𝐵 = 1
2
[sin(𝐴 + 𝐵) + sin(𝐴 − 𝐵)] simplifies

the expression for 𝑏1:

𝑏1 =
1

𝜋

∫︁ 𝛽

0

[sin(2𝜔𝑡+ 𝜑𝑥) + sin(𝜑𝑥)]𝑑(𝜔𝑡) (A.18)
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After performing the integration and simplification, the result is:

𝑏1 =
𝛽

𝜋
sin(𝜑𝑥) +

1

𝜋
sin(𝛽) sin(𝜑𝑥 + 𝛽) (A.19)

After deriving the coefficients, we can substitute them back into the fundamental com-

ponent 𝑓1(𝑡) of the Fourier series representation of 𝑓(𝑡). This representation allows us to

express the function in terms of its amplitude and phase shift. Fundamental component of

𝑓(𝑡)

𝑓1(𝑡) = 𝑎1 sin(𝜔𝑡) + 𝑏1 cos(𝜔𝑡) (A.20)

The function 𝑓1(𝑡) can also be expressed in an alternate form with its magnitude and

phase:

𝑓1(𝑡) =𝑀 sin(𝜔𝑡+ 𝜓) (A.21)

=𝑀∠𝜓 − 90∘ =𝑀𝑒−𝑗
𝜋
2 𝑒𝑗𝜓 (A.22)

Where the magnitude 𝑀 and the phase shift 𝜓 are given by:

𝑀 =
√︁
𝑎21 + 𝑏21 (A.23)

𝜓 = tan−1

(︂
𝑏1
𝑎1

)︂
(A.24)

The expressions for 𝑎21 + 𝑏21 are derived as follows:

𝑎21 + 𝑏21 =

[︂
𝛽

𝜋
cos(𝜑𝑥)−

1

𝜋
cos(𝛽 + 𝜑𝑥) sin(𝛽)

]︂2
+

[︂
𝛽

𝜋
sin(𝜑𝑥) +

1

𝜋
sin(𝜑𝑥 + 𝛽) sin(𝛽)

]︂2
(A.25)

=
𝛽2

𝜋2
cos2(𝜑𝑥) +

1

𝜋2
cos2(𝛽 + 𝜑𝑥) sin

2(𝛽)− 2𝛽

𝜋2
cos(𝜑𝑥) cos(𝛽 + 𝜑𝑥) sin(𝛽) (A.26)
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=
𝛽2

𝜋2
sin2(𝜑𝑥) +

1

𝜋2
sin2(𝜑𝑥 + 𝛽) sin2(𝛽) +

2𝛽

𝜋2
sin(𝜑𝑥) sin(𝜑𝑥 + 𝛽) sin(𝛽) (A.27)

=
𝛽2

𝜋2
+

1

𝜋2
sin2(𝛽)[sin2(𝜑𝑥 + 𝛽) + cos2(𝜑𝑥 + 𝛽)] +

2𝛽

𝜋2
sin(𝛽)[sin(𝜑𝑥 + 𝛽)− cos(𝜑𝑥) cos(𝜑𝑥 + 𝛽)]

(A.28)

=
𝛽2

𝜋2
+

1

𝜋2
sin2(𝛽) +

2𝛽

𝜋2
sin(𝛽)[− cos(2𝜑𝑥 + 𝛽)] (A.29)

Applying the trigonometric identity sin𝐴 cos𝐵 = 1
2
[sin(𝐴+𝐵) + sin(𝐴−𝐵)]:

=
𝛽2

𝜋2
+

1

𝜋2
sin2(𝛽)− 2𝛽

𝜋2
sin(𝛽) cos(2𝜑𝑥 + 𝛽) (A.30)

=
𝛽2

𝜋2
+

1

𝜋2
sin2(𝛽)− 2𝛽

𝜋2
· 1
2
[sin(2𝜑𝑥 + 2𝛽) + sin(−2𝜑𝑥)] (A.31)

𝑎21 + 𝑏21 =
𝛽2

𝜋2
+

1

𝜋2
sin2(𝛽)− 𝛽

𝜋2
[sin(2𝜑𝑥 + 2𝛽)− sin(2𝜑𝑥)] (A.32)

Replacing Equation (A.32) into Equation (A.23), we can derive 𝑀 =
√︀
𝑎21 + 𝑏21 as the

magnitude of the function 𝑓1(𝑡):

𝑀 =

√︂
𝛽2

𝜋2
+

1

𝜋2
sin2(𝛽)− 𝛽

𝜋2
[sin(2𝜑𝑥 + 2𝛽)− sin(2𝜑𝑥)] (A.33)

Similarly, 𝜓 is the phase shift of the function 𝑓1(𝑡):

𝜓 = tan−1

(︃
𝛽
𝜋
sin(𝜑𝑥) +

1
𝜋
sin(𝛽) sin(𝜑𝑥 + 𝛽)

𝛽
𝜋
cos(𝜑𝑥)− 1

𝜋
sin(𝛽) cos(𝜑𝑥 + 𝛽)

)︃
(A.34)

𝜓 = tan−1

(︂
𝛽 sin(𝜑𝑥) + sin(𝛽) sin(𝜑𝑥 + 𝛽)

𝛽 cos(𝜑𝑥)− sin(𝛽) cos(𝜑𝑥 + 𝛽)

)︂
(A.35)
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Hence the Fourier representation of the fundamental component of the function f(t)

illustrated in Fig. A-1 is 𝑓1(𝑡) with magnitude 𝑀 and phase shift 𝜓:

𝑓1(𝑡) =𝑀 sin(𝜔𝑡+ 𝜓) =𝑀𝑒−𝑗
𝜋
2 𝑒𝑗𝜓 (A.36)

𝑀 =

√︂
𝛽2

𝜋2
+

1

𝜋2
sin2(𝛽)− 𝛽

𝜋2
[sin(2𝜑𝑥 + 2𝛽)− sin(2𝜑𝑥)] (A.37)

𝜓 = tan−1

(︂
𝛽 sin(𝜑𝑥) + sin(𝛽) sin(𝜑𝑥 + 𝛽)

𝛽 cos(𝜑𝑥)− sin(𝛽) cos(𝜑𝑥 + 𝛽)

)︂
(A.38)
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Appendix B

Voltage and Current Transformation

Derivations

𝑀𝑣1 =𝑀(𝛽, 𝜑𝑥)

⃒⃒⃒⃒
𝛽=𝜋,𝜑𝑥=0

=

√︂
𝜋2

𝜋2
+

1

𝜋2
sin2(𝜋)− 2𝜋

𝜋2
sin(𝜋) cos(𝜋 + 2 · 0)

= 1

(B.1)

𝜓𝑣1 = 𝜓(𝛽, 𝜑𝑥)

= tan−1

(︂
𝛽 sin(𝜑𝑥) + sin(𝛽) sin(𝛽 + 𝜑𝑥)

𝛽 cos(𝜑𝑥)− sin(𝛽) cos(𝛽 + 𝜑𝑥)

)︂ (B.2)

𝑀𝑣1 =𝑀(𝛽, 𝜑𝑥)

⃒⃒⃒⃒
𝛽=𝜋,𝜑𝑥=0

=

√︂
02

𝜋2
+

1

𝜋2
sin2(0)− 2 · 0

𝜋2
sin(0) cos(0 + 2 · 0)

=
√
0 + 0− 0

= 0

(B.3)
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𝜓𝑣1 = 𝜓(𝛽, 𝜑𝑥)

⃒⃒⃒⃒
𝛽=0,𝜑𝑥=0

= tan−1

(︂
0 · sin(0) + sin(0) sin(0 + 0)

0 · cos(0)− sin(0) cos(0 + 0)

)︂
= tan−1

(︂
0

0

)︂
= undefined

(B.4)

⇒ 𝑋𝑇 = −𝑋2 +

√︀
𝑅2

2 +𝑋2
2

𝑁2

𝜋√︀
𝛽2 + sin2(𝛽)− 2𝛽 sin(𝛽) cos(𝛽)

1

𝑀(tan−1 𝛽+sin(𝛽) sin(𝛽)
𝛽−sin(𝛽) cos(𝛽)

− tan−1(𝑋2

𝑅2
))

× sin(−𝜓(𝜓(𝛽, 0)− tan−1(
𝑋2

𝑅2

))) (B.5)
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Appendix C

MATLAB Script for Modeling CTMN

Control Parameters

This MATLAB script calculates the two control parameters, the phase control angle (𝛽) and

switching frequency (𝑓𝑠𝑤), for a user input for a given load resistance 𝑅𝐿 and reactance 𝑋𝐿.

% Design of the CTMN

% Author Khandoker Nuzhat Rafa Islam

% MIT Thesis 2024

%% Plotting Fig: 2.11 and A.1 : A ‘gated (transformed signal in this thesis)’ \\

sinusoidal f(t) and its fundamental frequency component f_1(t)

%%Define the parameters

clc

clear

f = 13.56e6; % Frequency in Hz

omega = 2 * pi * f; % Angular frequency in rad/s

beta = 2*pi/3; % Example value for beta

phi_x = -pi/6 % Example value for phi_x

% Time vector from -T to T, where T is the period of the function
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T = 1 / f; % Period of the sine function

t = linspace(0, T*1.1, 2000); % Time vector with 2000 points for a smooth plot

% The sinusoidal function

omega_t = omega * t; % Calculate omega*t

i_1 = sin(omega * t + phi_x);

i_1(omega_t > beta & omega_t < pi) = 0;

i_1(omega_t > pi+beta & omega_t < 2*pi) =0 ;

plot(omega_t, i_1, ’LineWidth’, 1.5, ’Color’, [1, 0.5, 0]’);

hold on; % Hold on to plot the second function on the same figure

xlabel(’\omegat’);

%ylabel(’Magnitude’);

%title(’\beta = \pi/2, \phi_x=\pi/4’);

grid on;

xticks([0, pi/6, beta, pi, pi+beta, 2*pi]);

xticklabels({’0’, ’-\phi_{x}’, ’\beta’, ’\pi’, ’\pi+\beta’, ’2\pi’});

%Drawing the fundamental

%M and beta functions

M = @(beta, phi_x) sqrt((beta.^2 / pi^2) + (1 / pi^2) * \\

sin(beta).^2 - (2 * beta / pi^2) * sin(beta) .* cos(beta + 2 * phi_x));

psi = @(beta, phi_x) atan2(beta * sin(phi_x) + sin(beta) .* \\

sin(beta + phi_x), beta * cos(phi_x) - sin(beta) .* cos(beta + phi_x));

% Calculate M and psi for the given beta and phi_x

M_value = M(beta, phi_x)

psi_value = psi(beta, phi_x)
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% The sinusoidal function using M and psi

f_t = M_value * sin(omega_t + psi_value);

% Plotting

plot(omega_t, f_t, ’LineWidth’, 1.5, ’Color’, ’blue’);

grid on;

xlabel(’\omega t (radians)’);

ylabel(’Normalized function amplitude’);

%title(’Plot of f(t) using M and psi’);

legend( ’f(t)’, ’f_1(t)’);

%% Plotting control plots RL/Z0 and Xnet/RL

b = pi*(0.4:0.001:1);

numA = sqrt(b.^2 + sin(b).^2 - 2*b.*sin(b).*cos(b));

denA = sqrt(1+ ((2*b.*sin(b).^2)./(b.^2 - sin(b).^2.*cos(b).^2-sin(b).^4)).^2);

phix = atan2((-sin(b).^2),(b+sin(b).*cos(b)));

RL_Zo = numA./denA/pi.*M(b,phix);

Xnet_RL = (2*b.*sin(b).^2)./(b.^2-sin(b).^2.*cos(b).^2-sin(b).^4);

% Plotting beta vs RL/Z0 plot

figure(1)

clf

plot(180*b/pi,RL_Zo,’LineWidth’,2)

ylabelObj = ylabel(’$\frac {R_L}{Z_0}$’, ’Interpreter’, ’latex’);

set(ylabelObj, ’FontSize’,24 , ’FontWeight’, ’bold’);

xlabel(’$\beta (\circ)$’, ’Interpreter’, ’latex’, ’FontSize’, 14, ’FontWeight’, ’bold’);

set(gca, ’FontSize’, 12, ’LineWidth’, 1.5) % Set font size and line width for axes
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grid on;

hold on

% Plotting beta vs Xnet/RL plot

figure(2)

clf

plot(180*b/pi,Xnet_RL,’LineWidth’,2)

ylabel(’$\frac {X_{net}}{R_L}$’, ’Interpreter’, ’latex’, ’FontSize’, 24, ’FontWeight’, ’bold’);

xlabel(’$\beta (^\circ)$’, ’Interpreter’, ’latex’, ’FontSize’, 14, ’FontWeight’, ’bold’);

set(gca, ’FontSize’, 12, ’LineWidth’, 1.5) % Set font size and line width for axes

grid on;

hold on;

%% User Script for determining phase control angle beta nd switching frequency f_{sw}

% Ask user to insert value for RL and jXL

RL = input(’Please enter the value for RL: ’);

XL = input(’Please enter the value for jXL: ’);

% Define constants for Ls and Cs

Ls = 1.41e-06;

Cs = 103.e-12;

% Set a range for beta in radians for calculations

b = pi*(0.4:0.001:1);

% Calculate RL/Z0 vs beta

numA = sqrt(b.^2 + sin(b).^2 - 2.*b.*sin(b).*cos(b));

denA = sqrt(1+ ((2.*b.*sin(b).^2)./(b.^2 - sin(b).^2.*cos(b).^2-sin(b).^4)).^2);

phix = atan2((-sin(b).^2),(b+sin(b).*cos(b)));

RL_Zo = numA./denA/pi.*M(b,phix); % M function needs to be defined
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% Find the beta value where desired RL/Z0 occurs

[~, idx] = min(abs(RL_Zo - RL/50)); % Assuming Z0 = 50 Ohms

beta_desired = b(idx);

% Output that beta value on the user interface

% Find the Xnet/RL ratio that we get at beta = x

Xnet_RL_ratio = (2.*b.*sin(b).^2)./(b.^2-sin(b).^2.*cos(b).^2-sin(b).^4);

Xnet_RL_at_beta = Xnet_RL_ratio(idx);

% Output the Xnet/RL ratio for the user

%fprintf(’The corresponding Xnet/RL ratio at beta = %.2f degrees is: %.2f\n’, \\

rad2deg(beta_desired), Xnet_RL_at_beta);

% Find value of Xnet = Xnet/RL * RL for that specific beta

Xnet = Xnet_RL_at_beta * RL;

%Output the Xnet value for the user

fprintf(’The corresponding Xnet value is: %.6f Ohms\n’, Xnet);

% Calculate compensation reactance

Xcomp = Xnet - XL;

% Calculate switching frequency f_sw

f_sw = (Cs .* Xcomp + sqrt((Cs.^2 .* Xcomp.^2) + \\

(4 * Ls * Cs))) / (2 * Ls * Cs) / 2 / pi;

% Output the switching frequency to the user

fprintf(’For given RL and XL,’)

fprintf(’the phase control angle, beta value is: %.2f degrees\n’, rad2deg(beta_desired));

fprintf(’The switching frequency f_sw is: %.4f MHz\n’, f_sw/1e6);
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%%%%% Design of the CTMN

%% Parallel tank design

Vin=314.16;

P=1000;

Z0=50;

f_par=14.238e6; % the higher end of the BW

Qp=7; %finalized value, the lowest Q

Z0=50;

Cp=Qp/2/pi/f_par/Z0 ;

Lp=Z0/2/pi/f_par/Qp ;

%% Series tank component selection with 5% variations from fc=13.56MHz

f_c=13.56e6;

f_min=f_c+0.05*f_c;

f_max=f_c-0.05*f_c;

Xnet_max=17.352;

Xnet_min=8.95;

XL_max=15; XL_min=0;

Xcomp_min= Xnet_min- XL_max ; %for max load reactance XL=15

Xcomp_max= Xnet_max-0; % for min load reactance XL=0
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%Solving them we get Ls and Cs for a tank resonant frequency of

%f_series=13.207MHz

Ls=1.41e-6;

Cs=103e-12;

f_series= 1/sqrt(Ls*Cs)/2/pi;

%% Frequency Selection (Fig. 4.6 )

%%This plot determines the operating frequency for a given load R+jXL

figure (3)

Xnet=8.9948;

Xcomp= linspace(-6.05, 17.36,100);

XL=Xnet-Xcomp;

Ls= 1.41e-06;

Cs= 103.e-12;

f_sw= (Cs.*Xcomp+sqrt((Cs.^2.*Xcomp.^2)+(4*Ls*Cs)))/(2*Ls*Cs)./2./pi;

plot(XL, f_sw/10e5, ’LineWidth’,2, ’Color’,’r’);

hold on;

xlabelObj = xlabel(’Load Reactance, $X_L (\Omega)$’, ’Interpreter’, ’latex’);

set(xlabelObj, ’FontSize’, 14, ’FontWeight’, ’bold’);

% Applying LaTeX interpreter to ylabel

ylabelObj = ylabel(’Switching Frequency, $f_{sw}$ (MHz)’, ’Interpreter’, ’latex’);

set(ylabelObj, ’FontSize’, 24, ’FontWeight’, ’bold’);

% Setting font size and line width for axes

127



set(gca, ’FontSize’, 12, ’LineWidth’, 1);

Xnet=13.234662;

Xcomp= linspace(-6.05, 17.36,100);

XL=Xnet-Xcomp;

Ls= 1.41e-06;

Cs= 103.e-12;

f_sw= (Cs.*Xcomp+sqrt((Cs.^2.*Xcomp.^2)+(4*Ls*Cs)))/(2*Ls*Cs)./2./pi;

plot(XL, f_sw/10e5, ’LineWidth’,2, ’Color’,’b’);

hold on;

Xnet=15.8814;

Xcomp= linspace(-6.05, 17.36,100);

XL=Xnet-Xcomp;

Ls= 1.41e-06;

Cs= 103.e-12;

f_sw= (Cs.*Xcomp+sqrt((Cs.^2.*Xcomp.^2)+(4*Ls*Cs)))/(2*Ls*Cs)./2./pi;

plot(XL, f_sw/10e5, ’LineWidth’,2, ’Color’,’g’);

hold on;

Xnet=17.353058;

Xcomp= linspace(-6.05, 17.36,100);

XL=Xnet-Xcomp;

Ls= 1.41e-06;

Cs= 103.e-12;

f_sw= (Cs.*Xcomp+sqrt((Cs.^2.*Xcomp.^2)+(4*Ls*Cs)))/(2*Ls*Cs)./2./pi;

plot(XL, f_sw/10e5, ’LineWidth’,2, ’Color’,’m’);

yline(12.88,’Linewidth’,2,’Color’,’c’ );

yline(14.238,’Linewidth’,2,’Color’,’k’ );
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grid on;

legend(’$R_L = 5 \, \Omega$’,’$R_L = 10 \, \Omega$’, \\

’$R_L = 15 \, \Omega$’, ’$R_L = 20 \, \Omega $’, \\

’12.88 MHz’, ’14.24 MHz’, ’Interpreter’, ’latex’)

%% Smiths Chart Plotting

%%This script shows how to use SmithChart to plot a shaded region

close all

clear all

clc

%%Define impedance region

%Rmin changes the left curve of the yellow shaded region

%Rmax changes the right curve of the yellow shaded region

%Xmin bottom kine of the region

%Xmax top curve of the region

%Npts is the acuuracy of the border of the region

Rmin = 5; Rmax = 20;

Xmin = 0; Xmax = 15;

Npts = 100;

r_bound = [linspace(Rmin,Rmax,Npts),linspace(Rmax,Rmax,Npts),...

linspace(Rmax,Rmin,Npts),linspace(Rmin,Rmin,Npts)];

x_bound = [linspace(Xmax,Xmax,Npts),linspace(Xmax,Xmin,Npts),...

linspace(Xmin,Xmin,Npts),linspace(Xmin,Xmax,Npts)];

z_bound = r_bound+1i*x_bound;

%%Plot impedance region on Smith Chart
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gma_bound = (z_bound-50)./(z_bound+50);

plot(0, 0, ’ro’, ’MarkerSize’, 10, ’MarkerFaceColor’, ’r’); % Red dot at center

hold on;

SmithChart(); hold on;

plot(real(gma_bound),imag(gma_bound),’-k’,LineWidth=2);

fill(real(gma_bound),imag(gma_bound),’y’);

hold off;

chH = get(gca,’Children’);

set(gca,’Children’,flipud(chH))

%% Transformation Functions

function Mval = M(bt,px)

% Magnitude function M(beta,phix).

% bt is beta, px is phix

Mval = sqrt(bt.^2+sin(bt).^2-2*bt.*sin(bt).*cos(bt+2*px))/pi;

end

function Psival = Psix(bt,px)

% Phase shift function psi(beta,phix).

% bt is beta, px is phix

Psival = atan2((bt.*sin(px)+sin(bt).*sin(bt+px)),(bt.*cos(px)-sin(bt).*cos(bt+px)));

end
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Appendix D

LTSpice Netlist

D.1 Ideal Model

Schematic

Node Connections

Lp vA vB { Z0/(2*pi*fp*Qp)} Rser=1m

RLoad vR vout2 {RL}

S§X 0 vout2 vgatex 0 Qreal

S§Z 0 vout1 vgatez 0 Qreal

vs vin vB SINE(0 {Vin} {f} 0 0 0)

Dz 0 vout1 D

Dx 0 vout2 D

Cz vout1 0 {Coss}

Cx vout2 0 {Coss}

Ls vout1 N001 1.41µ Rser=1m

Dw vout1 vA D

Cw vA vout1 {Coss}

Dy vout2 vB D

Cy vB vout2 {Coss}
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Control Signals

Vgatew vgatew 0 PULSE(5 0 {(beta/360*T-0.5*tdead)} {tf} {tr} {((180-beta)/360)*T+tdead} {T})

Vgatey vgatey 0 PULSE(5 0 {(180+beta)/360*T-0.5*tdead} {tf} {tr} \\

{((180-beta)/360)*T+tdead} {T})

Vgatex vgatex 0 PULSE(5 0 {((180)/360*T)} {tf} {tr} {((beta)/360)*T} {T})

Vgatez vgatez 0 PULSE(5 0 0 {tf} {tr} {((beta)/360)*T} {T})

S§W vout1 vA vgatew 0 Qreal

S§Y vout2 vB vgatey 0 Qreal

LLoad vLoad vR { XL/(2*pi*fsw)}

Cp1 vA 0 {Qp/(2*pi*fp*Z0)}

Cp2 vB 0 {Qp/(2*pi*fp*Z0)}

Cs N001 vLoad 103p

R§Zs vin vA 50

Rcs vLoad N001 1Meg

Fourier Analysis

Fourier Analysis:

.four {f} 1 1 V(vA,vB) FROM STTRIG TO ENDTRIG

.four {f} 1 1 I(Zs) FROM STTRIG TO ENDTRIG

.four {f} 1 1 V(vin,vB) FROM STTRIG TO ENDTRIG

.four {f} 1 1 I(RLoad) FROM STTRIG TO ENDTRIG

.four {f} 1 1 I(Ls) FROM STTRIG TO ENDTRIG

.four {f} 1 1 V(VR,vout2) FROM STTRIG TO ENDTRIG

.four {f} 1 1 V(VLoad,VR) FROM STTRIG TO ENDTRIG

.four {f} 1 1 V(VLoad,Vout2) FROM STTRIG TO ENDTRIG

.four {f} 1 1 V(vout1,VLoad) FROM STTRIG TO ENDTRIG

.four {f} 1 1 V(vout1,VR) FROM STTRIG TO ENDTRIG

.four {f} 1 1 V(vout1,vout2) FROM STTRIG TO ENDTRIG
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Parameters

* .params Z0=50 RL= RL_Z0*Z0 Xnet= Xnet_RL*RL

\n.param Qp=1 T=1/f Vin=632.455 tdead=4n tf=0.1n tr=tf Coss=0.10p f2=14.238Meg\n

\n \n.model Qreal SW(Ron=5m Roff=1Meg Vt=1 Vh=0)

\n.model D D( Ron=5m Roff=1Meg Vfwd=1)\n.tran 0 100u 80u .001u

.meas TRAN P_IN AVG V(vA,vB)*I(Rin) FROM 20/f to 21/f

.meas TRAN P_OUT AVG V(vR,vout2)*I(RLoad) FROM 20/f TO 21/f

.params T= 1/f tdead=0.2n tf=0.01n tr= tf

.params RL=20 XL=0.0001

.params beta=119.95 fsw= 14.2263Meg f= 14.275Meg

.params Z0=50 Qp=7 Vin=628.32 Coss= 0.1p fp=14.3Meg

.model Qreal SW(Ron=5m Roff=1Meg Vt=1 Vh=0)

.model D D( Ron=5m Roff=1Meg Vfwd=1u)

.tran 0 100u 80u .001u

* Vgatew

* Vgatez

* Vgatey

* Vgatex

.backanno

.end

D.2 Simulation with Device Non-idealities

Schematic

Node connections:

Lp vA vB { Z0/(2*pi*f2*Qp)} Rser=1m

RLoad vR vout2 {RL}

S§X 0 vout2 Vgatex 0 Qreal
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S§Z 0 vout1 Vgatez 0 Qreal

vs Vin vB SINE(0 {Vin} {f} 0 0 0)

Dz 0 vout1 D

Dx 0 vout2 D

Cz vout1 0 {Coss}

Cx vout2 0 {Coss}

Ls vout1 N001 1.41µ Rser=1m

Dw vout1 vA D

Cw vA vout1 {Coss}

Dy vout2 vB D

Cy vB vout2 {Coss}

Control Signals

Vgatew Vgatew 0 PULSE(5 0 {(beta/360*T-0.5*tdead)}\\

{tf} {tr} {((180-beta)/360)*T+tdead} {T})

Vgatey Vgatey 0 PULSE(5 0 {(180+beta)/360*T-0.5*tdead} \\

{tf} {tr} {((180-beta)/360)*T+tdead} {T})

Vgatex Vgatex 0 PULSE(5 0 {((180)/360*T)} {tf} {tr} {((beta)/360)*T} {T})

Vgatez Vgatez 0 PULSE(5 0 0 {tf} {tr} {((beta)/360)*T} {T})

S§W vout1 vA Vgatew 0 Qreal

S§Y vout2 vB Vgatey 0 Qreal

LLoad VLoad vR { XL/(2*pi*f)}

Cp1 vA 0 {Cp-Coss}

Cp2 vB 0 {Cp-Coss}

Cs N001 VLoad 103p

R§1 Vin vA 50

Rcs VLoad N001 1Meg
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Fourier Analysis

Fourier Analysis:

.four {f} 1 1 V(vA,vB) FROM STTRIG TO ENDTRIG

.four {f} 1 1 I(1) FROM STTRIG TO ENDTRIG

.four {f} 1 1 V(vin,vB) FROM STTRIG TO ENDTRIG

.four {f} 1 1 I(RLoad) FROM STTRIG TO ENDTRIG

.four {f} 1 1 I(Ls) FROM STTRIG TO ENDTRIG

.four {f} 1 1 V(VR,vout2) FROM STTRIG TO ENDTRIG

.four {f} 1 1 V(VLoad,VR) FROM STTRIG TO ENDTRIG

.four {f} 1 1 V(VLoad,Vout2) FROM STTRIG TO ENDTRIG

.four {f} 1 1 V(vout1,VLoad) FROM STTRIG TO ENDTRIG

.four {f} 1 1 V(vout1,VR) FROM STTRIG TO ENDTRIG

.four {f} 1 1 V(vout1,vout2) FROM STTRIG TO ENDTRIG

.meas TRAN P_IN AVG V(vA,vB)*I(Rin) FROM 50/f TO 51/f

.meas TRAN P_OUT AVG V(vR,vout2)*I(RLoad) FROM 50/f TO 51/f

Parameters

.params T= 1/f tdead=11n tf=8n tr=7ns

.params beta=119.88 f=14.275Meg

.params Z0=50 Qp=5 Vin=628.32 Coss= 130p f2=14.3Meg

.model Qreal SW(Ron=22m Roff=1Meg Vt=2.5 Vh=-2.5)

.model D D( Roff=1Meg Vfwd=1.7)

.tran 0 80.2u 80u .001u

* Vgatew

* Vgatez

* Vgatey

* Vgatex

.params RL=20 XL=0.0001n

.param Cp = {Qp/(2*pi*f2*Z0)}
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.backanno

.end
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