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Abstract

Humans collectively demonstrate coordination and progress on a massive scale, building,
adapting, and thriving under the rules of different institutions. Researchers posit social
learning as a mechanism for overcoming individual limitations, quickly adapting to envi-
ronments, passing knowledge across generations, and enabling rapid cumulative cultural
evolution. This thesis demonstrates how multi-agent learning (MAL) can facilitate coun-
terfactual experiments that shed light on the performance of different social learning. Sim-
ulations present that the details of who, when, and how to imitate affect group fitness in
distinct ways based on the size and homogeneity of the group: 1. unbiased imitation works
well in homogeneous groups as long as there is a minimum age for agents to be imitated;
2. imitation strategies based on models’ complete action history instead of their recent ac-
tions, although similar, can attain very different levels of group fitness; 3. very high levels of
imitation probability (up to 98% in some cases) may be efficient for group learning. Results
from this thesis complement and contradict accepted results from the literature. By explic-
itly comparing the mechanisms that govern the success or failure of group learning, findings
from multi-agent learning can provide essential guidance for the design of socio-technical
systems.
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Chapter 1

Introduction

1.1 Reverse-Engineering Collective Intelligence

Insights from reverse-engineering collective intelligence could inform streamlining adaptation

processes and improve performance in socio-technical systems. Social scientists posit that

collective intelligence has propelled the evolution of human civilization and shaped intricate

normative infrastructures. By delving deeper into the factors that facilitate or hinder group

learning and collaborative problem-solving, we can better understand when and how groups

evolve, thrive, and fail. This thesis focuses on social learning, hypothesized as the primary

mechanism for efficient cultural accumulation and transmission [53, 100, 70, 69, 67].

Social learning is pervasive across various aspects of human society [69, 31], from students

learning from their parents to companies carefully selecting their board of directors. In to-

day’s world, social computing technologies like content recommendation systems are chan-

nels for cultural transmission, facilitating efficient communication and imitation [68, 17, 2].

Furthermore, interactions among humans and agents are now expanding to two-way hybrid

social learning. Algorithmic agents and AI systems, particularly large language and vision

models (LLMs and LLVMs) producing cultural artifacts [121], already harness social learn-

ing from human labellers and the internet during training to acquire cultural knowledge.

Humans learn from AI solutions as well, as exemplified by the alignment of humans and AI

algorithms in the game of Go and chess [19].
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In pursuit of collective knowledge and shared progress, unlocking the full potential of social

learning demands a nuanced exploration that goes beyond its surface. We need a more com-

prehensive discussion on cases of (in)effective social learning [33, 27, 68]. Gaining insight

into when and why social learning works, and conversely, when it does not, is critical to

optimizing group outcomes. By dissecting the contextual factors that influence the effec-

tiveness of social learning, we can pave the way for a more informed and strategic approach

to utilizing social learning.

1.2 Thesis Statement

Multi-agent learning (MAL) facilitates counterfactual experiments that shed light on the

performance of different social learning to complement and contradict accepted results from

the literature. The details of who, when, and how to imitate affect group fitness in distinct

ways based on the size and homogeneity of the group:

1. unbiased imitation works well in homogeneous groups of learners, as long as there is a

minimum age for agents to be imitated;

2. imitation strategies based on models’ complete action history instead of their recent

actions, although similar, can attain very different levels of group fitness;

3. very high levels of imitation probability (up to 98% in some cases) may be efficient for

group learning.

At its core, our thesis contributes to the development of robust theoretical foundations in

the realm of collective intelligence. By explicitly comparing and evaluating the mechanisms

that govern the success or failure of group learning, this thesis provides essential guidance

for the proactive design of sustainable and efficient normative infrastructures across multiple

domains.

1.3 Social Learning and Cumulative Cultural Evolution

Researchers from various academic disciplines, including evolutionary biology, cultural an-

thropology, and psychology, have studied social learning as a mechanism behind how people

acquire and transmit cultural knowledge. The term “social learning” covers learning from
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others through observation, learning directly through social interaction, teaching, or be-

ing influenced by others’ arguments. Experts have built formal evolutionary models and

run simulations to form theories on the role of social learning in cultural evolution across

generations.

Previous studies suggest that indiscriminate, unbiased, high-fidelity social learning may

not necessarily lead to cumulative cultural evolution represented by an increase in group

performance over generations [14, 38, 11]. For example, in frequency-based Rogers’s model

[103], individual performance from social learning depends on others’ choice of learning

strategies. Roger’s paradox warns that the average fitness of a population with unbiased

social learners is no greater than the average fitness of a population consisting entirely of

individual learners; the population would need a subset of individual learners to explore,

innovate, and accumulate new information.

On the other hand, simulations from Rendell et al.’s study [99] demonstrated that high

levels of social learning without model bias can still benefit population fitness. In their

simulations, social learning agents copied random models that chose to EXPLOIT, or by

their definition, pull an arm in the previous timestep. Imitated models tend to selectively

perform actions that return high rewards from their repertoire of known actions, thereby

providing a non-random selection of information to imitators. Rendell et al. argue that

social learning is useful when it contributes to adaptive filtering, helping the population

retain adaptive and abandon maladaptive traits.

What seems to matter for cultural learning is the micro-level details of when and how

learners imitate. With results from a theoretical model supported by ethnohistorical and

archeological examples, Henrich [49] argues that group innovativeness is largely determined

by the size of the population and the level of interconnectedness, rather than individuals’

novel inventions. A large population in one generation would enable lucky errors and in-

cremental additions for the next generation to refine and extend. An increase in the flow

of information (i.e. high interconnectedness) would ensure details of useful ideas are paid

attention to and diffuse across the network. Henrich cites empirical learning experiments

showing that group payoff rises significantly when high-quality social information is available

for frequent imitation.
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Beyond unbiased social learning, previous works have also explored who individuals should

rely on social learning or learn on their own. Richerson and Boyd [16] suggest that natural

selection favors social learners who can distinguish cultural variants and copy the most

successful models. Subsequent empirical studies provide evidence that humans employ a

more nuanced set of selective social learning strategies (selective SLS) rather than blind,

unbiased imitation.

However, whether that be interventions in lab experiments [112] or passive observations from

ethnographic research [52], most empirical works focus on one or a few social learning strate-

gies (SLS) in human learning within one fixed environment (domain/context/population)

due to cost and time constraints. Further research is needed to holistically examine learning

decisions and environmental factors that address who, when, and how individuals should

(not) imitate to bring about successful group outcomes.

1.4 Why This Methodology

This thesis aims to provide a new level of concreteness in understanding the role of imitation

in collective dynamics. Individuals with informational goals are modelled with agent-based

models (ABMs); the ability to faithfully model specific characteristics with ABMs can help

test the effect of different learning decisions in emergent group behaviors [77, 71, 22, 99].

Such computational models of goal-driven agents serve as a valuable sandbox to generate

and test hypotheses, aggregate data into more extensive theory, and thereby enable rigorous

exploration and expansion of cognitive and social science concepts.

Characteristics of each learning agent have similarities to human behaviors and belief up-

dates shaped by positive/negative feedback and sampling from an internal distribution [8].

Thompson sampling [114] is used to represent the individual decision-making process be-

hind choosing an arm for asocial learners. Social learning agents imitate others to choose

an action and integrate its reward information with previously learned information when

updating policy weights [115, 87].

Multi-armed bandits are used to model problems of learning, aggregating, and transmitting

complex cultural skills, knowledge, and norms. Such environment with discrete action space

allow direct measurement of group action alignment or behavioral diversity which are posited
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have implications on group problem-solving and collective action. By distilling accumulated

wisdom from micro-level interactions, findings from bandit simulations act as an initial foray

into my comprehension of humans’ adaptive abilities across different institutional contexts.

1.5 Scope

1.5.1 Objective

By comparing various distributed social learning algorithms and their effects on group per-

formance, this thesis aims to provide further insights into when they facilitate or hinder

group learning. The primary objective of this project is not to provide solutions for cooper-

ation or propose methods to enhance state-of-the-art learning algorithms. While the set of

social learning algorithms considered in this thesis is based on plausible models of human

behaviors from the social learning literature, identifying the most faithful algorithm to the

human cognitive process is out of the scope of this project.

1.5.2 Environment

This thesis aims to investigate the learning dynamics of goal-directed learners across multi-

ple generations who independently pursue homogeneous tasks. The task involves learning,

aggregating, and transmitting complex skills or cultural information like social norms. Each

agent learns to navigate the same environment across its lifespan. The group shares an in-

formational goal, but the rewards they observe are unaffected by the actions of other agents.

There is no pre-defined set of expert demonstrators in our considered environments; each

imitating agent learns from another learning agent. An example of this environment is hu-

mans learning norms from observing others’ behaviors; policy designers would be interested

to see whether humans will sustain an inter-generational equilibrium or whether they will

shift over time.

The thesis does not explore scenarios that involve a shared environment with strategic

interactions; this type of environment introduces interdependence among agents, where the

actions and rewards of other agents influence their own rewards. An example of this scenario

is a sequential social dilemma, where agents with differing motives must learn to adapt and

coordinate. The environment presents another complex problem different from the one

25



currently considered in this thesis.

1.5.3 Levels of Analysis

This thesis considers individual-level learning processes; the use of distributed computation

explains how macro-level phenomena emerge from individual-level algorithms [69]. When

analyzing technology in relation to society, we want to consider its impact beyond the direct

individual user of a system. Our levels of analysis motivate further research on coherent

system design processes connecting an individual (user), communities, and society at once.

1.6 Thesis Organization

The rest of this thesis is organized as follows:

• Chapter 2 organizes previous research related to our work.

• Chapter 3 covers the technical background relevant to the following chapters. It also

provides additional motivation for studying social learning with multi-agent learning

by reviewing cultural technologies that utilize social learning to leverage, transmit, or

shape cultural knowledge.

• Chapter 4 presents two observations: 1) unbiased imitation with a minimum age filter

helps learning in homogeneous groups and 2) learning environments and strategies

conducive to a greater quantity of accurate, social information are more effective for

improving group learning efficiency among these unbiased learners.

• Chapter 5 of the thesis highlights that 1) selective imitation can be efficient for group

learning even when the probability of imitation is set at high levels but 2) adapting

imitation strategies to available model characteristics is crucial.

• Chapter 6 considers belief-based imitation, an alternative imitation strategy based on

the model’s complete action history, in small groups of agents facing a linear contextual

bandit. Results validate that imitation may be efficient for group learning even at

very high levels of group imitation probability, provided that agents’ model biases are

adaptive to the available imitation strategy.
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• Chapter 7 discusses how multi-agent learning could and should be used to examine

the long-term societal impact of policy and design choices for socio-technical systems.

It concludes by briefly discussing potential avenues for future research.
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Chapter 2

Related Work

2.1 Comparing Social Learning Strategies

Previous analyses of evolutionary and game theory models suggest that social learning is

advantageous when imitated models are accurate, and most of the population is not social

learning [103, 14, 11]. When the proportion of non-hybrid social learners increases, imitating

loses value due to reduced reliable information from asocial learners. In other words, to op-

timize group learning, certain individuals should consistently generate information through

non-social means while others should use social learning sparingly and complement it with

their independent observations [65, 38].

Selective imitation among (hybrid1) individual learners seem to be crucial for group benefits

– filtering social information based on quality before imitating [49]. Previously studied social

learning strategies involve decisions like when (e.g., “copy-when-uncertain” heuristics) and

who (e.g., “copy-successful-individuals” heuristics) to learn from [70, 62, 16]. In-depth stud-

ies from many fields of social science explore different tactics and principles that enhance the

effectiveness of social learning; a combination of empirical investigations and computational

methodologies have shown that specific use of social information can cascade throughout

the group and, as a result, qualitatively alter group outcomes [13]. For example, extensive

experiments have shown that those who selectively copied people based on their performance
1Hybrid social learners oscillate between individual learning and social learning. While many seminal

theoretical works [14, 103] consider social learning and individual learning as distinct alternative strategies,
humans are capable of doing both.
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in the previous timestep, compared to those who did not copy or copied randomly, retained

knowledge of the most complex but most efficient algorithm across generations [113]. How-

ever, most studies study one or few social learning decisions side-to-side in specific group

environments over a limited time period (in terms of generations) due to time and cost

constraints [85, 101, 84, 21, 71, 99, 78, 82, 34, 77]. Humans have demonstrated the use

of hybrid strategies that combine multiple learning decisions, including who and when to

imitate across different learning environments [79, 87, 115].

While diverse arrays of selective learning strategies have been discussed, more work could

be invested in explicitly and rigorously comparing learning strategies to identify important

learning parameters for group learning. Previous works have tried to collect and organize

theoretical and empirical evidence that predict and report different animal and human learn-

ing strategies in different contexts [70, 54, 65, 61]. The most related work to this thesis is

a competition organized by Rendall et al. [99], which used multi-armed bandit simulations

to expansively explore the relative strengths of a wide range of learning strategies submit-

ted as entries. All learning strategies in this study assume agents to choose among three

different actions at every time step: 1. (EXPLOIT) pulling an arm and receiving its actual

payoff, 2. (INNOVATE) learning about previously unexplored behavior and its payoff, and

3. (OBSERVE) learning noisy information about demonstrators’ actions and their corre-

sponding rewards where demonstrators were random agents who played EXPLOIT in the

previous round. The study reports that winning strategies relied heavily on social learning

(OBSERVE), explored less, spent more time exploiting learned knowledge, and estimated

rates of environmental change to identify still relevant actions. Learning strategies from this

competition did not consider model biases.

In contrast, this thesis is different in that it details how environment and agent learning char-

acteristics together influence the relative effectiveness of different social learning strategies.

First, Chapter 5 examines a broader set of prestige-biased strategies, addressing from whom

one should learn. Moreover, learning agents in this thesis make decisions about which arm

to pull at every time step to balance exploration and exploitation; in other words, agents

can only INNOVATE by pulling an arm, and they can only OBSERVE and learn (noisy)

reward information about a demonstrator’s action after pulling an arm. Imitation is one

way of decision-making and learning that facilitates exploration and exploitation.
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2.2 Who to Imitate

Payoff bias, or copying based on recent payoff achieved by the demonstrator, is commonly

studied and is effective in adopting and transmitting complex skills [112]. In the real world,

however, reliable payoff information for every action others have taken is not always available.

Prestige cues, or model-based biases (copying based on others’ status), are more practical

alternatives to payoff biases in learning and adaptation [102, 64]. Through an online learning

experiment in which participants could copy others to score points in a general knowledge

quiz, [18] shows that prestige acts as an indirect cue of success when there is no reliable

information about success cues.

However, how prestige is measured varies across studies, and their relative effects remain un-

clear. In animal learning, prestige is considered in terms of rank and is assumed to correlate

with the model’s success or skills [70, 21]. [51] considered prestige as someone who displays

culturally valued skills and receives much deference. Previous studies demonstrate that

model biases can interact or be deployed simultaneously [94]; for example, children consider

both age and competence when choosing who to copy [119]. These inconsistent definitions

of prestige signals across studies and limited discussion on relevant learning environments in

which they are helpful leave designers of agent interactions with the question of how to use

prestige signals to facilitate group learning given a domain. Direct and relevant measures of

prestige should be better defined to compare model biases and evaluate the effect of prestige

on group fitness.

Experiments in Chapters 5, and 6 consider different model biases to compare with asocial

learning and unbiased imitation: skill (score summary), age, or accounting for both (metrics:

age_skill, age_restricted_skill). Agents are ranked based on these metrics and have imitat-

ing agents follow agent(s) ranked highest at each timestep. Age_skill bias accounts for both

age and skill of potential models and imitates agents with the highest cumulative reward. So-

cial learning groups with age_restricted_skill bias apply an age filter before model selection,

only considering agents that have played for longer than 20 timesteps and choosing the one

with the highest mean reward. By considering both skill bias and age_restricted_skill bias,

the thesis compares collective outcomes from imitating an agent with the highest average

score versus imitating an agent with the highest average score who has gained a minimum
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learning experience.

2.3 How to Imitate

The method of imitation also matters. Research from developmental psychology has ob-

served over-imitation, where people copy even causally irrelevant demonstrations. Scientists

have found this behavior in specific [90, 76] and across [80] age ranges. This thesis assumes

faithful imitation is possible in bandit games; the following chapters mainly consider explicit

imitation in which agents pull the same arm previously pulled by a model. Explicit action-

based imitation is defined as imitating arm most frequently pulled by the imitated model

from a pre-defined time frame. Implicit belief-based imitation is also considered. Implicit

imitators pull arm based on temporary belief distribution, which is independently formed

based on observed actions pulled by model imitated at each timestep; models’ actions are

weighted differently based on their age when choosing which arm to pull.

Experiments in this thesis extend previous work and explore potential cues from agents’ goal-

directed actions that may be useful for inferring their knowledge in a sequential decision-

making task [46, 47]. Chapters 4 and 5 look at the interplay between the amount of models’

action history and other decision factors in group learning, varying how much models’ actions

are considered for imitation. Imitating agents pull the most often pulled arm by the imitated

model in the previous timestep 𝑡 − 1, the last N previous timesteps, or the entire action

history. In Chapter 6, agents directly adopt models’ belief distributions, which get updated

as their experience accumulates and are essentially a summary of their complete action

history.

2.4 When to Imitate

Environments constantly change, and they do not go in one pre-designated direction; as a

result, learning strategies may need to be chosen adaptively. Some posit that prestige bias

is favored only when there is a positive relationship between status and performance; others

predict that age should be associated with prestige only when the environment is stable and

age has a positive linear relationship with skills [53, 61]. Henrich and Broesch point out that

people copy others more in domains where there is significant variation in knowledge [50]; in
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cases where the variation is small, and most individuals already possess shared information,

social learners would benefit less from imitating (prestigious) individuals. Theoretical models

and empirical evidence also suggest that social learning is more likely to be effective in larger

groups [15, 86, 109, ?, 66, 118, 49]. However, this may be dependent on a complex interplay

of group conditions like the difficulty of a given task, the accuracy of the model, the accuracy

of the average population, the number of available learning sources, the level of uncertainty in

an environment, the amount of conformity within the group, interconnectedness, or network

structure [91, 115, 83, 34, 77, 71, 10].

Chapters 4, 5, and 6 broadly evaluate model biases and explore when they may be (mal)adaptive

for multi-agent learning by examining their performance across different environmental con-

ditions. First, a set of selective social learning strategies is tested, varying the population

average imitation probability to represent the level of network efficiency or model depen-

dency; a more efficient network would facilitate a higher group imitation probability and

greater access to social information. Then, selective social learning strategies are compared

across group sizes and varied learning abilities. By exploring policy performance in bandits

with a discrete action space, the amount of behavioral diversity is measured to evaluate

the effect of social learning on collective knowledge both in terms of quality and quan-

tity; Herfindahl-Hirschman Index (HHI) of agents’ action, or action convergence, measures

agents’ level of conformity.

2.5 Why Might Social Learning (Not) Work?

Social learning could facilitate the accumulation of diverse knowledge, [39, 32] which tends

to increase with group size [81, 49]. [56] suggest that diversity in information, bias, and

learning/decision-making strategies can reduce errors cascading throughout the group and

help with group performance. Diversity in knowledge and learning strategies is also predicted

to lead to cultural variance and greater innovation [86, 48, 49]. However, diversity alone

is posited to be an insufficient condition for group performance if the quantity does not

correlate with the quality of information [96].

On the other hand, social learning could decrease variance and increase bias within the

group. In their computational study analyzing characteristics of groups following different
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social learning strategies, Rendell et al. observed that frequent social learning strategies lead

to a greater amount of knowledge endured over time for the group but a smaller amount

and uneven distribution of behaviors expressed by the group due to exploitation [100]. Dis-

proportional social influence of a select few members facilitated by selective imitation of

observable behaviors can potentially bias the crowd and lead to undesirable group outcomes

[75]. Although there is a lack of consensus on the effect of network structure, [71] posit

that a decrease in the speed to reach majority solutions, moderated by less efficient net-

work structures, could be a solution to improve group performance, especially in error-prone

networks.

2.6 Social Learning in Reinforcement Learning Paradigm

Reinforcement Learning (RL) has been considered to be a useful framework for studying

the human brain and mind [40, 59, 116]. A more complex test bed than ABMs, RL models

allow the computational representation of potential problems and solutions for goal-driven

agents navigating a new, uncertain environment.

Previous RL research has studied imitation or observational learning from expert demon-

strations. In off-policy, optimal policies are estimated and learned based on experiences

collected using a different policy. Inverse reinforcement learning (IRL) aims to infer the

underlying reward function that would explain the model behavior, given observed actions

taken by a demonstrator over time in an environment and assuming implicit optimality in

their actions [104, 1, 55, 74]. For these strategies to be effective, learners must overcome the

challenge of identifiability, or the need to accurately map between the reward structure and

demonstrators’ actions, since different reward functions can lead to the same actions [89].

Instead of being given the optimal policy, some studies (including this thesis) consider agents

learning from another learner. This paradigm is increasingly reconsidered in recent studies

as it is more realistic and may even offer more helpful information for learning than what

is already an optimal policy; the fundamental assumption here is that the learning policy

of an observed model will improve over time [104, 120, 57]. [44] demonstrates that learning

within this framework is achievable when the demonstrator initially explores an unfamiliar

environment, progressively enhances performance, and then prioritizes exploitation based
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on an approximately optimal policy. Studying how policies evolve or how trajectories are

modified can offer valuable insights into identifying the sub-optimality of a policy.
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Chapter 3

Background

3.1 The Stochastic Multi-Armed Bandit

The multi-armed bandit problem (MAB) represents a sequential learning and decision-

making process. At each time step, a decision-maker must choose from a finite set of actions

(the bandit’s arms). Each action has an unknown reward-generating process or distribution.

The corresponding reward is immediately observed. In the next time step, the decision-

maker can either exploit by pulling an arm that has already been visited and has a high

estimated success probability or explore by pulling arms that have uncertain/unexplored

success probabilities. Exploitation maximizes immediate performance while exploration ac-

cumulates new information about the environment. To succeed in this task, agents must

find a balance between exploiting the known arms of high rewards and exploring unknown

arms that may offer even greater rewards.

Rewards are generated at each time step, independently of past actions. Performance is

often measured by regret, which measures the difference between the best possible reward

of an arm it could have pulled and the actual accrued reward.

3.1.1 Beta-Bernoulli Bandit

Beta-Bernoulli bandits have binary rewards {0, 1}. At each time step, the agent decides

which arm to select based on its beliefs about each arm. The closed-form update rules of
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the Beta distribution and the use of conjugate priors enable efficient and analytical updates

of the beliefs about the success probabilities. The key components of a Beta Bernoulli bandit

can be defined as follows:

• Action Space: Let 𝒜 denote the set of possible actions or arms. Each action 𝑖 ∈ 𝒜

is associated with an unknown success probability 𝜇𝑖, representing the likelihood of

receiving a reward of 1 when selecting arm 𝑖.

• Reward Model: The unknown expected reward for each arm i is given by E[𝑟𝑖] = 𝑝𝑖.

The reward for arm 𝑖 in timestep 𝑡, denoted as 𝑟𝑖,𝑡, follows a Bernoulli distribution

with parameter 𝑝𝑖:

𝑟𝑖,𝑡 ∼ Bernoulli(𝑝𝑖)

where 𝑝_𝑖 is the unknown probability of success for arm 𝑖. The true reward prob-

abilities form a vector 𝑝 = (𝑝1, 𝑝2, . . . , 𝑝𝐾). In stationary bandits, p is fixed across

timesteps.

• Learning Objective: The agent aims to learn an effective policy that maximizes the

expected total reward over time by adapting the choice of arms based on observed

rewards and updated beliefs.

3.2 Linear Contextual Bandit

A linear, stationary contextual bandit [4] is a sequential decision-making problem that ex-

tends the classic bandit setting to incorporate contextual information.

At each time step 𝑡, a learning agent faces a set of 𝐾 distinct arms, and each arm i is

associated with a context vector 𝑥𝑖,𝑡 ∈ R𝑑 that provides additional information about the

arm. The agent decides at each time step which arm to select based two types of information:

1) the observed contexts (in forms of d-dimensional feature vectors) at the current timestep

and 2) historical pairs of chosen context and its reward.

The learning agent faces the decision to exploit existing knowledge by selecting the arm that

maximizes the expected reward based on its �̂�* (i.e. current belief about 𝜇*) or to explore

by selecting an arm to gather more information about its reward potential. Over time, it
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collects data about the relationship between contexts and rewards, allowing the agent to

predict a high reward arm with �̂�*.

The key components of a linear, stationary contextual bandit can be defined as follows:

• Context Space: Let 𝒳 be the context space, representing the set of possible context

vectors. Each context vector 𝑥𝑖,𝑡 provides contextual information about arm 𝑖 at time

step 𝑡. These contexts can be chosen adaptively according to design intentions or the

learning environment.

• Action Space: The agent can choose from a set of 𝐾 possible actions or arms,

denoted as 𝒜 = {1, 2, . . . ,𝐾}.

• Reward Model: The rewards are determined by an underlying true parameter vector

𝜇* ∈ R𝑑 that is unknown. For a chosen arm 𝑖 at time step 𝑡 and its context 𝑥𝑖,𝑡, the

expected reward is given by < 𝜇*, 𝑥𝑖,𝑡 >. In stationary bandits, 𝜇* is fixed across time

steps.

• Learning Objective: The agent’s goal is to learn an effective policy 𝜋 : 𝒳 → 𝒜

that maximizes the cumulative reward over a sequence of time steps while adapting

its decisions based on the observed contexts and historical rewards.

3.3 Thompson Sampling

Thompson sampling [114], or Bayesian posterior sampling, is a policy commonly used in

decision-making problems to balance exploration and exploitation. The method grew out of

interest in planning for research, specifically for better use of existing data to guide planning

for future data collection. For example, we want to continue minimizing the number of times

a treatment is sub-optimal when we compare and assign treatments to individuals. The

method became widely adopted after several studies demonstrated its efficacy empirically

[43, 42, 26, 105] and theoretically [3, 4].

The sampling method initially forms priors or current beliefs about each arm (i.e., its proba-

bility of being optimal). The algorithm then independently samples from these distributions

at each time step and selects the arm with the largest sampled value. Based on the observed
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reward of the arm, the algorithm updates posterior distributions over each arm’s unknown

true reward probabilities (or action). The underlying idea towards more adaptive and ef-

ficient decision-making is to 1) estimate the uncertain information or distributions about

model parameters, 2) make decisions according to the assumed prior beliefs, and 3) update

these distributions as more (reward) data is generated and collected. Conjugate models have

analytically tractable posterior.

Algorithm 1 Thompson Sampling
0: Initialize parameters and prior distributions for each arm.
0: for t = 1, 2, ... do
0: for each arm 𝑖 do
0: Sample �̂�

(𝑡)
𝑖 ∼ 𝑃 (𝜇𝑖|𝑟1, . . . , 𝑟𝑡−1)

0: end for
0: Choose arm j with the highest sampled value
0: Observe the reward 𝑟𝑡 by pulling arm j.
0: Update the arm’s posterior distribution using the new observation.
0: end for=0

3.3.1 Thompson Sampling in Beta-Bernoulli Bandits

With Thompson Sampling, an agent forms initial beliefs about the success probabilities for

each arm, represented as prior distributions. The prior distribution for arm 𝑖 is denoted as

𝐵𝑒𝑡𝑎(𝛼, 𝛽), where 𝛼 and 𝛽 are the hyperparameters of the Beta distribution. After observing

the reward 𝑟 (either 0 or 1) from pulling an arm at each time step, the decision maker updates

their beliefs about the success probability using a closed-form update rule. If 𝑟 = 1, the

updated distribution becomes 𝐵𝑒𝑡𝑎(𝛼 + 1, 𝛽), reflecting the incorporation of a success. If

𝑟 = 0, the updated distribution becomes 𝐵𝑒𝑡𝑎(𝛼, 𝛽 + 1), reflecting the incorporation of a

failure. For arm 𝑖 after 𝑡 rounds, the posterior distribution is given by:

(3.1) 𝑝𝑖,𝑡|𝑟𝑖,1:𝑡−1 ∼ Beta(𝛼𝑖 +

𝑡−1∑︁
𝑗=1

𝑟𝑖,𝑗 , 𝛽𝑖 + 𝑡−
𝑡−1∑︁
𝑗=1

𝑟𝑖,𝑗)

where 𝐷𝑖,𝑡−1 = 𝑟𝑖,1:𝑡−1 = 𝑟𝑖,1, 𝑟𝑖,2, . . . , 𝑟𝑖,𝑡−1 is a series of past observations about arm 𝑖.

Agents pull the arm with the highest 𝑝. Thompson sampling policy asymptotically achieves

optimal solution in Bernoulli bandits [63].
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3.3.2 Linear Thompson Sampling in Linear Contextual Bandits

With linear Thompson Sampling, an agent assumes linearity in rewards; rewards of a linear

contextual bandit are assumed to be sampled from

𝑅𝑡|𝜇*,𝒳𝑡 ∼ 𝑁(< 𝜇*,𝒳𝑡 >, 𝜎2I𝑑)

At timestep = 0, precision matrix 𝐴0 = I𝑑 and 𝒳0 = 𝑏0 = 0𝑑. At each time step t, an

agent samples ̃︀𝜇𝑡 from 𝑁( ̂︀𝜇𝑡, 𝜎2𝐴−1
𝑡 ) and choose arm i, or its the context (𝑥𝑖,𝑡), maximizing̃︀𝜇𝑡

⊤𝑥𝑖,𝑡 given 𝒳𝑡 and past observations 𝐷𝑡−1 = {(𝑥𝑠, 𝑟𝑠)}𝑠=1:𝑡−1.

After observing the reward 𝑟𝑖,𝑡 from pulling arm i, it then updates its belief about 𝜇:

(3.2) ̂︀𝜇𝑡 = 𝐴−1
𝑡 𝑏𝑡

where precision matrix 𝐴𝑡 = 𝐴0 +
∑︀𝑡−1

𝜏=1 𝑥𝑖,𝑡𝑥𝑖,𝑡
⊤, 𝑏𝑡 = 𝑏0 +

∑︀𝑡
𝜏=1 𝑥𝑖,𝜏𝑟𝑖,𝜏 .

3.4 Cultural Technologies Characterized by Social Learning

This section examines cultural technologies that facilitate or leverage social learning, thereby

harnessing, disseminating, or shaping cultural knowledge. The term “social learning” covers

learning from others through observation, directly through social interaction, teaching, or

being influenced by others’ arguments. Technology and policy designers can proactively

predict and shape long-term collective outcomes by modelling different details of social

learning strategies that a group of (human and/or artificial) agents employ at a micro-level.

Computer-Mediated System Facilitating Human-Human Cooperation

Content recommendation systems and social media platforms (e.g. Reddit) have mediated

social learning among humans online, facilitating the transmission of human culture. A

search engine is a primary destination for individuals seeking political information [35];

products it offers are cultural artifacts reflecting collective knowledge. Comment sections in

online discussion forums serve as an online public sphere that enables interactions among

various users, including those who initiate the discussion, respond to it, and observe. Users’
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initial comments often elicit follow-up responses and reactions, such as likes, shares, com-

ments, emoji reactions, flagging, or follows.

Design choices around curating and ranking media on these platforms shape the dynamics

of users’ attention and cultural consumption [23]. Items are placed within the critical win-

dow based on some platform curation/content-scoring mechanism, which directs most users’

attention and engagement [108]. For social media platforms, the number of user reactions

(e.g., up/downvotes, the “Insightful” emoji on LinkedIn, the “Care” emoji on Facebook, and

the proposed Respect button [110]) are often used to rank the order of comments. Over

time, the accumulation of these reactions influences users’ perception of the public opinion

on critical issues [93, 88, 72] and their own value judgments about the relevant topic [111].

The type of accumulated reactions can also significantly impact the dynamics of user in-

teractions; exploring user-generated labels (UGLSs) that are adaptive at a comment-level,

[68] characterizes the effects of information rich-reach trade-offs across reaction designs.

While ranking based on some pre-defined signals can filter high-quality information, it can

also pollute the information ecosystem by amplifying bias [97] or inaccurate content; previ-

ous research has studied optimization-driven systems as a driving mechanism behind echo

chambers and polarization [123, 20, 107].

Interactive Social Interfaces Between Human and AI

Interactive social interfaces often learn from and leverage various types of human behavioral

inputs before and after deployment to align system behavior with user preferences or social

norms:

• Individual content recommendations are generated by mechanically incorporating users’

history of past interactions; recurrent models like LSTM that model users’ hidden

states have been deployed on YouTube [12].

• Often, paid human raters that pass some minimum performance qualifications produce

training data that classify positive and negative content for content moderation and

ranking.

• A recent study proposed a cost-efficient way to collect people’s preferences and train

reward models for large algorithmic systems: they collected user reactions to Reddit
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comments as signals for helpful responses [37]. The metric they optimized for would

be relevant in systems with informational goals like question-answering context.

• Another study presented improvement in the performance of a chatbot by having it

learn from implicit signals in human dialogue rather than explicit button presses like

up/downvotes with practical scalability issues; they collected human interaction data

with the interface to develop rewards the system optimized for and trained it with

reinforcement learning [58].

• Similar to simulated agents from this thesis that infer high reward arms from other

agents’ action trajectories, users’ trajectories of items they observe and react to (over

a long horizon) are often valuable information for algorithmic systems to predict their

(slowly evolving) preferences [23].

• Previous research has demonstrated the relationship between the performance of a

large language model and the context window size limitation that constrains the length

of users’ behavioral sequences [122].

As such, user feedback and behavioral trajectories can offer distinct and useful information

to interactive systems. However, their effects and efficacy can vary by modes of collection

and usage context [60, 24]. The complex interplay of specific types and amount of feedback,

data collection methods [9], and use in the context of a real system motivates further research

to effectively provide feedback for a given system.

Generative Foundation Models Shaping Culture

Large Language (and Vision) Models (LLMs, LLVMs) or generative foundation models are

both products and transmission channels of human culture [121]. As products, they encap-

sulate the collective knowledge, values, and perspectives embedded within past texts and

data that fuel their training. They emerge as tangible results of cultural creation, wielding

the potential to reflect and mold the very cultural landscape they inhabit. In response to

user prompts, model outputs can transmit linguistic patterns, biases, and societal norms

ingrained within the texts on which they have been schooled [2].

More importantly, these models can shape human culture through their generative capability
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[19]. However, we have yet to determine where we are headed with this perpetual ebb and

flow of cultural evolution. Low-effort and cost-effective mass content production after the

introduction of highly accessible interfaces powered by generative foundation models (e.g.,

ChatGPT and Midjourney) has raised concerns about permissible use cases and the future

of creative and information landscapes:

• The proliferation of AI-generated art is altering the landscape for artists to upload and

share their art, providing evidence for humans’ unbiased, indiscriminate imitation of

outputs from generative AI models. Once considered safe havens for artists to showcase

their portfolios and interact with their audience, art portfolio sites and marketplaces

like DeviantArt and ArtStation are seeing a rapid change in the percentage of human

versus AI art. To avoid having their artworks trained, artists actively pull down their

works and even remove their accounts, which seems to be the only viable way to protect

their future works (Appendix A-1).

• Amazon is faced with ramifications of AI-generated content. For instance, The New

York Mycological Society has warned of AI-generated foraging books for beginners

on Amazon that contain false and potentially deadly information (Appendix A-2). As

another example, Amazon’s young adult romance best seller ranking is infiltrated with

AI-generated content as well.

• Additional example on changing dynamics of content production is provided by the

decline in Stack Overflow’s traffic over the past year and a half—a nearly 50% decrease

in the number of questions and votes received by posts(Appendix A-3).

The above examples across different content platforms demonstrate dynamic interactions

establishing a high probability of two-way social learning between humans and interfaces

powered by generative foundation models. These interactions prompt reflection on how

technology reshapes and affects the quality of the public cultural knowledge pool. We need

a more comprehensive evaluation that analyzes user interactions with technology at a micro-

level and connects its impact on the community at large so that we can outline adaptive

standards and boundaries for content and consumption practices. These standards will

then inform platforms to develop low-cost mechanisms for enforcement and compliance as

rapid content creation of generative AI models scales up the number of taxing conflicts and
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Chapter 4

Comparing Random Social Learning

Strategies

4.1 Overview

Using multi-agent, multi-armed bandits, this section simulates the multi-generational learn-

ing dynamics of a group of agents facing an independent, homogeneous task with a shared

informational goal. The study aims to explore the effectiveness of imitation in learning;

more specifically, it assesses nuanced variations of unbiased imitation.

Results show that even unbiased imitation can facilitate knowledge accumulation and trans-

mission, benefiting homogeneous agents both at an individual and collective level. However,

the efficacy of imitating unbiased learners depends on the nuance of how and when it is ap-

plied. The performance of unbiased imitators is more efficient and reliable when age filter is

applied for model selection, especially when they imitate based on models’ complete action

history at a high group imitation probability. Age filter reduces the risk of imitating sub-

optimal models, and imitating based on the complete action history maximizes the transfer

of accurate information among agents.
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4.2 The Environment

Multi-agent, multi-armed bandits (MAMAB) is two-folded in nature; it is an exploration-

exploitation problem and an information accumulation problem [69]. To be successful in

a bandit task, it is important for an individual to effectively balance exploration and ex-

ploitation. Initially, exploration is vital to identify the optimal arm. The optimal strategy

involves rapidly discovering and exploiting the arm with the highest expected reward to

maximize cumulative returns (or minimize cumulative regrets) over time. For a group of

social learners to harness collective intelligence and successfully solve a bandit problem, it

is important to effectively pool and transmit information across generations, given agents’

partial beliefs or knowledge about the environment.

4.2.1 Beta-Bernoulli bandits

In this section, agents face multi-armed, Beta-Bernoulli bandits. In following experiments,

uniform distribution 𝐵𝑒𝑡𝑎(1, 1) is initially assumed for each bandit arm 𝑖. Arms’ reward

probabilities are also sampled from 𝐵𝑒𝑡𝑎(1, 1). At time 𝑡, with 𝛼𝑖(𝑡)) successes and 𝛽𝑖(𝑡)

failures in 𝑘𝑖(𝑡) = 𝛼𝑖(𝑡)+𝛽𝑖(𝑡) plays of arm 𝑖, the posterior of 𝜇𝑖 is updated as 𝐵𝑒𝑡𝑎(𝛼𝑖(𝑡)+

1, 𝛽𝑖(𝑡) + 1).

Rewards are private; agents can only observe their reward at the current timestep. They

do not have access to information about the rewards obtained by other agents. Agents have

access to and can discriminate two valuable sources of information: 1) the action trajectories

pursued by other agents up to the present time point {𝜏𝑖,0:𝑡, . . . , 𝜏𝑛,0:𝑡} 2) prestige level.

Based on a pre-defined prestige signal, social learning agents imitate the most prestigious

model at each timestep with a fixed imitation probability. When imitating, an agent pulls

the most frequently chosen arm by the imitated model.

Asocial learners use Thompson Sampling (See Section 3.3.1) to select and pull an arm.

Social learners who are not imitating at timestep t choose an arm based on Thompson

sampling [114]. All agents have an average lifespan of 50 timesteps (sd = 10 timesteps).

When agents “die,” agents’ action and payoff repertoires are reset, and agents are reborn. I

did not consider the reproduction of agents and the inheritance of parental fitness.
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4.3 Experiments

Through a series of empirical experiments using multi-agent, multi-armed bandits, group

performance is compared across a variety of learning settings and stimuli.

All social learning agents oscillate between imitation and Thompson sampling (asocial learn-

ing) based on some pre-determined group imitation probability (imitate_prob).

Different variations of group random imitation or unbiased social learning are considered

in this chapter: random, random_multiple, restricted_random. When a group randomly

imitates, each agent imitates the same model randomly sampled from the population at each

timestep. In the case of restricted_random, everything stays the same except now there is

an age filter; agents are only sampled to be a model if they are above minimum age (lived for

more than 20 timesteps). When there is no eligible model to be imitated in the population,

agents do not imitate and instead learn independently using Thompson Sampling. When

imitating at random_multiple, the group may not necessarily share the same model while

each agent imitates one random model at each timestep.

At each timestep, imitating agents observe the model’s action history to choose how to

imitate; different access to its action history is considered the complete action history, actions

taken by the model in the last ten timesteps, or the last action of the model. The most

frequent arm pulled by the model in a chosen timeframe is pulled for imitation.

This chapter considers an environment where all agents have the same learning ability and

observe correct rewards for arms pulled. It investigates different learning contexts for groups

facing the 100-armed bandit problem, varying group sizes: 7, 50, and 100 agents. I consider

different levels of network efficiency, varying the fixed probability of imitation: f = 20%,

40%,60%,80%,98%.

The study additionally considers the varied distribution of learning abilities (i.e. deci-

sion accuracy) within the group where a subset of agents tend to incorrectly update be-

liefs about arms upon observed rewards of pulled arms (learning_abilities = Beta(1,1) and

Beta(0.5,0.5)). An agent’s learning_ability 𝜙 closer to 0 means higher probability (B̃er(𝜙))

of making errors in updating beliefs. The type of error is consistent across all agents: agents

perceive positive rewards as non-positive rewards and update beliefs about the reward func-
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tion accordingly. Agents’ learning abilities gradually improve over their lifespans; each agent

can increase its learning ability by 0.05 at most by the end of its lifespan.

See Table 4.1 for parameters considered in our experiments. Each trial is 5000 timesteps.

The performance of learning agents is averaged across 15 trials.

Table 4.1: Experiment Parameters

Parameter Options Description
[WHO] random, random_multiple, random with age re-

striction
Model Selection

[HOW] Choose the most frequent actions from the
model’s complete action history, from the
model’s last ten actions, the last action

Imitation Type and
Time Frame

[WHEN] {0.2, 0.4, 0.6, 0.8, 0.98} Imitation Probability
(Network Efficiency)

7 agents, 50 agents, 100 agents Group Size
All agents observe true rewards, Beta(1,1),
Beta(0.5,0.5)

Distribution of Popula-
tion Learning Ability

100 arm bandit Arm Size
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4.3.1 Social Learning Policy

Our social learning algorithm takes several input parameters, including the number of

agents (num_agents), the type of model bias (status_type), the population imitation prob-

ability (imitate_prob), the learning ability (learning_ability), the average agent lifespan

(avg_lifespan), the number of timesteps (num_timesteps), and the number of arms (num_arms).

If Bernoulli(imitate_prob) returns positive, a social learner imitates as long as there are

eligible models (e.g, agents above some minimum age in the case of restricted_random).

A random model is sampled from the same group for all social learners in that time step

to imitate. The agent then chooses and pulls an arm based on the previous actions of the

selected model:

(4.1) argmax
𝑎∈𝐴

𝑇−1∑︁
𝑖=𝑇−𝑡

𝛿(𝑎, 𝑎𝑖)

where:

𝐴 represents the set of bandit arms,

𝑡 is the amount of model’s action history considered,

𝑇 is the current timestep,

𝛿(𝑎, 𝑎𝑖) is an indicator function that equals 1 when 𝑎 is equal to 𝑎𝑖 and 0 otherwise.

Given an agent’s pre-determined learning_ability, sampled from a chosen population learn-

ing distribution, if Bernoulli(learning_ability) returns negative, the agent observes an arm

reward of 0 regardless of the actual reward and updates its belief based on the observation.

Each agent’s learning ability gradually improves with age by 0.0001 percentage points.

At the end of its lifespan, an agent’s accumulated experience(action and reward history) all

reset.
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4.3.2 Evaluation

The primary measure of group performance is the mean regret summed and averaged across

all agents, which can be expressed as:

(4.2) Individual Mean Regret for Agent i = (

𝑇 (𝑖)∑︁
𝑡=1

Optimal Reward𝑡 − Reward𝑡)/𝑇 (𝑖)

where:

𝑇 (𝑖) : Age of agent i

Optimal Reward𝑡 : Maximum possible reward at timestep t (i.e. 1 in Beta-Bernoulli Bandit)

Reward𝑡 : Reward obtained by agent 𝑖 at time step 𝑡

(4.3) Group Mean Regret = [
𝑇∑︁

𝑡=𝑇−𝑠

(
𝑁∑︁
𝑖=1

Mean Regret𝑖,𝑡)/𝑁 ]/𝑇

where:

𝑇 : Trial Length (i.e. 5000 timesteps)

𝑠 : Time period considered for evaluation (i.e. 2500 timesteps)

𝑁 : Number of agents

Mean Regret𝑖,𝑡 : Individual Mean Regret for Agent i at timestep t.

Group mean regret for each learning policy is averaged across 15 trials.

The performance of social learners is compared against the performance of asocial learners

with the same average population lifespan (lifespan = 50 timesteps, marked in black), asocial

learners with a longer average lifespan (lifespan = 250 timesteps, marked in gray), and

immortal asocial learners (marked in gold).

The level of action convergence at a group level is measured for additional analysis. A

normalized Herfindahl-Hirschman Index (HHI) is used to measure action convergence. HHI
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calculates the concentration of arms pulled by all agents at the end of each episode. HHI of

0 means agents are exploring and have been pulling all arms equally. HHI of 1 indicates that

agents are exploiting and pulling from just one arm. Group action convergence at timestep

𝑡 is thus calculated as

(4.4) HHI𝑡 =
(
∑︀𝐾

𝑘=1 𝑝
2
𝑘,𝑡)−

1
𝐾

1− 1
𝐾

where:

𝐾 is the number of bandit arms,

𝑝𝑘,𝑡 is the proportion of action 𝑘 across all actions pulled by a group of agents throughout individual lifespans, calculated at timestep𝑡.

By considering all actions pulled by each agent across its lifespan, we can measure the

collective level of exploitation.

To compare group performance with model performance, model reward is also calculated,

summing and averaging the imitated model’s mean reward (skill) across timesteps. If the

group imitates multiple models at the same timestep, model rewards are averaged among

these models.

4.4 Results and Discussion

Social learning via unbiased imitation can be more effective for group learning than asocial

learning with a longer learning period. Given that models imitated in this group of learners

are selected at random, model performance among unbiased learners could be considered an

average knowledge of an individual. Imitation turns out to be helpful for individual learning

as well; model rewards among unbiased imitators employing this strategy (Top of Appendix

A-4) in settings above 50% group imitation probability are generally comparable to that of

asocial learners with a longer lifespan. Results imply that unbiased imitation can not just

be beneficial for cumulative shared welfare, but also for individual agents as well, although

the details of when and how agents imitate matter.
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4.4.1 Unbiased imitation, coupled with a minimum age filter, proves re-

liable across a range of homogeneous group sizes - even when the

network is highly efficient or exhibits a high probability of group

imitation.

High efficient network or high group imitation probability tends to produce more homoge-

neous group behavior (Figure 4-1), although this can vary by nuanced methods of imitation.

Results partially correlate with [100] on group patterns that follow with an increase in social

learning; knowledge increases but the amount of expressed behavior decreases. Such homo-

geneity across agents’ actions either increases efficiency or risk in group learning depending

on the quality of the imitated strategy. Groups exploiting models at a high imitation proba-

bility can be susceptible to bias, narrowing focus on previously explored options that are not

necessarily optimal. On the other hand, imitation could be an effective information aggre-

gation/consensus mechanism, helping a group overcome individual variations in beliefs and

partial knowledge about an objective truth. When agents randomly imitate from a single

learning source at each timestep in a very efficient network, the success of group learning is

highly dependent on its model (Appendix A-6). Consistent with previous works [70, 14, 85],

selective imitation of higher performing demonstrators is conducive for group adaptation.

Boyd and Richerson [14] posit that a repeated process– of group average increasing to and

exceeding the skill of the most skilled person– enables cumulative cultural adaptation.
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Figure 4-1: (Y-axis) The level of group action convergence in terms of HHI across
the last 2500 timesteps averaged across trials, each 5K steps long. Higher HHI repre-
sents a higher convergence of arms pulled at a collective level. (X-axis) Group imitation
probability, or network efficiency.
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Observations from (Figure 4-2) suggest that applying an age filter before model selection

could be a reliable way to improve the performance of homogeneous unbiased social learners

across any degree of network efficiency and group sizes (Figure 5-2). Compared to unbi-

ased imitation without an age filter, unbiased imitation with an age filter improves group

performance and performance stability, especially in very efficient networks (e.g., 80%, 98%

group imitation probability). The age filter shifts the group’s attention to imitating agents

with at least some knowledge about the environment, thereby reducing the likelihood of

imitating low-quality strategy. In other words, the filter is one simple way to limit the

spread of maladaptive culture. Previous work [38, 65, 14, 103] make “costly information

hypothesis” and posit that the benefit of group reliance on social information depends on

the relative costs of asocial and social learning; results from this chapter suggest that heavy

reliance on social learning in fully connected networks can benefit groups in homogeneous

environment even without cost assumptions. Unlike other studies that posit a decline in

the benefit of social learning (in terms of group fitness) with an increase in the frequency of

social learning [14, 103], this study assumes 1) that individual agents are learners through-

out their lifespans, continuously exploring and exploiting without being stuck indefinitely at

some locally maladaptive behavior, 2) that they are learning in a stable environment, and

3) that these agents are hybrid learners that oscillate between individual and social learn-

ing. Results in this chapter complement with [49], which hypothesizes that innovation is

powered by cultural interconnectedness, facilitating small additions by multiple contributors

and re-combinations of existing ideas and methods.

Even when the group has varied learning abilities (i.e. decision accuracy), these observations

remain consistent: unbiased imitation after applying an age filter is more efficient for group

learning than asocial learning with a longer learning period, and it generally becomes more

effective as group imitation probability or network efficiency increases (See Chapter 5, Figure

5-3). Results are counter-intuitive, given that unbiased social learning is more costly for

some individuals when vigilance and domain knowledge are unequal across the population;

previous theoretical studies predict collective intelligence when individual learners make

accurate decisions most of the times [32] and social information is more reliable [66, 65, 18].

Results suggest that nuanced details in a high-degree of unbiased imitation can help parcel

out noise at an individual level and help group problem-solving.
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Figure 4-2: (Y-axis) Group performance in terms of mean regret across the last
2500 timesteps averaged across trials, each 5K steps long. (X-axis) Group imitation proba-
bility, or network efficiency. Greater group performance is represented by lower mean regret.
The black dotted line is the performance of asocial learning agents with the same average
lifespan of 50 timesteps. The gray dotted line is the performance of asocial learning agents
with a longer average lifespan of 250 timesteps. The gold dotted line is the performance of
immortal agents (the upper bound of asocial learning)
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4.4.2 With an age filter, unbiased learners perform better when they

imitate based on their model’s complete action history than when

they imitate based on their models’ recent actions.

In the case of unbiased social learners with an age filter, imitating the most frequent action

based on all action history is more effective for group learning than imitating based on recent

actions with a time filter (Figure 4-3); the imitation strategy has the strongest comparative

edge at high group imitation probabilities. When unbiased learners imitate based on the

most frequent action across the model’s complete action history, they essentially leverage

the maximum amount of its knowledge transmitted and accumulated over time. This can

better inform action decisions at an individual level, which could reduce errors cascading

throughout the group when imitators aggregate information from random individuals who

are not necessarily knowledgeable.

Figure 4-3: Random imitation with age filter in 100 agents group (Y-axis) Group perfor-
mance in terms of mean regret across the last 2500 timesteps averaged across trials,
each 5K steps long. (X-axis) Imitation probability. The darkest bar indicates the group imi-
tating the most frequent action from a model’s complete action history. The lighter bar right
next to it indicates the group imitating the most frequent action pulled by the model from
the last 10 timesteps. The lightest bar indicates the group pulling the model’s last action.
The black dotted line is the performance of asocial learning agents with the same average
lifespan of 50 timesteps. The gray dotted line is the performance of asocial learning agents
with a longer average lifespan of 250 timesteps. The gold dotted line is the performance of
immortal agents (the upper bound of asocial learning)
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Chapter 5

Comparing Prestige-based Social

Learning Strategies

5.1 Overview

The purpose of this section is to conduct a comprehensive assessment of selective imitation

in comparison to unbiased imitation. Each learning agent now has a social inductive bias

toward prestigious individuals ranked based on some pre-designated metrics. In doing so,

this section considers various definitions of prestige, aiming to explore the circumstances

under which different forms of prestige bias are most likely to be fit across different group

environments and modes of imitation. The section sheds light on the conditions in which

selective imitation could be optimized for effective group learning. Results show that (se-

lective) social learning can be a nuanced interaction, and how agents imitate matters; for

agents to determine the most favorable course of action, they need a mental model to be

tailored to the specific context and objectives of the learning environment.

The choice between imitating based on a model’s complete action history or its recent

actions for selective imitation in efficient networks depends on the characteristics of the

prestige metric. The former strategy is more reliable when imitating the oldest agent,

leveraging the maximum amount of experience available. The properties of a mean reward

as a metric for skill can risk agents imitating the most skilled agent to exploit sub-optimal
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actions; higher scores of the most skilled agent in terms of mean rewards can be due to luck,

having done insufficient exploration to bootstrap and transmit the common knowledge. Age

filter mitigates this risk, but an arbitrarily filtered pool of models may introduce new risks of

limiting attention to models that are relatively lacking both in terms of quantity and quality

of experience. Accordingly, when agents imitate based on models’ complete action history,

ranking agents based on the accumulated reward is a more efficient option than applying an

age filter despite both being a combination of reward- and age-based wisdom; skill-biased

imitation with an age filter is more effective when agents imitate based on models’ recent

actions. These observations demonstrate that the effects of combining prestige signals are

not always additive in terms of group performance and vary by how agents imitate.

5.2 Experiments

As in Chapter 4, all social learning agents oscillate between imitation and Thompson sam-

pling (asocial learning) based on some pre-determined group imitation probability (imi-

tate_prob).

This chapter operationalizes different definitions of prestige status: age, skill, and accounting

for both (age_skill and age_restricted_skill). Social learning groups with age bias would

imitate agents with the longest timesteps alive. Social learning groups with skill bias would

imitate agents with the highest mean reward. Accounting for both age and skill signals,

age_skill bias considers agents with the highest cumulative reward. Social learning groups

with age_restricted_skill bias would imitate agents with the highest mean reward that

played for longer than 20 timesteps. Finally, selective social learners are compared against

unbiased social learners from Chapter 4. A selective social learner will not imitate if the

considered model has an equal or lower status than itself (f = timesteps alive for age bias,

the mean reward for skill or restricted_skill bias). The rest of the environmental conditions

remain the same as in Chapter 4. See Table 5.1 for parameters considered in our experiments.
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Table 5.1: Experiment Parameters

Parameter Options Description
[WHO] oldest, highest mean reward (skill), most skilled

after age restriction (age_restricted_skill),
highest cumulative reward (age_skill), random,
random after age restriction

Model Selection

[HOW] Imitate based on the model’s complete action
history, the model’s last 10 actions, or its last
action

Time-frame

Explicit action-based imitation, Implicit belief-
based imitation with or without filter

Imitation Type

[WHEN] {0.2, 0.4, 0.6, 0.8, 0.98} Imitation Probability
(Network Efficiency)

All agents observe true rewards, Beta(1,1),
Beta(0.5,0.5)

Distribution of Popula-
tion Learning Ability

7 agents, 50 agents, 100 agents Group Size
100 arm bandit Arm Size
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5.2.1 Social Learning Policy

This chapter uses the same social learning algorithm from Chapter 4 1, except now additional

prestige signals are considered for status_type, and imitated models are selected based on

who has the maximum score in terms of a chosen prestige metric. If there is more than

one agent at the highest rank, the model is randomly selected from these agents. An agent

only considers imitation if its current status (status_a) is not the same as the highest status

among all agents. See Appendix 2 for its pseudo-algorithm.

Unlike Chapter 4, this chapter now considers two approaches to imitation and choosing an

arm: explicit and implicit imitation. As in Chapter 4, explicit imitation involves selecting

the most frequent action taken by the model during some period of time (See Equation 4.1).

In contrast, implicit imitation involves forming temporary beliefs about the bandit based on

the model’s prior actions and then using Thompson sampling for decision-making. Implicit

imitation can be categorized into two variations: one with a filter and another without (See

Equation 5.1). In the case of implicit imitation with a filter, an agent not only assigns

positive weights to the model’s observed past actions but also puts greater negative weights

to actions not taken by the model, with the weights being linearly correlated to the model’s

age.

1As in Chapter 4, asocial learners use Thompson Sampling (See Section 3.3.1) to select and pull an arm.
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Forming Temporary Beliefs in Implicit Imitation Without Filter

For each arm 𝑖 where 𝑖 is in the set of actions 𝐴𝑡 taken by the agent at time 𝑡, update the

success count 𝛼𝑖 as follows:

(5.1) 𝛼𝑖 ← 1 + 𝑤 · 𝑛𝑖

where:

𝛼𝑖 is the updated success count for arm 𝑖 in the Beta-Bernoulli bandit (See Section 4.2.1)

𝐴𝑡 represents the set of actions taken by the agent at time 𝑡.

𝑤 is the constant weight (model age) assigned to the model’s observed past actions.

𝑛𝑖 is the number of times arm 𝑖 has been chosen up during some time frame 𝑇.

and for each arm 𝑖, the posterior distribution is given by

(5.2) 𝑝𝑖,𝑡|𝑎1:𝑡−1 ∼ Beta(𝛼𝑖, 1)

and

𝑎1:𝑡−1 is a complete history of actions pulled by model a

from which each imitating social learner conducts Thompson Sampling.
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Forming Temporary Beliefs in Implicit Imitation With Filter

For each arm 𝑖 where 𝑖 is in the set of actions 𝐴𝑡 taken by the agent at time 𝑡, update the

success count 𝛼𝑖 and the failure count 𝛽𝑖 as follows:

(5.3) 𝛼𝑖 ← 1 + 𝑤 · 𝑛𝑖

(5.4) 𝛽𝑖 ←

⎧⎪⎨⎪⎩
𝑤𝑡 if 𝑛𝑖 = 0

1 if 𝑛𝑖 ̸= 0

where:

𝛼𝑖 is the updated success count for arm 𝑖 in the Beta-Bernoulli bandit (See Section 4.2.1)

𝛽𝑖 is the updated failure count for arm 𝑖 in the Beta-Bernoulli bandit

𝐴𝑡 represents the set of actions taken by the agent at time 𝑡.

𝑤 is the constant weight (model age) assigned to the model’s observed past actions at time 𝑡.

𝑛𝑖 is the number of times arm 𝑖 has been chosen up to time 𝑡.

and for each arm 𝑖, the posterior distribution is given by

(5.5) 𝑝𝑖,𝑡|𝑎1:𝑡−1 ∼ Beta(𝛼𝑖, 𝛽𝑖)

and

𝑎1:𝑡−1 is a complete history of actions pulled by model a

from which each imitating social learner conducts Thompson Sampling.
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5.2.2 Evaluation

The same set of evaluation metrics from Chapter 4 is used. See Section 4.3.2.

5.3 Results and Discussion

5.3.1 Selective imitation among homogeneous agents is efficient for group

learning, even at very high levels of imitation probability.

For the first few generations of mortal, adaptive imitators with limited learning periods can

learn faster than immortal, asocial learners; the duration of its comparative edge depends

on nuanced methods of imitation. Sometimes, these adaptive imitators can be unbiased.

After a few generations, mortal learners’ performance stagnates, and immortal asocial learn-

ers with unlimited learning periods come to perform better over a long horizon (Figure 5-1).

However, when the task complexity is low enough (e.g., low number of bandit arms), adap-

tive imitators continue to do comparably, or even better than immortal asocial learners over

very long horizons (Appendix A-5).
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Figure 5-1: Counter-clockwise: Imitating Based on Models’ Complete Action History, Ac-
tions From Last 10 Timesteps, and Last Action. (Y-axis) Group performance in terms
of mean regret, within 100 agent network with 80% group imitation probability,
facing 100 armed bandit (X-axis) Across the first 1000 timesteps, averaged across
trials (each 5K steps long). The black dotted line is the performance of asocial learning
agents with the same average lifespan of 50 timesteps. The gray dotted line is the perfor-
mance of asocial learning agents with a longer average lifespan of 250 timesteps. The gold
dotted line is the performance of immortal agents (the upper bound of asocial learning)
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The rest of this section compares the average group performance across the last few gen-

erations within each simulation trial as in Section 4.4.1. Like unbiased imitators with age

filters, selective imitators learn more efficiently than asocial learners with a more extended

but still limited learning period. The relative advantage of selective imitation, even within

efficient, highly connected networks, is consistently observed across group sizes and task

complexity (Figure 5-2).

However, experimental results from this chapter show no strong and consistent effect of group

imitation probability across all imitation strategies considered (Figures 5-1 and 5-5). More

specifically, while the efficiency of selective imitation among homogeneous agents generally

improves with increased network efficiency or group imitation probability, the threshold

for reverse trend varies across imitation strategies. When models are chosen based on age

filter and mean reward and agents imitate based on the model’s complete action history,

agents perform better in networks with moderate (e.g. 40%, 60% imitation probability)

than in networks with very high (e.g. 98% imitation probability). Agents with this type of

model bias have a more limited pool of models and hence have a limited diversity of social

information relative to other social learning strategies (more discussed later in Section 5.3.2).

Moderate imitation probability or network efficiency could facilitate building a more diverse

knowledge repertoire per individual agent, which helps with group problem-solving [34].

These results suggest that network structure by itself is insufficient to predict group success

in developing solutions.

Previous studies, including agent-based simulations and behavioral MTurk experiments,

found seemingly contradictory effects of network structure on group problem-solving abil-

ities. Experiments in this thesis stand in contrast to these studies that consider “rugged”

landscape where solutions can get stuck at locally optimal but globally sub-optimal points;

this thesis considers bandits where every action is technically accessible, whatever actions

agents take previously. Some find evidence supporting the superiority of efficient networks

[77] while some support the opposite as superior [71]. The takeaway from results in this

chapter is most aligned with that of [10]. The study found that both levels of network

connection can help groups facing identical types of problems in terms of “ruggedness”; the

conformist strategy was effective in efficient networks, while it was best to follow the best

member in less efficient networks. What matters is the building blocks of group learning or
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social learning strategies at an individual level.

Figure 5-2: Imitating Based on Models’ Complete Action History Across group sizes (hori-
zontal) and Task Complexity (vertical). (Y-axis) Group performance in terms of mean
regret across the last 2500 timesteps averaged across trials, each 5K steps long. (X-
axis) Network with 20%, 80%, and 98 % group imitation probability where agents have
varied learning abilities (i.e. decision accuracy). The black dotted line is the performance of
asocial learning agents with the same average lifespan of 50 timesteps. The gray dotted line
is the performance of asocial learning agents with a longer average lifespan of 250 timesteps.
The gold dotted line is the performance of immortal agents (the upper bound of asocial
learning)
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Again, results remain consistent even when the group has varied learning abilities or when

agents’ quality of personal information varies as a result: Across different group imitation

probabilities, choosing to selectively imitate one model per time step, guided by a prestige

metric, proves to be a more efficient approach compared to engaging in asocial learning over

an extended duration (see Figure 5-3). It seems even more true when all learners possess

equivalent and accurate learning capabilities. Results suggest that model-based biases be-

come relatively more important when skill differences exist among agents. Consistent with

previous research [66, 98, 30], a minority of informed individuals could be sufficient to guide

less-informed members and lead the group to high performance.
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Figure 5-3: Agents’ learning abilities were sampled from Uniform Distribution (Beta(1,1)):
Counter-clockwise: Imitating Based on Models’ Complete Action History, Actions From Last
10 Timesteps, and Last Action. (Y-axis) Group performance in terms of mean regret
across the last 2500 timesteps averaged across trials, each 5K steps long. (X-axis)
Network with 20%, 80%, and 98 % group imitation probability where agents have varied
learning abilities (i.e. decision accuracy). The black dotted line is the performance of asocial
learning agents with the same average lifespan of 50 timesteps. The gray dotted line is the
performance of asocial learning agents with a longer average lifespan of 250 timesteps. The
gold dotted line is the performance of immortal agents (the upper bound of asocial learning)
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5.3.2 To effectively leverage the strength of a model for group learning

in highly efficient networks, agents’ imitation strategies need to be

adaptive to model characteristics.

For any model bias, imitating the last action of the model is not effective for group learning

across all experiments; this is not surprising – agents are learning from other learners who

are also navigating the environment and balancing exploration and exploitation. Learners,

especially prestige-biased imitators, should pay attention to a longer history of models’

actions to perform well in highly efficient networks. Results shed light on the importance of

looking into how agents imitate- agents need a mental model to understand and determine

the most favorable course of action or decision in a given situation [41, 117].

Age-biased Imitation

When agents imitate models based on just age in Figure 5-4, imitating the most frequent

action based on all action history is more effective than asocial learning. The imitation

strategy is also more reliable than imitating based on recent actions (time filter) across

group imitation probabilities. The strength of imitating the oldest agent is its amount of

experience accumulated with age; imitating the most frequent action based on the model’s

complete action history fully leverages the size of models’ knowledge pool at an individual

level.
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Figure 5-4: Clockwise from the upper left corner: Explicitly imitating the oldest agent (Age),
agent with the highest mean reward after applying age filter (Skill with Age Filter), and agent
with the highest cumulative reward (Age Skill) (Y-axis) Group performance in terms of
mean regret across the last 2500 timesteps averaged across trials, each 5K steps long.
(X-axis) Imitation probability. The darkest bar indicates the group imitating the most
frequent action from a model’s complete action history. The lighter bar right next to it
indicates the group imitating the most frequent action pulled by the model from the last ten
timesteps. The lightest bar indicates the group pulling the model’s last action. The black
dotted line is the performance of asocial learning agents with the same average lifespan of 50
timesteps. The gray dotted line is the performance of asocial learning agents with a longer
average lifespan of 250 timesteps. The gold dotted line is the performance of immortal
agents (the upper bound of asocial learning)
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Skill-biased Imitation

When agents use skill as a signal to choose and imitate models, imitating the most frequent

action based on the model’s recent actions is more reliable and adaptive strategy than

imitating based on the model’s complete action history (Figures 5-4 and 5-5). This may

imply that the strength of models chosen based on skill is rooted more in the quality of

recent experience.

However, results (Appendix A-6 and A-7 on the left) provide evidence that just skill as a

signal may distort models’ actual knowledge level, inadvertently deceiving the group to learn

from sub-optimal agents without knowing. With an adaptive imitation strategy, skill-biased

imitators with age filters can learn more efficiently than those without. Here, the age filter

prevents the group from imitating agents who have less experience and likely did not explore

sufficiently but still earn high average rewards from luck.

To highlight once again, it is important to consider the interactive effect of who and how to

imitate on group performance. Even with age filters, these learners can be less effective for

group learning than unbiased imitators if they follow maladaptive imitation strategies (i.e.,

imitating the most frequent action based on the model’s complete action history). In these

groups, learners chosen as models are older than those chosen just based on average reward.

Yet, the group is not necessarily imitating the oldest agent who has the maximum quantity

of experience from which imitators can leverage the model’s entire action history (Appendix

A-7 on the left). Adding an age filter in skill bias also reduces the number of potential

models to be imitated across time spans (Appendix A-7 on the right). In contrast, unbiased

imitators (even with age filters) imitate from a larger sample of models, which means more

variation in social information; as a result, groups with unbiased learners have a relative

advantage in exploring a broader range of actions and expanding the knowledge pool at a

collective level. Imitating based on models’ complete action history may be adaptive only

when agents imitate from models with absolute quantity or diversity of experience; agents

with the highest mean reward do not exhibit such characteristics.
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Figure 5-5: Left to right: Explicit imitating groups based on the model’s complete action
history, action history from the last ten timesteps, and last action. (Y-axis) Group perfor-
mance in terms of mean regret across the last 2500 timesteps averaged across trials,
each 5K steps long. (X-axis) Group imitation probability, or network efficiency. Greater
group performance is represented by lower mean regret. The black dotted line is the perfor-
mance of asocial learning agents with the same average lifespan of 50 timesteps. The gray
dotted line is the performance of asocial learning agents with a longer average lifespan of 250
timesteps. The gold dotted line is the performance of immortal agents (the upper bound of
asocial learning)
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5.3.3 Imitation Strategy: Independent Belief Formation with Weighted

Action Trajectories

Unlike explicitly imitating agents, implicitly imitating agents can perform comparably to,

but generally not better than, asocial learners with a longer average lifespan. The obser-

vation implies that implicit, belief-based imitation is less effective for group learning than

explicit imitation, which is more action-based. This could be because models imitated are

learners themselves, and agents in these experiments do not have direct access to models’

actual beliefs, as often seen in reality. Randomized probability matching with beliefs approx-

imated based on models’ actions could lead imitators to pull arms never sufficiently explored

by the model, given the algorithm’s tendency to balance exploration and exploitation. In

contrast, explicit action-based imitation can provide more accurate information about what

arms a model exploits.

Nonetheless, with nuanced changes in how agents imitate, implicit imitation can be more

effective than asocial learning with the same average learning period; groups following age-

based implicit imitation with filters are more efficient in learning than asocial learners with

the same average lifespan. Groups with filters consider both actions (not) taken by the model

when forming beliefs about the reward environment. Results (Figure 5-6) suggest inactivity

provides useful additional information for effective imitation, assuming agents have access to

the complete action space of the model.2 However, individual models’ amount of experience

seems to be a crucial requirement for implicit imitation to be helpful in group learning.

Models selected for having the maximum mean reward can fall short in this regard (as

discussed in the previous section 5.3.2), making the given imitation strategy maladaptive

for skill-biased learners.

2In more complex environments, it can quickly become impractical to consider every possible situation,
and information about situations that did not occur may not be beneficial for learning.
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Figure 5-6: Left to right: Implicitly imitating groups without (left) and with (right) filter. (Y-
axis) Group performance in terms of mean regret across the last 2500 timesteps
averaged across trials, each 5K steps long. (X-axis) Group imitation probability, or network
efficiency. Greater group performance is represented by lower mean regret. The black
dotted line is the performance of asocial learning agents with the same average lifespan
of 50 timesteps. The gray dotted line is the performance of asocial learning agents with a
longer average lifespan of 250 timesteps. The gold dotted line is the performance of immortal
agents (the upper bound of asocial learning)
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Chapter 6

Multi-Agent Linear Thompson

Sampling and Prestige-based

Imitation in Small Groups

6.1 Overview

This chapter examines a more complex informational environment and offers preliminary

findings that validate discussions from previous chapters; we now consider Linear Thomp-

son Sampling agents in multi-agent contextual bandits settings. To continue ex-

ploring the effect of selective imitation across different learning environments, this chapter

examines a small group of 7 agents navigating a 100-armed contextual bandit game. The

task is now to approximate 𝜇* that determines rewards for each arm together with its con-

text; 𝜇* could be considered as some shared norm, which agents try to learn.

The method of imitation is different from Chapters 4 and 5 in that imitating

agents faithfully adopt an observed model’s belief ( ̂︂𝜇𝑖(𝑡)), or estimate of 𝜇* about

the linear contextual bandit. This method of belief-based imitation is more faithful

and accurate than the implicit imitation method in Chapter 5 where models’ beliefs are

independently assumed by learners based on models’ actions within some arbitrary time

frame. Beliefs adopted as a method of imitation in this chapter are models’ actual beliefs
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about the model updated and accumulated across their entire history.

Results from this chapter again show that imitating others’ behaviors and observing corre-

sponding rewards is helpful in a more challenging learning environment, though who, when,

and how they imitate matters altogether. Adaptive learning contexts, given access to model

beliefs formed based on their entire action history, are similar to what was observed in pre-

vious chapters, where agents performed action-based imitation and chose the most frequent

action across the model’s full action history. The performance of agents imitating the oldest

agent at each timestep is robust across imitation probabilities. Skill-biased social learners

outperform unbiased counterparts until network efficiency reaches an extreme level. As in

previous chapters, preliminary findings from this chapter also show that group performance

is intricately linked to individual model performance; in highly efficient networks with a

high group imitation probability, model dependency becomes more pronounced, which can

be a critical risk to group performance. In summary, results from this chapter highlight that

the effectiveness of belief-based imitation in the form of faithfully adopting other learners’

beliefs about the environment (𝜇𝑖(𝑡)) hinges on the quantity/diversity of model’s experience,

with the oldest agents holding a competitive edge in this regard.

6.2 Environment

6.2.1 Linear Contextual Bandit

In our contextual bandit environment, 𝜇* ∈ R𝑑 is shared across all agents where 𝑑 = 5. As it

maps the observed context of a chosen action to expected rewards, we consider the parameter

of interest, 𝜇*, as an underlying function or preference vector within some information

environment. 𝜇* could represent a social rule or ground truth in our society or a functional

rule required to demonstrate a complex skill or use of specific technologies. For our project,

we only consider stationary contextual bandits where 𝜇* remains fixed across timesteps.

At each time step t, each agent independently updates beliefs about 𝜇*, or 𝜇𝑖(𝑡)); accordingly,

each learning agent independently chooses an arm to pull. A group of agents share and selects

from the same set of K arms represented by context vectors, 𝐴𝑡 = {𝑥1,𝑡, 𝑥2,𝑡, ..., 𝑥𝑘,𝑡} where

𝑥𝑘,𝑡 ∈ R𝑑 and 𝐾 = 100. The vector contains information about the context of action k.

Contexts are fixed across time steps across timesteps.
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A reward is the most true signal from the environment about agents’ performance. 𝑟𝑘,𝑡

is the reward associated with each arm k (or its context 𝑥𝑘,𝑡) at timestep t. Each agent

receives and seeks to maximize its total expected discounted future reward, operationalized

as negative regret. The reward is not dependent on the actions of other agents.

We assume that the contexts are independent and identically distributed (i.i.d.) and that

there is a linear structure in the function of rewards. We place a Uniform prior on 𝜇*, which

is our parameter of interest. Context vectors and 𝜇 are then normalized. Reward likelihood

is assumed to be Gaussian.

(6.1) 𝑥𝑘 ∼ 𝒰(−1𝑑, 1𝑑)

(6.2) 𝜇* ∼ 𝒰(0𝑑, 1𝑑)

(6.3) 𝑟𝑘,𝑡|𝜇*, 𝑋 ∼ 𝑁(< 𝜇*, 𝑋 >, 𝜎2)

Asocial learners use Linear Thompson Sampling (See Section 3.3.2) to select and pull an

arm.

6.3 Experiments

As in Chapters 4 and 5, all social learning agents oscillate between imitation and Thomp-

son sampling (asocial learning) based on some pre-determined group imitation probability

(imitate_prob).

See Table 6.1 for parameters considered in our experiments.

6.3.1 Social Learning Policy

As in Chapter 5, imitated models are selected based on who has the maximum score in terms

of a chosen prestige metric. If there is more than one agent at the highest rank, the model is

chosen randomly from these agents. Social learners imitate with f = 20%, 40%,60%,80%,98%

probability, which represent different levels of network efficiency. An agent will not imitate
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Table 6.1: Experiment Parameters

Parameter Options Description
[WHO] oldest, highest mean reward (skill), most skilled

after age restriction (age_restricted_skill),
highest cumulative reward (age_skill), random

Model Selection

[HOW] Imitate based on the model’s last 10 actions Time Frame
Explicit belief-based imitation per individual
policy (i.e., Adopt 𝜇𝑖(𝑡) for timestep t )

Imitation Type

[WHEN] {0.2, 0.4, 0.6, 0.8, 0.98} Imitation Probability
(Network Efficiency)

7 agents Group Size
100 arm bandit Arm Size

if its current prestige rank is the highest rank among all other agents; this condition is not

applied in the case of random imitation. Social learners who imitate at timestep t do so by

temporarily adopting and selecting an arm based on the model’s belief 𝜇𝑖(𝑡). Social learners

who are not imitating at timestep t choose an arm based on Linear Thompson sampling

[114].

6.3.2 Evaluation

The same set of evaluation metrics from Chapters 4 and 5 is used. See Section 4.3.2.

6.4 Results and Discussion

6.4.1 Imitators perform better than asocial learners

Asocial agents with a longer average lifespan of 250 timesteps do not perform any better than

those with a shorter average lifespan of 50 timesteps, meaning that information accumulation

and exploration-exploitation problems are now more difficult in a contextual bandit setting,

and they cannot simply be compensated by a longer learning period within a limited lifespan

alone.

Imitation from one source is an effective mode for overcoming this problem though model

biases and learning environments do matter. Given that models imitated in a group of

unbiased learners are selected at random, model performance among unbiased learners could

be considered as the average knowledge of an individual. As observed in Chapter 4, a high

model reward (Bottom of Figure 6-1) in this environment implies that imitation can be
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beneficial not only for cumulative shared welfare but also for individual agents.

6.4.2 Imitation-based group learning can be effective in efficient networks

or very high levels of imitation probability, provided that agents

have a model bias that is adaptive to their group imitation strategy.

Now facing a more complex task, groups generally perform better in settings with moderate

group imitation probability, especially when imitated models are ranked based on skill.

Such observation is consistent with [71, 10], which observed partially connected network

structures 1 to be beneficial for groups facing complex problem-solving task in the long

run. Network inefficiency forces exploration and reduces the likelihood of converging to sub-

optimal solutions. Again, results suggest the importance of understanding the interactive

effects of network efficiency with individual-level social learning strategies, which lead to

different exploration-exploitation patterns.

Nonetheless, groups can still perform well in close to fully connected networks if individuals

use adaptive imitation strategies. As with implicit imitation in Section 5.3.3, the amount

of experience it has accumulated matters when an agent i updates its belief about the

environment (𝜇𝑖(𝑡)). Assuming that an agent observes accurate reward at each timestep,

the more arm-reward pair it observes, the better it will approximate 𝜇𝑖(𝑡). Accordingly, the

model’s amount of experience matters for group learning in efficient networks where group

imitation probabilities are high and model dependency is high.

Age-based Imitation

We observe that groups imitating the oldest agent perform best among social learners with

different types of model biases; group mean regrets are lower across group imitation proba-

bilities. As seen in section 5.3.2, age bias seems to be adaptive when agents imitate based

on models’ complete action histories, now represented by adopting models’ beliefs (about

𝜇*) as it is continuously updated across the model’s lifespan. Again, group regret inversely

correlates with model reward. Oldest agents in age-biased homogeneous groups of learners

demonstrate robust performance across changes in group imitation probabilities.

1Moderate network efficiency here is equivalent to moderate speed to which information about potential
solutions diffuse throughout the network.
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Skill-based Imitation

Skill-biased social learners perform better than unbiased social learners before their perfor-

mance crashes when group imitation probabilities reach 80%-98% (i.e. when their network

becomes highly efficient). Adopting the beliefs of learners with the highest mean reward is

ineffective for learning at an individual level as well (Bottom of Figure 6-1). In the current

learning context, the quality of the model’s knowledge is dependent on its absolute quantity

of (positive and negative) experience, hence skill-based imitation may be ineffective; based

on our operationalization of skill, agents with the highest mean reward can be due to luck

and lack an absolute amount of experience. As seen in Section 5.3.2, unbiased imitation

has a relative advantage in this regard compared to skill-based imitation. Unbiased social

learners will explore a broader range of models with varied age, or amounts of accumulated

experience.
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Figure 6-1: Top: (Y-axis) Group performance in terms of mean regret across the
last 2500 timesteps averaged across trials, each 5K steps long. (X-axis) Group imitation
probability, or network efficiency. Greater group performance is represented by lower mean
regret. The black line is the performance of asocial learning agents with the same average
lifespan of 50 timesteps. The gray line is the performance of asocial learning agents with a
longer average lifespan of 250 timesteps.; Bottom: (Y-axis) The performance of imitated
models in terms of mean reward across the last 2500 timesteps averaged across
trials, each 5K steps long. Higher model rewards represent greater group performance. (X-
axis) Group imitation probability, or network efficiency.
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Chapter 7

Extended Discussion and Conclusion

7.1 Implications

Researchers can use multi-agent learning to formulate and test hypotheses when analyzing

technology in relation to society. For example, the underlying objective of the U.S. Copyright

law is to promote “the progress of science and useful arts”. Science is essentially a collective

search task, and innovation is “fundamentally a cultural evolutionary process” [49, 86]. [49]

shares a theoretical model along with ethnohistorical and archeological cases to demonstrate

that innovation can be created just with “incremental additions, recombinations, and lucky

errors” without individuals contributing novel inventions; yet, he also posits that the flow

of additions and recombinations can only be maximized when everyone openly shares their

ideas and inventions (i.e., high degree of interconnectedness). Future work could potentially

use multi-agent learning to explore how the efficient pooling of existing cultural knowledge

by a central artificial agent like generative foundation models impacts innovation, measuring

creative opportunity costs in terms of regret. The central artificial agent could generate or

recommend an arm (representing content, ideas, or inspirations) from which other individual

agents observe to make individual decisions. Experiments could then add and test the effect

of additional socio-technical conditions that may influence group outcomes. Current tensions

within the creative community on using AI as a tool versus human replacement provide

another example demonstrating various modes of social learning. While experiments in

previous chapters considered hybrid social learning (oscillating between individual learning
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and imitation across timesteps), agents could perform non-hybrid social learning where they

always adopt recommendations generated by the central agent instead of independently

learning through experience. Experiments could also discount rewards to represent the lack

of adequate compensation for artists’ work from which these models have imitated and used

as engines to power their generative capabilities. Following decreased incentives for artists

to share and upload products of experiential learning online 1, lower imitation probability

could represent the change in network efficiency or interconnectedness.

Nonetheless, it is important to exercise caution when utilizing multi-agent learning to inform

high-impact decisions:

Simulation designs are contingent upon assumptions about the workings of technology and

human behavior when interacting with technology. Before running simulations, further user

research is needed to investigate how average individuals use or exploit the technology and

its context. While experiments in this thesis considered a task with a single objective among

homogeneous agents, humans and organizations are highly heterogeneous with varying needs;

having algorithmic solutions that work on average does not mean they will be useful for

sub-populations [45]. One could easily focus on the dominant user groups at the expense of

overlooking marginalized populations. Faulty modelling premises that inform system design

decisions can disproportionally affect humans [92, 29].

Furthermore, the type of multi-agent models should be carefully considered. While tradi-

tional agent-based models considered in this thesis operate on pre-defined, fixed behavioral

rules to simulate learning agents, an increasing number of works are considering alternative

computational tools; exploring whether or not large language models (LLMs) learn human-

like traits and biases, these works propose LLMs as a tool to simulate (human) agents

[5, 6, 95]. While LLMs produce text based on statistical patterns extracted from exten-

sive human linguistic data, the proprietary “black box” nature of LLM poses difficulties for

researchers in testing and assessing the underlying mechanisms behind collective outcomes

and replicating results. Indiscriminate use of LLMs may lead to drawing conclusions about

human society that are ungrounded in reality [106]. Again, a recent study [7] also sug-

gests WEIRD-in, WEIRD-out problems in LLM outputs where LLM’s average responses

1To avoid having their artworks trained by generative foundation models, artists are actively pulling
down their works and even removing their accounts from online art platforms (Appendix A-1)

86



are biased towards behaviors in Western, Educated, Industrialized, Rich, and Democratic

(WEIRD) countries.

Last but not least, care is required when one translates simulation results to support deci-

sions aimed at achieving relevant but often abstract policy goals. There is yet an absence

of comprehensive measures that define human creativity and innovation. While multi-agent

learning can highlight potential collective benefits or harms of a design choice before de-

ployment, researchers translating simulation results to high-impact decisions must be wary

about the potential to change behaviors on the basis of policy considerations.

7.2 Limitations

Models are predictive; in essence, they predict emergent group outcomes grounded in as-

sumptions about specific learning circumstances. They are also abstractions of reality; much

predictive power can be lost by (unknowingly) simplifying important details and abstracting.

While experiments in this thesis shed light on the importance of the types and frequencies

of social learning strategies, they assume a single learning strategy per group instead of a

population with mixed strategies. Despite yielding quantified variances in diverse learning

parameters, simple simulations like the ones considered in this thesis will almost certainly

fail to capture the complete reality of increasingly agentic social systems at scale [25]. Find-

ings will need additional validation through empirical, large-scale human studies before

implementing these social learning strategies as part of the system design to mediate social

interactions and coordinate group behaviour. For instance, experiments from previous chap-

ters operate under the assumption that all agents have direct access to the actions of their

peers, and that they can replicate with a high degree of accuracy. This assumption does

not always hold in reality; as demonstrated by the transmission experiments conducted by

[112], even linguistic communication among human participants exhibits noisy transmission.

Despite these limitations, however, observations from these simulation experiments can con-

nect micro-level interactions to macro-level phenomena and generate relevant predictions;

these predictions can 1) bring attention to potentially worrisome phenomena that warrant

further examination and 2) motivate further allocation of resources to measure these risks

that may manifest in real-world scenarios.
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7.3 Future Work

Future work could consider reinforcement learning models in multi-agent contextual ban-

dits settings and validate findings from previous chapters. The extended study can also

explore the challenge posed by following fixed prestige cues and consider a learning envi-

ronment where these explicit heuristics are absent. We have seen that action trajectories

can be a powerful signal of agents’ private rewards. This study could address how agents

should learn who to imitate based on other agents’ action trajectories. Future experiments

involving reinforcement models could consider and compare the effects of different represen-

tations/observations, feedback (reward function) and strategies (network) on effective social

inference and group learning. More exploration with engineering will be needed to think in

terms of Markov games and address issues like scalability and computational inefficiency.

Furthermore, case studies could be conducted to illustrate when social learning works or

fails in socio-technical systems. For instance, it would be valuable to explore the interplay

between algorithmic amplification, which enhances the visibility of “prestigious” individuals,

and social learning mechanisms, all within an unified paradigm. This investigation could

delve into the dual nature of the prestige signal—examining its role as a filter for high-

quality information while also considering its potential for amplifying bias. Multi-agent

learning could help investigate and compare the impact of functional goal alignment (or

misalignment) in socio-technical systems that leverage social learning; researchers could

consider scenarios where social learning agents imitate the actions of a particular agent

who shares similar contextual cues but have different, misaligned normative goals. The

exploration could take place within the framework of a contextual bandit setting, shedding

light on how differing objectives (denoted as 𝜇* in the case of contextual bandits) among

agents might influence the dynamics of information sharing and learning.

Finally, this work focuses on learning among independent agents in a homogeneous, static

environment with an interaction reward to predict how others would act; future work should

study sequential social dilemmas and the potential role of social learning in group dynamics

and norm acquisition. An example of a sequential social dilemma could be Harvest [73, 28],

where individuals compete over finite resources that deplete over time. Sequential social

dilemmas have spatio-temporal dynamics and are situated in strategic environments where
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agents have interdependent reward structures and share tensions between a social/normative

goal and self-interests. Norm acquisitions have two parts: 1) efficiently aggregating and

transmitting important information across generations of agents and 2) cooperating with

other agents with mismatched incentives. As Shona L. Brown puts it, maintaining a norm

is like building a new equilibrium, and we need to reinforce it every day [36]. Agents

must infer the cooperative intent among multiple agents in a shared environment. Running

computational experiments in this environment would require more thought on how to model

strategic imitation and dynamic rewards from social interactions that predict how others

will act.

7.4 Final Thoughts

Multi-agent learning is a useful tool to investigate the role of social learning at an individual

level in group learning dynamics.

Exploration of imitation’s impact on group fitness in this thesis has shed light on the interac-

tive effects of learning decisions over who (prestige metrics/biases), when (group imitation

probabilities/network efficiency), and how to imitate in homogeneous group learning sce-

narios. Unbiased imitation can work well in homogeneous groups across different learning

environments if a minimum age requirement is applied before model selection. Additionally,

the choice between imitation strategies based on models’ complete action histories or recent

actions significantly influences group fitness outcomes, emphasizing the critical role of strat-

egy selection. Surprisingly, group learning can be efficient in networks with exceptionally

high levels of imitation probability, reaching up to 98%, if the group imitation strategy is

adaptive to strengths and pitfalls of different model biases, or vice versa. Our findings under-

score the significance of taking into account the social learning approaches at an individual

level; social interventions within organizations may fail to achieve desired outcomes if these

strategies and their interactions with the environment are not considered.

Careful experimentations with multi-agent learning can be helpful for policy and technology

designers when they leverage social learning to build socio-technical systems. Designers

mediating and coordinating social learning among users on social media platforms would

want to run counterfactual experiments when they engineer explicit prestige signals that
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shape group communication and learning. Designers building an algorithmic agent that is

pre-trained with internet data (a repository of collective knowledge) need to consider the

two-way social learning between the agent and humans; they should be wary of learning

contexts and methods on both sides to mitigate ramifications of these interactions and

ensure these technologies are helpful and harmless to our society at large.

In essence, this thesis illuminates the nuanced interplay between imitation, group dynamics,

and learning efficiency, offering valuable insights across various domains where social learning

plays a pivotal role.
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Appendix A

Figures

A.1 Chapter 3

A.1.1 Changing Content Distribution Practices on ArtStation
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Figure A-1: Image: Tweets from @SHelmigh with 45.8K followers
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A.1.2 Potentially Deadly (AI-generated) Foraging Books on Amazon

Figure A-2: Image: Tweet from The New York Mycological Society
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A.1.3 Stack Overflow Information Pool

Figure A-3: From Reddit Post "ChatGPT was trained on Stackoverflow data and is now
putting Stackoverflow out of business." ChatGPT is considered to be one of the causes for
the decrease in traffic. One user shares "I mean, idk. Speaking only for myself, but like 90%
of the things I’d previously go to stack overflow for I now ask GPT(-4) first, and much more
often than not it’s sufficient for solving whatever problem I’ve come up against."

A.2 Chapter 4

A.2.1 Model Performance Among Unbiased Learners

94



Figure A-4: Model performance in terms of mean regret across the last 2500
timesteps averaged across trials, each 5K steps long. (X-axis) Group imitation probability,
or network efficiency. Greater Model performance is represented by higher mean reward
of a model. The black dotted line is the performance of asocial learning agents with the
same average lifespan of 50 timesteps. The gray dotted line is the performance of asocial
learning agents with a longer average lifespan of 250 timesteps. The gold dotted line is the
performance of immortal agents (the upper bound of asocial learning).
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A.3 Chapter 5

In this pseudo-algorithm, "prestige" is defined as the skill level among agents who have been

active for more than 20 timesteps:

Algorithm 2 Prestige-biased Social Learning among Multiple Agents; prestige:
age_restricted_skill.
0: Input: num_agents 𝑁 , status_type = 𝑠, imitate_freq 𝑓 , learning_ability 𝜙,

avg_lifespan 𝜐, num_timesteps 𝑇 , num_arms 𝐾
0: for 𝑎𝑖 = 1 to 𝑁 do
0: if IMITATE = Ber(𝑓) AND 𝑡𝑎 > 1 AND Max(allAgentStatus) ̸= 𝑠𝑎 then
0: Consider agents (𝑡𝑎)𝑗 > 20 to imitate
0: Select ImitatedModel = max(allAgentStatus)
0: Choose and pull an arm based on ImitatedModel’s previous actions
0: else
0: Choose and pull an arm using Thompson Sampling
0: end if
0: if Ber(𝜙) = 1 AND corresponding reward > 0 then
0: Observe a reward of 0
0: else
0: Observe the true reward of the chosen arm
0: end if
0: Update belief about the chosen arm
0: if 𝑎𝑖 reaches pre-defined lifespan then
0: Reset agent beliefs, status, and history
0: end if
0: Update agent status 𝑠𝑎
0: Update agent age 𝑡𝑎
0: end for=0
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A.3.1 Comparing Efficiency of Social Learning versus Asocial Learning

When Task Complexity is Lower

Figure A-5: Counter-clockwise: Imitating Based on Models’ Complete Action History, Ac-
tions From Last 10 Timesteps, and Last Action. (Y-axis) Group performance in terms
of mean regret, within 100 agent network with 80% group imitation probability,
facing 10 armed bandit (X-axis) Across the first 1000 timesteps, averaged across tri-
als (each 5K steps long). The black dotted line is the performance of asocial learning agents
with the same average lifespan of 50 timesteps. The gray dotted line is the performance of
asocial learning agents with a longer average lifespan of 250 timesteps. The gold dotted line
is the performance of immortal agents (the upper bound of asocial learning)
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A.3.2 Potential Pitfalls of Models Selected Based on Skill, or Mean Re-

ward

Figure A-6: Model and group performance per model bias. We observe a positive
correlation between group performance and model performance. All learning biases have an
inverse relationship between group regret and imitated model reward except bias towards
the highest mean reward (skill). (Y-axis) Performance of imitated models in terms of mean
reward across the last 2500 timesteps averaged across trials, each 5K steps long. (X-axis)
Group performance in terms of mean regret across the last 2500 timesteps averaged across
trials, each 5K steps long. Each point indicates an experiment exploring different learning
parameters among 100 agents.

Social learning group performance, including random imitation, is generally positively cor-

related with model performance; low group performance can imply that eligible agents con-

sidered skillful after applying an age filter are not sufficiently knowledgeable. There was

one type group that showed one exception to this trend: agents biased towards the highest

mean reward (skill)
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Figure A-7: On the left: Correlation between Model Performance and Model Age.
(X-axis) Performance of imitated models in terms of mean reward across the last 2500
timesteps averaged across trials, each 5K steps long. (Y-axis) Model age in terms of
timesteps, accumulated across its lifespan. Each point indicates an experiment exploring dif-
ferent learning parameters among 100 agents. On the right: Correlation between Model
Performance and Model Diversity. (X-axis) Performance of imitated models in terms
of mean reward across the last 2500 timesteps averaged across trials, each 5K steps long.
(Y-axis) The Number of Unique Models Imitated across trials, each 5K steps long. Each
point indicates an experiment exploring different learning parameters among 100 agents.
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