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Abstract

Previous works have shown that nanosecond pulsed plasmas can have strong bene-
fits on ignition, including a reduction of ignition delay times, a decrease of minimum
ignition energies, or an extension of lean ignition limits. These effects are highly
dependent on experimental conditions such as temperature, mixture, pulse repetition
frequency, pulse energy, or discharge size. Therefore, a model allowing for parametric
explorations is needed to separate the influence of each variable on plasma-assisted
ignition. This work presents the development of both (i) a zero-dimensional (0D)
chemical model for plasma-assisted combustion relevant for aircraft engine applica-
tions, and (ii) a one-dimensional (1D) radial fluid model of reacting flows describing
radial ignition triggered by Nanosecond Repetitively Pulsed discharges (NRP).

The models developed are used to explore the influence of various parameters in
an optimization effort. Using the 0D model, the influence of initial gas temperature
and energy deposited per pulse on the reduction of ignition delay time is analyzed.
Various mixtures of fuel/oxygen/nitrogen are also explored, changing the equivalence
ratio and dilution factor, and compared with an instantaneous pure thermal input
from the discharge to quantify the chemical effect of the discharge. The 1D model
is initially demonstrated in a scenario where no plasma is present, focusing on the
ignition of a methane/air mixture by a high-temperature kernel. Additionally, a test
case is presented, comparing different NRP ignition strategies. In this case, the total
power budget of the discharge is maintained within a narrow range by adjusting the
pulse repetition frequency inversely proportional to the square of the plasma region
size. Different plasma kernel sizes and pulse repetition frequencies are explored, and
their effect on ignition and flame propagation enhancement is discussed.

Thesis Supervisor: Carmen Guerra-Garcia
Title: Atlantic Richfield Career Development Professor in Energy Studies
Assistant Professor of Aeronautics and Astronautics
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Chapter 1

Introduction

1.1 Background on Plasma-Assisted Ignition

1.1.1 Brief History

Plasmas have always been used to help combustion processes. Automobiles use a

thermal spark to ignite the fuel and initiate combustion since the 1910s. A thermal

spark is a high-energy thermal plasma arc initiated by an externally-applied electric

field. In such configurations, the plasma is only used as a thermal input (no significant

kinetic effects). Thermal sparks have been studied for decades and their behavior in

internal combustion engine environments is well documented [27].

The first reported exploration of plasma to enhance combustion through chemical

effects took place in Oxford in 1904, by Haselfoot and Kirkby [26] (who were affiliated

with Sir John Sealy Townsend, who left his name to the Townsend unit). They

showed that electric discharges could be used to ignite hydrogen at low pressures,

therefore extending the limits of ignition using plasma. In the 1960s, extensive work

was conducted at Imperial College by Weinberg et al. to experimentally investigate

the effects on combustion of "plasma jets" (i.e. plasma discharges), in an effort to

enhance combustion [30, 15, 25].
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Research efforts in plasma-assisted combustion really developed in the late 1990s

and early 2000s, when experiments showed that plasma discharges could reduce flame

instabilities and extend lean blowout limits, which is of great interest for industrial

engines manufacturers. Today, the benefits of plasma assistance are largely docu-

mented, but quantitative predictions are challenging, especially because of the strong

dependence on the specific conditions (discharge type, gas conditions).

1.1.2 Benefits of Plasma Assistance

Ignition Delay Time

The ignition delay time (IDT) is a widely used metric for ignition enhancement as

it can be easily retrieved from zero-dimensional chemical kinetics models and can also

be verified experimentally, usually using shock tubes. As soon as 2002, Bozhenkov

et al. [10] proved both numerically and experimentally that, hydrogen and methane

would ignite up to 3 times sooner when actuated by pulsed nanosecond discharges.

Those results were obtained at high temperatures (800 − 2000 𝐾), but other works

have experimentally proved similar benefits for propane at atmospheric tempera-

ture [52]. In a paper from 2008, Kosarev et al. [36] even showed that the ignition

delay time of methane can be decreased by a factor 1000. These results are not lim-

ited to small hydrocarbons: Anikin et al. [5] presented in 2004 an experimental study

revealing the efficiency of pulsed nanosecond discharges in quickly oxidizing larger

alkanes, up to 𝐶6𝐻14. Numerical work for larger hydrocarbons is more challenging

but still exists. An article from 2009 [37] presented both experimental and numerical

evidence that nanosecond discharges reduce the ignition delay time of various hydro-

carbons (𝐶𝑛𝐻2𝑛+2 for 𝑛 = 2 − 5). Overall, past experimental and numerical studies

have shown that pulsed nanosecond discharges reduce ignition delay times (i) at both

ambient and high temperatures, (ii) for pressures ranging from 0.4 to 2 𝑏𝑎𝑟𝑠, (iii)

for all hydrocarbons tested. IDT reduction ranges from a factor 2 at worst but can

reach up to a factor 1000. Experimental campaigns on real-sized engines also showed

that pulsed nanosecond discharges reduce IDT for automotive gasoline [68] and pulse
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detonation engines [40].

Minimum Ignition Energy

The minimum ignition energy (MIE) is the minimum amount of energy needed to

ignite a fuel/air mixture. Such values can be found tabulated for usual fuels when

ignited by thermal sparks. In practice, this value depends on the gas conditions, but

also on the way the energy is deposited (temporal and spatial dependence). In 2011,

Tropina et al. [79] built a physical model of the effect of nanosecond repetitively pulsed

(NRP) discharge on minimum ignition energy of stoichiometric methane and ethylene

mixtures at ambient temperature and pressure. They noted a strong effect of the

vibrational excitation of the gas and observed a decrease in MIE when they increased

the pulse width. Experimental imaging and spectroscopy measurements by Singleton

et al. [70] revealed an interesting case where multiple discharges lead to multiple points

of ignition. Individual ignition kernels appeared where the generation of radicals by

the discharge was the highest. Such findings suggest that plasma-enabled ignition

could allow for more uniform inflammation in certain electrode configurations.

Lean Limits

Since the late 2000s, the use of plasma assistance to maintain combustion below

the lean flammability limit has brought up tremendous attention. Lean combustion is

favorable as the flame temperature is lower, and thus the emission of toxic compounds

like 𝑁𝑂𝑥 is reduced. Pilla’s experiment in 2008 [59] was one of the first to shed light

on the effects of plasma on lean combustion. He found out that, investing only 0.3% of

the flame power in NRP discharges was enough to stabilize a propane/air flame below

its lean blowout limit. Numerous studies further develop the understanding of the

effect. The conclusions were extended to other fuels like methane and ethane [7], with

confirmation regarding the low amount of energy needed for the discharge compared to

the flame power [16]. Kinetic modeling of the effect [6] and optimization strategies [8]

were also conducted during the following decade. Although promising extensions of

the lean blowout limit have been achieved, the net reductions of 𝑁𝑂𝑥 have yet to be
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confirmed, as the plasma activates new chemical pathways of 𝑁𝑂𝑥 production.

If stabilization of flames below the lean blowoff limit has been extensively stud-

ied, only a few works explored plasma assistance to ignite such mixtures. In 2015,

high-speed imaging of the ignition of a lean methane/air mixture by NRP discharges

revealed that it was more effective than traditional sparks [60]. This study revealed

the "jetting" phenomenon, a fluid effect induced by the discharge that tends to gener-

ate a wrinkled flame kernel that drastically enhances the first instants of propagation.

A few years later, experimental imaging of ignition of lean propane/air flame by NRP

discharges revealed that this "jetting" effect was likely caused by the generation of

highly reactive species by the plasma and the apparition of thermal instabilities [43].

High-Speed Flows

Nanosecond plasma discharges have also been found to help combustion in high-

speed flows (supersonic engines for instance). Plasma has been shown to improve

re-circulation and flame anchoring, without necessarily inducing drag as geometrical

flame holder elements would. In 2010, Do et al. published several experimental results

where NRP discharges allowed for the ignition of hydrogen and ethylene in supersonic

flows [17, 18].

Other benefits of plasma are summarized in the topical reviews by Starikovskaia [72]

(2006), Starikovskiy and Aleksandrov [74] (2013), and Ju and Sun [33] (2015).

1.1.3 Efforts on Chemical Kinetics Tools and Mechanisms

In 2014, Starikovskaia wrote a topical review of the modeling efforts in the plasma-

assisted combustion community [73]. Zero-dimensional models (chemical kinetics) are

the most widely studied because they are convenient to handle, and can give insight

into processes that happen during short timescales where higher dimensional effects

can be neglected. Reaction rates are often validated against shock tube experiments,

which provide uniform and repeatable conditions.
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As its name suggests, the modeling of the chemistry of plasma-assisted combustion

relies on the coupling of plasma and combustion chemistry. Because of its large

industrial applications, combustion chemistry has been relatively well studied, at

least for small fuels. The most widely used mechanism is the GRI [71], which focuses

on methane combustion at high temperatures. Other combustion chemical kinetics

models have been developed to better describe specific applications: HP-Mech [85, 66],

USC Mech [82], Konnov mechanism, LLNL [2], UCSD [1]...

The plasma chemical models are much more diverse as they can focus on a wide

range of mixtures. The most widely used plasma mechanism for air has been devel-

oped in 1992 by Kossyi et al. [38]. Since then, extensive work has been conducted to

gain confidence in fuel/air mixtures, especially by Adamovich’s group at Ohio State

University. The importance of electronically excited states of nitrogen and oxygen

has been demonstrated as they rapidly quench after the discharge and lead to the

production of radicals that benefits the combustion, especially 𝑂 atoms. The rapid

quenching of electronically excited states produced during the discharge can also lead

to what has been referred to as "fast gas heating" by Popov in 2011 [62], when

the energy stored in the excited state is released as thermal energy in nanosecond

timescales.

The fundamental difference between combustion and plasma chemistry is that the

key reactions that happen during the pulse time are triggered by collisions between

heavy particles and free electrons that have been accelerated by the electric field.

Those reaction rates depend on the electric temperature, rather than the much lower

temperature of the background gas, and need to be computed using collisional cross-

section tables that give the collision rate for a specific reaction. A typical approxima-

tion used is the Local Field Approximation (LFA) where the dependency with electron

temperature is directly described by the reduced electric field, or 𝐸/𝑁 . Most of these

tables can be found online, for instance in the LXCat database since 2012 [50]. The

building of those tables began in the early 2000s, and is ideally validated against
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swarm parameters [65, 47]. A review paper from Petrovic et al. in 2009 summarized

the efforts in this area [57].

Cross-sections tables are then used with Boltzmann solvers, like BOLSIG+ [24],

LOKI-B [76, 77], or BOLOS1 [45]. Those Boltzmann solvers are incorporated in

chemical kinetics solvers. Cantera [22] is an open-source tool widely used in the

chemistry community that can model one-dimensional reacting flows. But the need

to incorporate a Boltzmann solver into the plasma kinetics model forced the plasma

community to develop its own tools. The chemical solver CHEMKIN was one of the

first ones to incorporate plasma kinetics modeling in the mid 1990s [63]. Strongly

based on this old chemical solver, ZDPlasKin [51] is today the most widely used

plasma kinetics, open-source solver although multiple solvers exist.

1.1.4 Modeling in Higher Dimensions

Any simulation of plasma discharges in 1D (or higher dimensions) is challenging

because it needs to couple the 0D detailed chemistry to 1D fluid effects. For that

reason, many models were restrained to simplified plasma chemistry, and both tem-

poral and spatial decoupling of plasma and combustion chemistry in order to keep the

computational times low (for instance, considering the plasma as a source of radicals

only). The most widely studied one-dimensional modeling of non-thermal plasmas

remained the propagation of streamers (𝑛𝑠-timescale) [78]. Later work by Breden

et al. looked at simulations of streamer propagations in fuel/air mixtures [11, 12].

Recently, Sharma at al. [67] developed a model of streamer propagation, flame igni-

tion, and propagation by NRP discharge in a hydrogen/air mixture at high pressure.

The influence of plasma gas temperature, radicals seeding, and generation of excited

species was also studied.

1https://bolos.readthedocs.io/en/latest/index.html
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1.2 General Concepts in Combustion

1.2.1 Equivalence Ratio

The equivalence ratio 𝜑 is a dimensionless parameter that represents the mixing

ratio of fuel and oxidizer compared to stoichiometric conditions. Stoichiometric con-

ditions yield 𝜑 = 1, whereas 𝜑 < 1 represents "lean" conditions (i.e. more oxidizer

than what is needed to burn the fuel) and 𝜑 > 1 "rich" conditions (i.e. more fuel

than what can be burnt by the oxidizer). It can be expressed using either the mole

fractions 𝑋 or the mass fractions 𝑌 as:

𝜑 =

(︁
𝑋𝑓

𝑋𝑜𝑥

)︁
(︁

𝑋𝑓

𝑋𝑜𝑥

)︁
𝑠𝑡.

=

(︁
𝑌𝑓

𝑌𝑜𝑥

)︁
(︁

𝑌𝑓

𝑌𝑜𝑥

)︁
𝑠𝑡.

(1.1)

For instance, the ratio of fuel to oxidizer mole fractions in stoichiometric conditions

(𝑋𝑓/𝑋𝑜𝑥)𝑠𝑡. can be retrieved by writing out the reaction balance:

𝐶𝐻4 + 2𝑂2 −→ 𝐶𝑂2 + 2𝐻2𝑂 (1.2)

The equivalence ratio for methane/air mixtures is shown in figure 1-1-a. The def-

inition of equivalence ratio remains valid for mixtures of fuels. For example, if we

define 𝐹 = 0.64𝐶2𝐻4+0.36𝐶𝐻4 (in moles), we can write down the following reaction

balance of combustion of the fuel 𝐹 :

𝐹 + 2.64𝑂2 −→ 1.64𝐶𝑂2 + 2𝐻2𝑂 (1.3)

When mixed with air, this leads to the equivalence ratio evolution plotted in figure 1-

1-b.

1.2.2 Adiabatic Flame Temperature

The combustion of any fuel converts chemical energy (potential energy stored in

chemical bonds) into thermal energy. The energy released during the combustion
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Figure 1-1: Equivalence ratio as a function of fuel fraction in fuel/air mixtures.

of 1 𝑘𝑔 of fuel is usually referred to as heat of combustion or heating value. Such

values can be found tabulated in some textbooks [41] and can be used to compute

the temperature rise caused by ignition:

∆𝑇 =
𝐻𝑣

𝑐𝑝
𝑌𝑓,𝑏𝑢𝑟𝑛𝑒𝑑 (1.4)

Where 𝐻𝑣 refers to the heat of combustion2 and the mass fraction of fuel burned

𝑌𝑓,𝑏𝑢𝑟𝑛𝑒𝑑 depends on the burning conditions (lean or rich):

𝑌𝑓,𝑏𝑢𝑟𝑛𝑒𝑑 =

⎧⎨⎩ 𝑌𝑓 if 𝜑 ≤ 1

𝑌𝑜𝑥

(︁
𝑌𝑓

𝑌𝑜𝑥

)︁
𝑠𝑡.

if 𝜑 > 1
(1.5)

1.2.3 Ignition Delay Time

The ignition delay time (IDT) is the time it takes for a given mixture to ignite.

A mixture will ignite only if the conditions allow it, including (i) the equivalence

ratio is within the ignition range and (ii) the temperature is above the auto-ignition

temperature. At a given pressure and equivalence ratio, the auto-ignition temperature

is a theoretical threshold temperature above which the ignition delay time is finite.
2It is important to note that the heating value 𝐻𝑣 depends on the temperature and physical state

of the fuel before combustion.
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If the conditions are met and ignition does occur, the ignition delay time can be

determined as the instant when the temperature gradient is the sharpest:

∆𝑡𝐼𝐷𝑇 = argmax𝑡

𝜕𝑇

𝜕𝑡
(𝑡) (1.6)

This method works well in traditional combustion reactors, but adding plasma might

need to add some filtering on the temperature profile in order to remove spikes in

temperature rise originating from the discharges.

1.3 General Concepts in Plasma Discharges

1.3.1 Definition of Plasma

Ionized Gas

A plasma is a gas where a significant amount of free electrons and ions exist. Free

electrons are usually produced by ionizations of "heavy particles" (i.e. atoms and

molecules) which become ions. The ionization fraction 𝛼 describes the proportion of

electrons in a gaseous mixture, and the fraction of positive charge carriers (ions) is

approximately the same:

𝛼 =
𝑛𝑒

𝑁
(1.7)

Air in atmospheric conditions typically has a free electron density of 102−103 𝑐𝑚−3,

i.e. an ionization fraction 𝛼 ∼ 10−16. This ionization fraction is very low as free

electrons quickly recombine with ions. Complete or full ionization refers to conditions

where 𝛼 = 1. Flames are sometimes referred to as plasma, as they can sometimes

maintain a significant ionization fraction (depending on fuel, conditions, etc). Works

have reported that free electrons in flames can vary from densities up to 1010 𝑐𝑚−3 [48]

or even 1016 𝑐𝑚−3 [33]. But not all ionized gases are plasmas. Indeed, ionization

fraction or electron density alone is not enough to qualify a mixture as plasma.
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Debye Length

What makes plasma different from a simple gas is that the presence of charged

particles induces "collective effects", especially in the presence of an electric field. For

instance, a particular aspect of plasmas is that they spontaneously shield any electric

field and that their bulk remains "quasi-neutral". The distance an externally-applied

electric field can penetrate into a collection of charged particles is called the Debye

length, which can be expressed as3:

𝜆𝐷 =

√︂
𝜖0𝑘𝐵𝑇𝑒

𝑛𝑒𝑒2
(1.8)

The Debye length is a good estimation of the scale at which plasma effects come

into play. For that reason, the Debye length is often used in the definition of plasma:

the characteristic length scale of the plasma needs to be much larger than the Debye

length.

1.3.2 Non-Thermal Plasma

Non-thermal or non-equilibrium plasma is a type of plasma where the free electrons

and the other particles (called "heavy" particles) are not in thermal equilibrium. This

non-equilibrium case means that the ionized mixture is described by the temperature

of the heavy species 𝑇 (often called "gas temperature"), but also by the temperature of

the electrons 𝑇𝑒. Non-thermal plasmas also present chemical nonequilibrium, and the

energy distribution functions outside of equilibrium (non-Maxwellian), particularly

the electrons.

For non-ionized gases, the gas remains in thermal equilibrium as collisions between

particles homogenize the translational energies of the heavy particles. In a plasma, if

the heavy particles often remain in thermal equilibrium, elastic collisions between an

electron and a heavy particle will not necessarily lead to a homogenization of their

3The formula given for the Debye length is valid for quasi-neutral, "cold" plasma where the
contribution of ions to shielding is neglected.
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temperature. Because electrons are so much lighter than other particles in the gas,

they can have a homogeneous electron temperature by equilibrating through elastic

electron-electron collisions, but this temperature can be significantly different (usually

larger) than the gas temperature.

A gas can be turned into a non-thermal plasma when it is under the application of a

high electric field of short duration. If the electric field is high enough (depending on

the gas and conditions), free electrons naturally present in the gas will be accelerated

enough to cause ionizations by colliding with heavy particles, leading to even more

electrons (electron avalanche). This cascade of ionizations will drastically increase

the electron density 𝑛𝑒, thus reducing the Debye length. Eventually, the externally-

applied electric field will be shielded by a large amount of charged particles, preventing

further ionizations. By keeping the duration of the electric field short, on the order

of nanoseconds, the non-thermal nature of the discharge is maintained.

Earliest studies of plasmas have found that the reduced electric field 𝐸/𝑁 is a more

relevant metric to quantify the electric field as seen by the gas. It is often expressed

in Townsend (1 𝑇𝑑 = 10−17 𝑉 · 𝑐𝑚2).

1.3.3 Thermal and Kinetic Effects

The presence of free electrons in a plasma lead to the emergence of new chemi-

cal reactions. As seen earlier, electrons accelerated by the electric field can lead to

ionizations. But depending on the mixture and the electric field, part of the energy

retrieved from the field will also lead to excitations (rotational, vibrational, electronic)

or dissociations (for molecules). Eventually, the energy communicated from the elec-

tric field to the gas by the intermediary of the electrons can be divided into parts: (i)

thermal energy and (ii) chemical energy.

The thermal energy part is all the part of the energy inputted which, at a given

instant, has been transformed into a rise of the temperature of the mixture. Al-
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though very inefficient (but occasionally observed, like in thermal sparks [46]), the

temperature rise of the heavy species can be originated from direct elastic collisions

with electrons. A more common pathway to release thermal energy is the natural

quenching of excited states after the electron-impact excitation reactions during the

application of the high voltage. Energetic excited states quench very fast ("fast gas

heating" [62], with timescales of nanoseconds), while others like vibrational excitation

take longer (micro-seconds).

Part of the inputted energy can also lead to an increase in the chemical energy of

the gas, either: (i) by storing energy in excited states or (ii) by dissociating stable

molecules. For instance, accelerated electrons colliding with an oxygen molecule (𝑂2)

can lead to an electronic excitation, which will quickly undergo a dissociative quench-

ing, leading to the generation of two oxygen radicals (𝑂, possibly excited). Chemical

effects are often more desired as they can improve the combustion process in a way

pure thermal input cannot [39]. Some plasma-enabled chemical pathways have been

proven to be highly beneficial for combustion efficiency (like 𝑂-radical seeding), as it

allows the bypass of otherwise slow and energy-consuming chain initiation reactions.

1.4 This Work

1.4.1 Motivation

Nanosecond repetitively pulsed plasma discharges have been shown to have tremen-

dous benefits on ignition. Past experiments, some backed by 0D numerical simula-

tions, found important reductions in ignition delay time and minimum ignition en-

ergy, as well as an extension of ignition limits for a wide range of fuels and conditions.

High-speed imaging of the ignition phase has shown peculiar fluid behaviors ("jet-

ting" phenomenon) that are triggered by pulsed plasma discharges and are key to

explaining how the plasma improves ignition.
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Understanding the phenomenon of inflammation, i.e. the creation of the ignition

kernel and emergence of a propagating flame front, is challenging as it needs modeling

of plasma-combustion kinetics in at least one spatial dimension. Previous modeling

of NRP discharges in high dimensions (1D and above) often focuses on the streamer

propagation phase and does not deal with ignition kernel development. Models de-

scribing inflammation by NRP discharges and including detailed plasma and combus-

tion chemistry are scarce and often need extensive computational resources.

To formulate a coherent understanding of the inflammation phase, we need to

be able to build a numerical model that allows for parametric sweeping in order

to decouple the influence of the multiple variables at play (temperature, mixture,

pulse energy, actuation frequency, discharge geometry, etc). This thesis develops a

model that accommodates three different timescales, while not being highly resource-

consuming: (i) the plasma discharge timescale (sub-𝑛𝑠), (ii) the combustion timescale

(sub-𝜇𝑠), and (iii) the fluid mechanics timescale (sub-𝑚𝑠). It can assimilate arbitrarily

complex combustion and plasma chemistry in a one-dimensional fluid code depicting

radial ignition. The effects of plasma on combustion metrics such as flame speed,

ignition kernel size, or minimum ignition energy can then be studied.

1.4.2 Outline

In chapter 2, we describe thoroughly the models that have been developed for

this work. We start with the development of a zero-dimensional model coupling

combustion and plasma chemical kinetics (see section 2.1). We also gather combustion

and plasma kinetics relevant to aircraft applications (especially afterburners) through

the selection of a surrogate fuel (see section 2.3). The 0D code is incorporated in

a one-dimensional radial solver to study the radial ignition and flame propagation

mechanisms arising from a plasma discharge. The fluid equations used and numerical

implementations are summarized in section 2.4.
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Chapter 3 gathers the analysis of the various results obtained. We first study the

predictions from the 0D code with the kinetics mechanism developed in this work and

compare it to results found in the literature (see section 3.1). We then run parametric

sweeps to understand the effect of temperature and pulse energy on ignition delay time

(see section 3.2). We also present in a ternary plot format the effect of equivalence

ratio and dilution on ignition compared to pure thermal input from the discharges

(see section 3.3). We then move to results from the 1D model. Section 3.4 presents a

baseline 1D result without plasma, where ignition is triggered by a high-temperature

kernel. This test case is then compared with cases where ignition is initiated by NRP

discharges applied in a region close to the center (see section 3.5). Two cases are

compared: (i) a large plasma kernel actuated at low frequency (section 3.5.2) and (ii)

a small plasma kernel actuated at high frequency (section 3.5.3). The influence of

plasma kernel size and pulse repetition frequency on ignition and flame propagation

is discussed in section 3.6.

Finally, chapter 4 summarizes the contributions presented in this work. The main

observations regarding the optimization of ignition by NRP discharges are gathered.

Limits and recommendations for future work are discussed.
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Chapter 2

Numerical Model for Plasma-Assisted

Ignition

This chapter describes the zero-dimensional model combining combustion and plasma

chemistry developed as part of this thesis. Plasma and combustion chemical kinetics

are selected for conditions relevant to aircraft engine applications. The 0D code is

then incorporated in a one-dimensional fluid solver in radial coordinates to incorpo-

rate transport effects in the ignition assessment. The focus of the model is to have a

good physical representation (including complex chemistry, transport, and pressure

wave generation) and numerical efficiency (to allow for parametrically sweeping a

large parameter space).

2.1 Zero-Dimensional Combustion and Plasma Ki-

netics Solver

2.1.1 Code Structure

The code developed combines two open-source zero-dimensional chemical kinetics

solvers into one unified structure. The first code is ZDPlasKin [51], a plasma kinetics

solver that uses BOLSIG+ [24] to solve for the electron distribution function. The

second is Cantera [22], a broad chemical solver that can be used for combustion.
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BOLSIG+

BOLSIG+ is a numerical solver of the Boltzmann equation (BE) developed in the

mid-2000s at the Laplace laboratory, France [24]. BOLSIG+ solves the Boltzmann

equation for electrons in order to compute the energy distribution function, and de-

duce the collision rates with the heavy particles.

𝜕𝑓

𝜕𝑡
+

𝑝

𝑚𝑒

· ∇𝑓 + 𝐹 · 𝜕𝑓
𝜕𝑝

=

(︂
𝜕𝑓

𝜕𝑡

)︂
𝑐𝑜𝑙𝑙

(2.1)

Where 𝐹 is the force field acting on electrons (electric force) and 𝑝 = 𝑚𝑒𝑣⃗ is the

momentum.

ZDPlasKin

ZDPlasKin (Zero-Dimensional PLASma KINetics) is a zero-dimensional chemical ki-

netics solver developed a few years after BOLSIG+, by the same group. The solver [51]

allows to solve for low temperature plasma chemistry, with electron energy distribu-

tion functions that diverge from the Maxwellian solution, by solving for the Boltzmann

Equation along with the species continuity equations. It allows to independently track

the electron and bulk gas translational temperatures. More precisely, it uses BOL-

SIG+ to predict the collision rates and other thermodynamic properties that involve

electrons, and use it to solve for a chemical kinetics mechanism. The system of

equations solved by ZDPlasKin is the following:

∀𝑘, 𝑑𝑛𝑘

𝑑𝑡
= −

∑︁
𝑟

𝑎𝑟,𝑘𝑅𝑟 (2.2)

𝑛𝑔

𝛾 − 1

𝑑𝑇𝑔

𝑑𝑡
=

∑︁
𝑟

𝜖𝑟𝑅𝑟 + 𝑛𝑒𝒫𝑒𝑙𝑎𝑠𝑡 (2.3)

Where 𝑅𝑟 refers to the reaction rate of reaction 𝑟. It can be inputted directly

by the user (as an Arrhenius rate for example), or be retrieved from BOLSIG+

computations for electron collisions. 𝒫𝑒𝑙𝑎𝑠𝑡 is the power coming from electron-neutral
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elastic collisions. Each reaction balance is inputted by the user as:

∀𝑟,
∑︁
𝑘

𝑎𝑟,𝑘𝑆𝑘 − 𝜖𝑟 = 0 (2.4)

Where 𝑆𝑘 refers to the name of species 𝑘. For instance, a charge-exchange reaction

between 𝑁+
2 and 𝑂2 would be:

1×𝑁+
2 + 1×𝑂2 + (−1)×𝑂+

2 + (−1)×𝑁2 − (3.54𝑒𝑉 ) = 0

The energy released 𝜖𝑟 (see equation 2.4) is not accounted for if the gas heating

equation (equation 2.3) is not activated. Otherwise, it must be manually inputted by

the user1.

Cantera

Cantera [23] is a code that offers an intuitive thermo-chemical structure to study

chemical kinetics and reacting flows that are mostly described by a single tempera-

ture and Arrhenius type reactions. It can be used to model one-dimensional reacting

flows like flames, but also for zero-dimensional kinetic studies. The model uses ther-

modynamic data files and chemical kinetic mechanisms (such as GRI 3.0 [71] for

combustion) to solve in a versatile environment with multiple options regarding as-

sumptions and initial conditions. In our work, Cantera has been mainly used to

benefit from the thermodynamic data files and structure, and to solve for combustion

reaction mechanisms.

2.1.2 Validation

We used a test case to validate the code, with and without plasma. The test cases

have been taken from the literature, from the work from Kosarev et al. [36] published

in Combustion and Flame in 2008. They proposed a simple plasma mechanism (only

1However, in the case of electron collisions reactions, the energy released 𝜖𝑟 (see equation 2.4)
is already accounted for by BOLSIG+. Generally, the term 𝜖𝑟 must be specified only if the energy
released/consumed goes to/comes from the gas temperature.
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22 reactions) to describe the combustion of methane in argon-diluted mixtures ([36]

table 2). They also used the GRI 3.0 mechanism [71] for the combustion. The gas

is initially composed of stoichiometric methane-oxygen diluted at 90% in argon (in

moles). The initial conditions are at 1450 𝐾 and 1.2 𝑏𝑎𝑟𝑠, with 103 𝑐𝑚−3 as an initial

electron density. The pulse shape has been digitalized from the article ([36] fig.3a)

and extrapolated up to 440 𝑇𝑑 at 𝑡 = 0. Results are shown on figures 2-1 (comparison

of species during the pulse), 2-2 (comparison for autoignition), and 2-3 (comparison

for ignition after a single discharge).

Overall, we can note a very good agreement between the results from the literature

and the predictions from our code. The auto-ignition case (see figure 2-2) presents

an excellent agreement as only the combustion code is used (no plasma), which is

entirely dealt with through the Cantera framework [22]. The cases with plasma

(see figures 2-1 and 2-3) show overall good agreement but small differences can be

observed. For instance, the recombination rate of ions and electrons is slightly smaller

in our predictions (see figure 2-1.a-b). Differences can also be observed in the reaction

rates regarding excitation (especially 𝐴𝑟 and 𝑂2 excitations, see figures 2-1e-f). This

could explain part of the discrepancies that we observe at the combustion timescale

(∼ 1 𝑚𝑠) in the case where a single pulse is applied. Indeed, our work predicts

an ignition delay time around 10 times larger than what is presented in Kosarev’s

paper [36] (see figure 2-3), increasing from 200 𝜇𝑠 up to 2 𝑚𝑠. Large differences

can also be seen in both mole fractions and reaction rates (see figures 2-3.a-d). But

these differences originate only from the pulse computations, as the auto-ignition case

has revealed that the combustion alone matches perfectly the results from Kosarev’s

paper (see figure 2-2). It can be deduced that the small differences we observe during

the pulse timescale ( see figure 2-1) lead to visible consequences on the combustion

timescale (such as on ignition delay time). Since the reaction rates and mole fractions

of the plasma species are largely dependent on the pulse shape and amplitude, as well

as the collision cross sections used, the differences observed between our model and

the literature validation case likely come from those sources. E.g., the pulse had to
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(a) Excited species (Kosarev [36]) (b) Excited species (this work)

(c) Atoms and radicals (Kosarev [36]) (d) Atoms and radicals (this work)

(e) Reaction rates (Kosarev [36]) (f) Reaction rates (this work)

Figure 2-1: Comparison of the 0D code with a test case from the literature: timescale
of the pulse.

be re-created from a figure that did not report the initial value, and so extrapolation

to 440 𝑇𝑑 was used.
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(a) Main species (Kosarev [36]) (b) Main species (this work)

(c) Reaction rates (Kosarev [36]) (d) Reaction rates (this work)

Figure 2-2: Comparison of the 0D code with a test case from the literature: auto-
ignition.

In conclusion, our code shows good agreement with the predictions from Kosarev

et al. [36] during the pulse, and for auto-ignition. Small differences in recombination

rates were observed during the pulse’s timescale which have a significant influence on

overall ignition delay time.

2.2 Energy Considerations

The energy deposited by a single pulse can be directly linked with the current

density and electric field as:

ℰ𝑝𝑢𝑙𝑠𝑒 =
∫︁

𝑗⃗ · 𝐸⃗𝑑𝑡 = 𝑒

∫︁
𝜇𝑒𝑛𝑒𝐸

2𝑑𝑡 = 𝑒

∫︁
𝜇𝑒𝑛𝑒𝑁

2

(︂
𝐸

𝑁

)︂2

𝑑𝑡 (2.5)
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(a) Main species (Kosarev [36]) (b) Main species (this work)

(c) Reaction rates (Kosarev [36]) (d) Reaction rates (this work)

Figure 2-3: Comparison of the 0D code with a test case from the literature: ignition
by a single discharge.

Where only the electrons are assumed to contribute to the current, and where 𝜇𝑒 refers

to the electron mobility (𝑢⃗𝑒 = 𝜇𝑒𝐸⃗). In general, the pulse applied (i.e. the
(︀
𝐸
𝑁

)︀
(𝑡)

function) is either Gaussian in shape or comes from experimental measurements. This

leads to an energy deposited per pulse ℰ𝑝𝑢𝑙𝑠𝑒 that can evolve on a wide range depending

on the mixture, frequency, etc. Indeed, the energy deposited per pulse ℰ𝑝𝑢𝑙𝑠𝑒 depends

primarily on the electron density 𝑛𝑒, which in turn depends on the mixture, the pulse

repetition frequency, and the area under the curve of the reduced electric field. We

can make the approximation:

ℰ𝑝𝑢𝑙𝑠𝑒 ≈ 𝑒
(︀
𝜇̄𝑒𝑁̄

)︀
𝑁̄

∫︁
𝑛𝑒

(︂
𝐸

𝑁

)︂2

𝑑𝑡 (2.6)
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The term 𝜇𝑒𝑁 depends only on the reduced electric field. Since the pulse shape is

usually fixed, the variation in electron mobility is second order compared to direct

dependencies with (𝐸/𝑁)2. The total density 𝑁 also changes only slightly during the

pulse, as it is not affected by ionization. However, the electron density 𝑛𝑒 can take

values anywhere from 103 𝑐𝑚−3 at rest, up to 1019 𝑐𝑚−3 at full ionization, so it has

a huge impact on the energy deposited. The averaged value of the electron density

during the pulse 𝑛̄𝑒 can be a good approximation as the electron density evolves

monotonically during the pulse, on a range much smaller (but still can reach a few

orders of magnitude).

We want to have better control over the energy deposited per pulse ℰ𝑝𝑢𝑙𝑠𝑒, especially

to limit it as simulations have shown that it can sometimes reach very large, unrealistic

values. These challenges arise as we will use the model to sweep a large parameter

space and are using fixed 𝐸/𝑁(𝑡) waveforms. These phenomena occur close to full

ionization conditions (the electron density is very large). In reality, a large electron

density will lead to a decrease in the reduced electric field through shielding effects.

This will in turn reduce the ionization rate, lead to a decrease in electron density, and

hence create a self-limiting process of what energy a pulse can deposit. This shielding

effect is incorporated as a corrected reduced electric field ˜(︀𝐸
𝑁

)︀
:

˜(︂
𝐸

𝑁

)︂
=

(︂
𝐸

𝑁

)︂(︂
1− 𝑛𝑒

𝑛𝑒,𝑠ℎ𝑖𝑒𝑙𝑑𝑖𝑛𝑔

)︂
(2.7)

Where 𝑛𝑒,𝑠ℎ𝑖𝑒𝑙𝑑𝑖𝑛𝑔 refers to the electron density that leads to a complete shielding of

the electric field. We used another method, more direct, where the reduced electric

field is cut off down to 0 𝑇𝑑 when the electron density reaches a threshold value

(about 𝑛𝑒,𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 1015 𝑐𝑚−3). For the case of a square waveform, the energy per

pulse would then be:

ℰ𝑝𝑢𝑙𝑠𝑒 ≈ 𝑒𝜇̄𝑒𝑁̄
2𝑛̄𝑒

(︂
𝐸

𝑁

)︂2

𝑚𝑎𝑥

∆𝑡 (2.8)
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2.3 Surrogate Fuel

2.3.1 Motivation

The fuel typically used in aircraft technology is kerosene, a liquid compound com-

posed of various hydrocarbons. Kerosene includes alkanes whose chemical formulas

range from 𝐶10𝐻22 up to 𝐶14𝐻30. During the combustion process, such hydrocarbons

dissociate in many intermediate products including into smaller hydrocarbon chains.

Consequently, any meaningful combustion mechanism for kerosene would need to

include not only 𝐶10 − 𝐶14 hydrocarbons, but also all the relevant products, i.e.

𝐶1−𝐶9 chains. Tracking all these different species drastically increase the complex-

ity of the model, as it increases the number of unknowns and the number of reactions

scales exponentially.

To simplify the combustion kinetics, the combustion community usually limits the

chemistry to simpler fuels, such as methane (𝐶𝐻4) or propane (𝐶3𝐻8). In the plasma

community, simplifying the chemistry to shorter compounds is even more needed.

Indeed, plasma kinetics are more challenging to validate experimentally and most

plasma-combustion works are limited to air (possibly with argon, nitrogen, or helium

dilution) with fuels: hydrogen or methane. Higher-order hydrocarbons are not studied

as dissociations and ionizations during the pulsing lead to a large number of species

and the reaction rates for these mechanisms have not been validated.

The idea of a surrogate fuel is to use a different fuel in the development phase than

what will be actually used in the industrial application. The goal is to make the

numerical simulations manageable and physically trustworthy, without sacrificing too

much in relevance regarding how the actual fuel will behave. To this end, the selected

surrogate fuel must have similar combustion metrics as the actual fuel, including

ignition delay time, auto-ignition temperature, lean and rich ignition and flammability

limits, laminar flame speed, or reaction pathways. All or part of these metrics are

looked at when selecting a surrogate fuel.
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In their conference article from 2008, Pellett et al. [55] proposed a surrogate hy-

drocarbon fuel for scramjet fuel composed of 36% methane (𝐶𝐻4) and 64% ethylene

(𝐶2𝐻4). This mixture has been selected for our plasma and combustion studies.

(a) Methane (b) Ethylene (c) Octane

Figure 2-4: Chemical formulas for (a) methane, (b) ethylene, and (c) octane.

2.3.2 Combustion Kinetics

As one of the simplest fuels, methane combustion mechanisms have been widely

studied and verified against experimental data. However, combustion mechanisms

are often validated for a specific range of gas pressures and temperatures, as well as

limits in dilution and equivalence ratio. They are typically good to predict one or

several specific global combustion parameters (e.g., flame speed, ignition delay time,

etc). Multiple combustion mechanisms are listed in a paper by Simmie [69]. The

main mechanisms used for methane combustion are summarized in table 2.1 (size of

the mechanism refers to the number of species tracked in the chemical kinetics).

Name 𝑇 (𝐾) 𝑝 (𝑎𝑡𝑚) 𝜑 Size Application focus Ref.
GRI 3.0 1000− 2500 0.01− 10 0.1− 5 53 Methane [71]
HP-Mech < 800 1− 20 0.6− 1.5 93 High-pressure [14]
RAMEC 1000− 1500 40− 260 < 6 38 Methane [56]
USC II 1000− 2500 0.01− 10 0.1− 5 111 𝐻2/𝐶𝑂/𝐶1− 𝐶3 [82]

Table 2.1: Comparison of some combustion kinetic mechanisms used by the combus-
tion community.

Because we are looking at conditions relevant to the afterburner environment (see

table 2.2), we selected chemical mechanisms that describe combustion in atmospheric

pressure, and high-temperature gas conditions. HP-mech [14] and RAMEC [56] are

not selected for this reason. Note however that HP-Mech [14] is particularly interest-

ing at low-temperature conditions and it is considered specially useful when consider-
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ing low-temperature chemistry (of much interest for plasma-combustion applications

in general).

Inlet Condition Main Combustor Afterburner
Temperature (𝐾) 625− 925 925− 1325
Pressure (𝑎𝑡𝑚) 10− 30 0.5− 6

Velocity (𝑚 · 𝑠−1) 30− 60 150− 250
Oxygen (% vol.) 21 12− 17

Table 2.2: Flow conditions in combustion environments for relevant aircraft en-
gines [44].

Secondly, the surrogate fuel is mainly composed of ethylene so we want a chemical

mechanism that describes well ethylene combustion. Various kinetic mechanisms

are compared in an article by Xu and Konnov [84] regarding ethylene combustion.

The mechanisms studied are Konnov’s mechanism [35], the USC Mech II [82], the

LLNL mechanism [2], and the San Diego mechanism (UCSD) [1]. Several parameters

including ignition delay time and laminar burning speed are looked at to determine

which mechanism is the most accurate for ethylene combustion. In 0D simulations,

the ignition delay time is an important parameter that can be easily retrieved. USC

Mech II seems to be the most accurate at predicting ignition delay time for ethylene

on a wide range of temperatures, for these reasons, USC Mech II has been selected

for all simulations involving the combustion of the surrogate fuel.

2.3.3 Plasma Kinetics

The plasma kinetics must include the surrogate fuel (methane, ethylene), but also

air species such as excited states of nitrogen (𝑁*
2 ). The methane part of the plasma

mechanism was taken from the work of Aleksandrov et al. [3] (see appendix A). If

there exists some plasma kinetics mechanisms describing methane, models describing

ethylene are scarce even at atmospheric conditions. In a review paper on kinetic

mechanisms by Starikovskaia [73], various kinetic mechanisms are presented depend-

ing on the experimental conditions used for their validation. We can notice that the
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only experimental data involving ethylene as fuel in plasma-assisted combustion ex-

periments is available at low pressure and somewhat low temperature (below 500 𝐾).

This does not perfectly match the conditions of interest for our studies relevant to

aircraft combustion (see table 2.2). In 2013, Yin et al. compared performances of

existing kinetic mechanisms (plasma and combustion) for different fuels including

ethylene [86]. Other measurements of concentrations above a flat flame burner for

ethylene stochiometric and lean conditions can be found in the literature [42], but

without modeling. Ombrello et al. managed to measure quenching rates of excited

oxygen with ethylene molecules [49], but no reactions involving electron collisions

with ethylene or ethylene dissociation were recommended. Lefkowitz was the first

one to develop in 2016 in his Ph.D. thesis a plasma mechanism for ethylene [32],

including electron-collision dissociative rates for ethylene (see appendix A). Lack-

ing experimental data, those rates were deduced from the work of Janev and Reiter

in 2003 [31]. In their paper, a large amount of electron-collision cross-sections are

presented for "large" hydrocarbon molecules (namely 𝐶2,3𝐻𝑦) based on experimental

data and scaling relationships. The formulas to compute the cross-sections describing

the inelastic collision rates (ionization and dissociation) of free electrons and ethylene

molecules is given in Janev and Reiter page 796 [31]:

𝜎𝑖𝑜𝑛(𝐸) = 274.0 · 10−20 · 1
𝐸

(︂
1− 𝐸𝑡ℎ

𝐸

)︂3

ln (𝑒+ 0.09𝐸) [𝑚2] (2.9)

𝜎𝑑𝑖𝑠𝑠(𝐸) = 71.2 · 10−20 · 1
𝐸

(︂
1− 𝐸𝑡ℎ

𝐸

)︂3

ln (𝑒+ 0.15𝐸) [𝑚2] (2.10)

Where the energy threshold 𝐸𝑡ℎ is given in Janev and Reiter pages 792 and 795 [31].

The resulting cross-sections for ethylene are given in figure 2-5 for different products,

compared with 𝑁2 and 𝐶𝐻4 electron-collision dissociation cross-sections.

Overall, figure 2-5 shows that both ionization and dissociation cross-sections are

significantly higher for ethylene than other species in the model. The computed rates

will likely lead to a greater influence of the plasma on ethylene combustion.
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Figure 2-5: Comparison of electron-impact reaction cross-sections used in the plasma
kinetics.

2.4 One-Dimensionsal Radial Fluid Model

2.4.1 Code Structure

The one-dimensional code combines the zero-dimensional chemical model (as de-

scribed in section 2.1 into a one-dimensional grid. In addition to being affected by the

local chemistry in a cell, the species can also be subjected to fluxes and move from one

cell to the other, represented by a 1D fluid model with reacting flow, in cylindrical

coordinates. A schematic of the overall code structure is given in figure 2-6. The

focus of this thesis is the 1D inflammation by plasma micro-discharge submodel.
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Figure 2-6: General structure of the 1D code with reacting flow and plasma chemistry.

2.4.2 Physical Quantities and Unknowns

The one-dimensional fluid-chemical model couples the zero-dimensional chemical

solver described in the previous section with a one-dimensional fluid code. The fluid

part solves a system of conservation equations at each timestep, to solve for the

unknowns. In our case, the time and space-dependent unknowns we solve for are:

• the gas density 𝜌

• the gas radial velocity 𝑢

• for every species 𝑘, the mass fraction 𝑌𝑘

• the internal energy 𝑒

From these physical quantities, all other quantities can be deduced. Some physical

quantities are computed using the NASA-7 polynomials embedded in the Cantera

code. For each species 𝑘, those polynomials approximate the molar heat capacity 𝑐𝑝,𝑘,

the molar enthalpy ℎ̃𝑘, and the molar entropy 𝑠𝑘 thanks to 7 coefficients
(︁
𝑎
(𝑘)
𝑖

)︁
1≤𝑖≤7
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that can be found in thermodynamic tables for a specific temperature range:

𝑐𝑝,𝑘 = 𝑅
(︁
𝑎
(𝑘)
1 + 𝑎

(𝑘)
2 𝑇 + 𝑎

(𝑘)
3 𝑇 2 + 𝑎

(𝑘)
4 𝑇 3 + 𝑎

(𝑘)
5 𝑇 4

)︁
ℎ̃𝑘 = 𝑅

(︂
𝑎
(𝑘)
1 𝑇 +

𝑎
(𝑘)
2

2
𝑇 2 +

𝑎
(𝑘)
3

3
𝑇 3 +

𝑎
(𝑘)
4

4
𝑇 4 +

𝑎
(𝑘)
5

5
𝑇 5 + 𝑎

(𝑘)
6

)︂
𝑠𝑘 = 𝑅

(︂
𝑎
(𝑘)
1 ln𝑇 + 𝑎

(𝑘)
2 𝑇 +

𝑎
(𝑘)
3

2
𝑇 2 +

𝑎
(𝑘)
4

3
𝑇 3 +

𝑎
(𝑘)
5

4
𝑇 4 + 𝑎

(𝑘)
7

)︂ (2.11)

Other approximations exist, such as NASA-9 (with 9 coefficients instead of 7), but

have not been used in this work. The values of the coefficients
(︁
𝑎
(𝑘)
𝑖

)︁
1≤𝑖≤7

are usually

given in the input files for combustion mechanisms (such as GRI3.0 [71] or USC Mech

II [82]).

2.4.3 Conservation Equations

Conservation of Mass

The first conservation equation is used to determine the unknown density 𝜌(𝑟, 𝑡).

In fluid mechanics, this law is also known as the continuity equation:

𝜕𝜌

𝜕𝑡
= −1

𝑟

𝜕 (𝑟𝜌𝑢)

𝜕𝑟
(2.12)

No approximations have been made to formulate this conservation equation (other

than 𝑢 is much smaller than the speed of light), and it can be deduced from a simple

mass balance on a single cell.

Conservation of Momentum

The equation for conservation of momentum is obtained neglecting viscosity (𝜇 =

0), and thus turbulence. In addition to the momentum flux term similar to the mass

flux term in equation 2.12, the momentum conservation equation also incorporates

the contribution from pressure gradients:

𝜕(𝜌𝑢)

𝜕𝑡
= −1

𝑟

𝜕 (𝑟𝜌𝑢2)

𝜕𝑟
− 𝜕𝑝

𝜕𝑟
(2.13)

49



We encountered numerical instabilities in the solving of this equation, caused by

the pressure gradient term. Numerical corrections were needed to ensure proper

convergence of the solution, using the work from Bartholomew et al. [9].

Conservation of Species

The conservation of species is incorporated in our code since we track every species

separately. Although all species are assumed to share the same 𝜌, 𝑢, and 𝑇 values,

the local composition of the gas described by the mass fractions 𝑌𝑘(𝑟, 𝑡) generally

depends on both space and time. The resulting equation is similar to the continuity

equation 2.12 in form, but includes two additional phenomena that intervene during

the mass balance of species 𝑘, namely:

• the contribution from species diffusion. Gradients in the concentration of a

species will lead to transport of that species in an effort to homogenize the

mixture.

• the contribution from chemical reactions. A particular species may be consumed

or generated from chemical reactions like dissociation or combustion.

The equation of conservation of species 𝑘 ends up taking the following form:

𝜕(𝜌𝑌𝑘)

𝜕𝑡
= −1

𝑟

𝜕 (𝑟𝜌𝑢𝑌𝑘 + 𝑟𝑗𝑘)

𝜕𝑟
+

∑︁
𝑖

𝜔̇𝑖,𝑘 (2.14)

Where 𝑗𝑘 is the diffusion flux of species 𝑘 (positive if species 𝑘 diffuses radially out),

and 𝜔̇𝑖,𝑘 is the production rate of species 𝑘 though reaction 𝑖 (can be negative if species

𝑘 is a reactant). More details on the diffusive term can be found in section 2.4.4.

Conservation of Energy

The conservation of energy also incorporates diffusion effects, from both thermal

and species diffusion. An additional term is added to take into account the work of

pressure forces within the domain. There again, viscous dissipation is neglected. The
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energy inputted from the discharge is also included in the full expression as 𝑤𝑖𝑛𝑝𝑢𝑡:

𝜕(𝜌𝑒)

𝜕𝑡
= −1

𝑟

𝜕
(︀
𝑟𝜌𝑢𝑒− 𝑟𝜆𝜕𝑇

𝜕𝑟
+ 𝑟

∑︀
𝑘 𝑗𝑘ℎ𝑘

)︀
𝜕𝑟

− 𝑝
𝜕𝑢

𝜕𝑟
+ 𝑤𝑖𝑛𝑝𝑢𝑡 (2.15)

More detailed development and explanation of the conservation equations can be

found in the textbook by Kee and Coltrin [34].

2.4.4 Species Diffusion

The species diffusion intervenes in both the species and energy conservation equa-

tions (see equations 2.14 and 2.15). In both equations, the diffusion flux of species 𝑘,

𝑗𝑘(𝑟, 𝑡), is determined using a mixture-averaged approximation of the diffusion coef-

ficient noted 𝐷𝑘. The diffusion is captured using the systems of equations given by

the Cantera framework for one-dimensional reacting flow:

𝑗*𝑘 = −𝜌𝑊𝑘

𝑊̄
𝐷𝑘

𝜕𝑋𝑘

𝜕𝑟

𝑗𝑘 = 𝑗*𝑘 − 𝑌𝑘

∑︀
𝑚 𝑗*𝑚

(2.16)

2.4.5 Energy Balance

The internal energy 𝑒 that appears in the energy conservation equation (see equa-

tion 2.15) can be developed as:

𝑒 = 𝑒𝑘𝑖𝑛𝑒𝑡𝑖𝑐 + 𝑒𝑡ℎ𝑒𝑟𝑚𝑎𝑙 + 𝑒𝑐ℎ𝑒𝑚𝑖𝑐𝑎𝑙 + 𝑒𝑝𝑙𝑎𝑠𝑚𝑎 (2.17)

So the internal energy term 𝑒 includes 4 different forms of energy:

• the kinetic energy 𝑒𝑘𝑖𝑛𝑒𝑡𝑖𝑐 defined as:

𝑒𝑘𝑖𝑛𝑒𝑡𝑖𝑐 =
1

2
𝑢2 (2.18)
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The kinetic energy is the only component of the internal energy that emerges

from the 1D effects. In our code, it is neglected compared to the other forms of

energy as the speed of the gas 𝑢 is much smaller than the speed of sound.

• the thermal energy, also known as translational energy 𝑒𝑡ℎ𝑒𝑟𝑚𝑎𝑙:

𝑒𝑡ℎ𝑒𝑟𝑚𝑎𝑙 = 𝑐𝑣𝑇 (2.19)

• the chemical energy 𝑒𝑐ℎ𝑒𝑚𝑖𝑐𝑎𝑙, which includes enthalpy of formation

• the "plasma energy", or the energy stored in excited states and ions 𝑒𝑝𝑙𝑎𝑠𝑚𝑎:

𝑒𝑝𝑙𝑎𝑠𝑚𝑎 = 𝑒𝑟𝑜𝑡 + 𝑒𝑣𝑖𝑏 + 𝑒𝑒𝑙𝑒𝑐 + 𝑒𝑖𝑜𝑛𝑠 (2.20)

Where 𝑒𝑟𝑜𝑡 has been neglected in our mechanism as rotational-translational

equilibrium is assumed, and the other forms of energy can be formulated under

the form:

𝑒𝑣𝑖𝑏 =
𝑁

𝜌

∑︁
𝑘

𝑋𝑘𝜖𝑘 (2.21)

With 𝜖𝑘 is the energy stored in the excited state 𝑘.

The specific enthalpy is linked with the specific internal energy through:

ℎ = 𝑒+
𝑝

𝜌
(2.22)

By integrating the energy conservation equation (see equation 2.15) over a control

volume 𝑟 < 𝑟𝑚, we deduce the following instantaneous power balance:

𝑊𝑖𝑛𝑝𝑢𝑡 = 2𝜋

∫︁ 𝑟𝑚

0

(︂
𝜕𝑒

𝜕𝑡
+ 𝑝

𝜕𝑢

𝜕𝑟

)︂
𝑟𝑑𝑟⏟  ⏞  

internal fluid

+2𝜋𝑟𝑚 [𝜌𝑢𝑒]𝑟𝑚⏟  ⏞  
out flow

+2𝜋𝑟𝑚

[︃∑︁
𝑘

𝑗𝑘ℎ𝑘 − 𝜆
𝜕𝑇

𝜕𝑟

]︃
𝑟𝑚⏟  ⏞  

out diffusion
(2.23)
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Which holds true if no energy is inputted outside of the control volume. In that case,

the input power 𝑊𝑖𝑛𝑝𝑢𝑡 can be retrieved using:

𝑊𝑖𝑛𝑝𝑢𝑡(𝑡) = 2𝜋

∫︁ 𝑟𝑚

0

𝑤𝑖𝑛𝑝𝑢𝑡(𝑟, 𝑡)𝑟𝑑𝑟 (2.24)

2.4.6 Boundary Conditions and Sponge Layer

Centerline

The axisymmetric boundary condition at the centerline (𝑟 = 0) is a zero-flux con-

dition, and enforces zero advection and diffusion:

𝑢(𝑟 = 0, 𝑡) = 0,
𝜕𝑇

𝜕𝑟
(𝑟 = 0, 𝑡) = 0, and for every species 𝑘: 𝑗𝑘(𝑟 = 0, 𝑡) = 0 (2.25)

Sponge Layer

The other boundary is an open boundary, i.e., a boundary that allows for the

free outflow of species and waves. In our numerical implementation, we enforced no

particular open boundary conditions but instead added an Absorbing Sponge Zone

(ASZ) [87] to absorb reflections that occurred at the boundary. This was required to

handle strong pressure waves that occurred at much shorter timescales than the flame

propagation process to be tracked. In this manner, smaller computational domains

could be used. This numerical technique consists of adding a layer at the edge of

the computational domain where the model equations (equations 2.12, 2.13, 2.15) are

extended to include an additional term of the form:

𝜕𝜒

𝜕𝑡
= 𝑓(𝜒, 𝑡, 𝑟)− 𝜎 (𝑟 − 𝑟0)

2 (𝜒− 𝜒0) (2.26)

Where 𝑟0 is the distance at which the sponge layer begins, and 𝜒0 is the asymptotic

term to which the sponge layer converges. For the results presented, we use 𝜒0 = 𝜒(𝑡 =

0, 𝑟 = 𝑟max). The value of the coefficient 𝜎 determines the degree of absorption. It is

chosen depending on the expected incoming perturbations, to ensure full absorption
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before it reaches the boundary, and scales with:

𝜎 ∼ 𝑐

(𝑟max − 𝑟0)
3 (2.27)

Where 𝑐 is the speed of propagation of the perturbation. If several perturbations

are expected, the largest propagating speed should be used, or the sound speed. The

coefficient must be carefully selected, as a too-large coefficient will cause unwanted

reflections within the sponge layer.

2.4.7 Summary of Assumptions

• Local kinetic energy is much smaller than the local thermal energy.

• Excited species and ions created by the plasma do not diffuse.

• Flow is inviscid.

• Thermodynamic properties of any species at a given temperature can be ap-

proximated using the NASA-7 polynomials.

• Plasma chemistry is evolving much more rapidly than combustion chemistry.

• Combustion chemistry evolves much more rapidly than fluid variations.

• Rotational-translational equilibrium is assumed.

2.5 Chapter Summary

This chapter describes the various models and methods used in this work. First, we

introduce a zero-dimensional chemical model developed in this work. This 0D model

is then validated against a test case from the literature. Plasma and combustion

kinetics are gathered to depict plasma-assisted combustion by NRP discharges using

a "surrogate fuel", meant to represent more closely fuels used in aviation. Finally,

we describe the characteristics of a one-dimensional model of radial ignition by NRP

discharges (cylindrical coordinates) developed in this work.
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Chapter 3

Numerical Results for

Plasma-Assisted Ignition

In this section, results from the zero-dimensional and one-dimensional solvers pre-

sented in chapter 2 are presented and analyzed. Predictions from the combustion and

plasma kinetics developed to describe plasma-assisted combustion of the surrogate

fuel are compared with other mechanisms from the literature. The influence of tem-

perature and gas composition on the benefits of plasma assistance for zero-dimensional

ignition is studied. We also present and discuss results obtained for one-dimensional

radial ignition and flame propagation from a hot kernel and from a plasma kernel of

various sizes and actuated at different pulse repetition frequencies.

3.1 Validation of Surrogate Fuel Mechanism

3.1.1 Differences in Kinetics

In his Ph.D. dissertation of 2011 [19], Ashim Dutta compares predictions of various

combustion mechanisms for the combustion of ethylene, with and without plasma as-

sistance. In Dutta’s work [19], the plasma kinetics used is a combination of nonequilib-

rium air plasma chemistry taken from Kossyi et al. [38] and a reaction set for hydrogen

and hydrocarbon fuel dissociation processes in the plasma based on experiments from
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Uddi et al. [81]. These reactions involving ethylene are not included in our plasma

mechanism (see appendix A). However, we include electron-impact dissociations and

ionizations of ethylene which are not incorporated in Dutta’s work [19]. In Dutta’s

thesis, results are compared using either GRI3.0 [71] or UCSD [1] for the fuel/air

combustion mechanism. Since we use USC Mech II [82] for the combustion mecha-

nism, both the plasma kinetics and the combustion kinetics used by Dutta [19] are

different from what we developed in this work, making it a good point of comparison.

3.1.2 Thermal Ignition

The first comparison case is the thermal ignition of a stoichiometric ethylene-

air mixture at atmospheric pressure and from an initial temperature of 1100 𝐾

(above auto-ignition temperature for ethylene). Results from Dutta [19] using either

GRI3.0 [71] or USCD [1] as combustion mechanisms are compared with predictions

from our coupled plasma and combustion kinetics model on figure 3-1.

We can note that predictions using the USC Mech II (this work) fall within the

expected range of uncertainty of combustion models for ethylene ignition. Overall,

the ignition delay time by the three mechanisms is of the same order of magnitude,

ranging from 2 𝑚𝑠 up to 9 𝑚𝑠, with the case of USC Mech II (this work) falling

between the predictions of the UCSD and GRI3.0 mechanisms. It is important to

note that, despite being the most widely accepted combustion mechanism for methane

(𝐶𝐻4), the development of GRI3.0 [71] has not been focusing on the combustion

of larger hydrocarbons like ethylene (𝐶2𝐻4). Therefore, discrepancies in ignition

delay time can be partially explained by the fact that the GRI3.0 does not provide

reliable predictions for ethylene combustion. In conclusion, predictions from Dutta’s

mechanism [19] using UCSD [1] remain fairly close to USC Mech II [82], falling within

the range of uncertainties in ethylene ignition delay time predictions described by Xu

and Konnov [84].
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(a) Main species: data from [19] (dashed and dotted) and USC Mech II [82] (solid-line)

(b) Temperature: data from [19] (black and blue) and USC Mech II [82] (red)

Figure 3-1: Validation of surrogate fuel mechanism: thermal ignition.
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3.1.3 Ignition by a Single Nanosecond Pulse Discharge

As seen in section 2.1.2, a single pulse test case comparison can often help explain

discrepancies observed with multiple pulses. In his thesis [19], Dutta also presents pre-

dictions of the evolution of the mole fractions of the main species after a single pulse

applied at 𝑡 = 0. The pulse energy is 0.5 𝑚𝐽/𝑐𝑚3 and the pulse peaks at 250 𝑇𝑑. We

used the electron cutoff method described in section 2.2 to ensure a matching of the

energy deposited. Initially, the mixture is composed of a stoichiometric mixture of

ethylene-air at 700 𝐾 at atmospheric pressure. There again, Dutta compares predic-

tions using either GRI3.0 [71] and UCSD [1] as combustion mechanisms [19]. Results

are shown in figure 3-2: dashed and dotted lines are results from Dutta [19], solid

lines are predictions from this work.

Figure 3-2: Validation of plasma mechanism: single pulse.

Results from figure 3-2 show good agreement between predictions from Dutta’s

model [19] (dashed and dotted lines) and the plasma-combustion kinetics developed in

this work (solid line). The kinetics model developed in this work falls within the range
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of uncertainties delimited by the GRI3.0 [71] and UCSD [1] for most species. Using

conclusions from section 3.1.2, we can conclude that both the plasma kinetics and the

combustion mechanisms selected for the surrogate fuel predict combustion dynamics

in good agreement with the literature. Further study of the plasma mechanism is

conducted in the following section.

3.1.4 Ignition by NRP Discharges

After comparing results for thermal ignition (section 3.1.2) and ignition enabled

by a single pulse (section 3.1.3), we now compare predictions for multiple pulses at a

40 𝑘𝐻𝑧 repetition frequency. Conditions (mixture, pressure, and temperature) and

pulse shape and energy are the same as the ones depicted in section 3.1.3. Results

are shown in figure 3-3.

Results shown in figure 3-3 reveal large differences in predictions between the data

from Dutta’s thesis [19] and this work. Despite having a good agreement for thermal

ignition (see section 3.1.2) and single pulse (see section 3.1.3) cases, this work predicts

a significantly smaller ignition delay time than Dutta’s model [19] predicts using

both GRI3.0 [71] or UCSD [1]. These differences are likely caused by the fact Dutta

implemented a heat loss term for plasma simulations that participates in the ignition

delay as well as in the decrease of gas temperature after ignition (see figure 3-3-b), but

does not have any significant effect at the timescale of a single pulse (see section 3.1.3).

3.2 Influence of Temperature

Gas conditions have a critical influence on how the energy is deposited and therefore

on the effects of the discharge. If the mixture is fixed, gas pressure and temperature

also have an important effect. In our study, the gas temperature is a key parameter be-

cause it drives many reactions necessary to the combustion process. Plasma-assisted

combustion chemical studies often focus on gas at ambient temperature. However, as

shown in table 2.2, plasma assistance could also be used in high-temperature environ-
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Figure 3-3: Validation of plasma mechanism: multiple pulses.
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ments, up to 1300 𝐾. Therefore, it becomes paramount to quantify the consequences

of high-temperature initial conditions on the admitted benefits of plasma assistance.

We conducted several 0D simulations using the kinetics described in section 2.3 for

our surrogate fuel (36% methane + 64% ethylene). The gas is initially composed of

surrogate fuel and air mixed at an equivalence ratio of Φ = 0.66 and at atmospheric

pressure. The pulse repetition frequency and peak reduced electric field are kept

identical between simulations (40 𝑘𝐻𝑧 and 180 𝑇𝑑 respectively). However, we change

the pulse width (gaussian shape) to modify the amount of energy deposited. We also

vary the initial gas temperature from 800 𝐾 up to 1200 𝐾. For each simulation, we

change the initial gas temperature and the average energy deposited per pulse to plot

trends in ignition delay time. The case where the average energy deposited per pulse

is 0 corresponds to thermal ignition (no plasma). Results are shown in figure 3-4.

Figure 3-4: Influence of temperature and pulse energy on plasma benefits.
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Predicted ignition delay times with varying initial temperature and average energy

per pulse are shown in figure 3-4. First of all, we can note that the auto-ignition

delay time (no average energy deposited) decreases from 3 𝑠 down to 2 𝑚𝑠 when

the gas temperature is increased, which is to be expected. We can also note the

energy deposited by the plasma has a huge influence on ignition at low energies

(< 500 𝜇𝐽/𝑐𝑚3/𝑝𝑢𝑙𝑠𝑒). From there, further increasing the energy deposited becomes

less and less beneficial, for all temperatures. Looking at the influence of temperature,

results show that increasing the temperature reduces the benefits of plasma assis-

tance on ignition delay reduction. It is important to note however that we pulsed

through ignition, so if the average energy deposited per pulse can be adapted inde-

pendently changing the pulse shape, the total energy deposited also depends strongly

on the ignition delay time. The results can be interpreted as an indication that, at

high temperatures, the high-temperature environment is sufficient for the traditional

combustion chain initiation reactions to be active and the relative benefits of the ad-

ditional radical-seeding reactions from the plasma are decreased. In conclusion, for

similar gas and pulse conditions, the relative benefits of plasma assistance tend to

decrease at high temperatures. Increasing the average energy deposited per pulse has

little effect, but increasing the pulse repetition frequency may help further increase

the ignition delay time.

3.3 Influence of Equivalence Ratio and Dilution

3.3.1 Conditions

We conducted several simulations using the zero-dimensional model described in

section 2.1. The gas is initially composed of a mixture at 1000 𝐾 and 1 𝑎𝑡𝑚 of

nitrogen, oxygen, and surrogate fuel (see section 2.3) in varying proportions depending

on the test case. Gas composition strongly affects the energy deposited per pulse as

it determines the ionization rate and thus the electron density. In order to ensure

comparable values of the energy deposited per pulse over the domain of mixtures, we
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used the electron cutoff method (see section 2.2). The plasma is pulsed at 20 𝑘𝐻𝑧 at

a 180 𝑇𝑑 peak, with a maximum of 50 𝑛𝑠 duration. The reduced field is cut off when

the electron density reaches 1014 𝑐𝑚−3. The resulting averaged energy deposited per

pulse over the range of mixtures is plotted in figure 3-5-a. The gas composition at a

point within the triangle domain can be retrieved by doing the ratio of the distances

to the 3 vertices representing nitrogen (𝑁2), oxygen (𝑂2), and surrogate fuel. We can

see in figure 3-5-a that the energy per pulse is somewhat similar between cases. As

seen in figure 3-5-b however, the total energy deposited until ignition varies on a range

from 15 𝑚𝐽 · 𝑐𝑚−3 up to 350 𝑚𝐽 · 𝑐𝑚−3 depending on the ignition delay observed.

3.3.2 Comparison with Pure Thermal Effect

For each configuration, plasma discharges are applied through ignition. We can

then plot the ignition delay time for each mixture, as shown in figure 3-6-a. We

can see that the mixture has an effect on ignition delay time, which can range from

50 𝜇𝑠 to 430 𝜇𝑠 for the conditions presented. However, the ignition delay time alone

is not sufficient to pinpoint what mixture is most susceptible to plasma assistance.

Indeed, as shown in figure 3-5, even if the energy per pulse is kept somewhat constant

between cases, the total energy deposited by the plasma depends on ignition delay

time and therefore is intimately linked with results shown in figure 3-6-a. To be able

to compare cases, we run a baseline set of auto-ignition simulations (no plasma) where

the plasma input energy is assimilated to an initial temperature rise. Note that this

is not a fair comparison of thermal versus non-thermal effects as the rate of energy

delivery is different in both cases. E.g. for the thermal energy the energy input is

instantaneous and set as an initial condition. For each mixture case, the initial energy

for the auto-ignition computation is raised from 𝑇0 = 1000 𝐾 to a temperature 𝑇1

based on the energy that the plasma deposited during the plasma-assisted ignition

simulation ℰ𝑡𝑜𝑡 through:

𝑇1 = 𝑇0 +
𝑅𝑇0

𝑝0𝑀0𝑐𝑝
ℰ𝑡𝑜𝑡 (3.1)
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Figure 3-5: Ternary results for the surrogate fuel: energy deposited.
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Where 𝑀0 refers to the molar mass of the initial mixture and the specific heat at

constant pressure 𝑐𝑝 is considered constant. The resulting auto-ignition delay time

obtained with this new initial temperature condition is shown in figure 3-6-b.
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Figure 3-6: Ternary results for the surrogate fuel: ignition delay times.
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The plasma-deposited energy can be divided into two forms: (i) thermal energy and

(ii) chemical energy. Thermal energy is the part of the energy deposited that ends up

raising the gas temperature. Chemical energy is the part of the electrical energy that

leads to dissociations and the creation of unstable, more energetic chemical species.

Figure 3-6-b shows what would be the ignition delay time if all the deposited energy

turned into thermal energy at the initial time. More precisely, it assumes all the

energy deposited by the pulse is instantly delivered as a temperature rise. Figure 3-6-

a shows the complete picture, where both thermal and chemical effects of the plasma

are considered.

We can see in figure 3-6 that, for most mixtures, the ignition delay time with

plasma actuation remains lower than what would give an instantaneous pure thermal

effect. This observation means the chemical effects of the plasma are more effective

than what a pure thermal effect would give for the same energy. However, for some

mixtures, chemical effects are not always beneficial. A ratio of the ignition delay

times with pure thermal effect to ignition delay time with NRP discharges is given in

figure 3-7.

Ternary results plotted in figure 3-7 show that gas composition has a strong in-

fluence on what proportion of the energy deposited by the plasma goes into thermal

end chemical effects, but also how the chemical energy deposited affects the ignition

phase. The generation of oxygen radicals from the dissociation of 𝑂2 molecules is

known to be a chemical pathway that greatly enhances ignition. But other targets of

energy deposition from the plasma into the chemical energy can be less beneficial for

ignition, at least less beneficial than a pure thermal input.
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Figure 3-7: Ternary results for the surrogate fuel: benefits of plasma chemical effects
on ignition.

3.4 Radial Ignition by a Hot Kernel

3.4.1 Conditions

In this section, we look at the one-dimensional radial ignition of a stoichiometric

methane-air mixture by a high-temperature kernel. At 𝑡 = 0, the gas is at rest

(no radial velocity, 𝑢 = 0) at uniform pressure of 1𝑎𝑡𝑚 and uniform composition.

We force a radial temperature profile so that 𝑇 = 2000 𝐾 for 𝑟 < 1 𝑚𝑚 and 𝑇 =

1000 𝐾 elsewhere. Auto-ignition temperature of stoichiometric methane/air is about

840 𝐾 [21], although experiments have shown that such mixtures can auto-ignite at

temperatures as low as 600 𝐾 [64]. Both the hot and cold regions in our simulation

test case are thus above the auto-ignition temperature for methane. This particular

temperature profile ensures ignition happens close to the centerline and propagates

out. Figure 3-8 shows zero-dimensional predictions of auto-ignition delay times in

both regions from starting conditions. Results show that the 0D ignition delay time
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of the mixture in the hot kernel is around 40 𝜇𝑠, and 1 𝑠 in the 1000 𝐾 region.

These zero-dimensional results help us to bound the ignition delay time of the one-

dimensional problem.

3.4.2 Note on Kinetics

For the following one-dimensional simulations (presented in sections 3.4 and 3.5),

the test cases are limited to methane/air mixtures. Therefore, we did not use the

combustion and plasma kinetics described in section 2.3 for the surrogate fuel (detailed

in appendix A). Such a decision has been made to ensure short computational time

by reducing the size of the mechanism used. The plasma kinetics are taken from Bak

et al. [6] and have previously been used for modeling methane-air flame propagation

coupled with NRP discharges [54]. More details regarding the plasma kinetics are

given in Pavan’s thesis [53] (appendix B). Since only methane is used as fuel, we

opted for the GRI3.0 [71] mechanism as combustion kinetics since it performs well

for methane (see section 2.3).

3.4.3 1D Results and Analysis

Results of one-dimensional radial auto-ignition by a hot kernel are shown in fig-

ures 3-9 and 3-10. The color gradient represents the time evolution. The black line

shows the initial conditions.

In one-dimensional systems, finding an exact value of the ignition delay time be-

comes difficult because ignition seems to appear progressively in different locations

simultaneously in a region called the ignition kernel. However, a rough approximation

of the ignition delay time can be derived. In this test case, ignition seems to occur

in about 40 𝜇𝑠, which is in accordance with the zero-dimensional preliminary results

of auto-ignition shown in figure 3-8. The fact that the delay for ignition in the hot

kernel is very close to the zero-dimensional ignition delay time prediction at 2000 𝐾

reveals that the kernel is sufficiently large and ignition sufficiently fast so as to neglect
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Figure 3-8: 0D auto-ignition for 1000 𝐾 and 2000 𝐾.
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Figure 3-9: 1D hot kernel ignition: pressure and velocity.
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Figure 3-10: 1D hot kernel ignition: temperature and methane mass fraction.
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diffusion effects (species and thermal).

At ignition, both gas pressure and gas velocity reach a maximum in a location

distant from the centerline that we can interpret as the ignition kernel radius (see

figure 3-9). This region of high pressure (3% of the atmospheric pressure) is caused

by an abrupt consumption of the fuel in the ignition kernel, which leads to a sharp

increase in temperature (see figure 3-10). This creates a pressure front which leads to

the apparition of a large pressure wave. This pressure wave propagates radially out

at the local speed of sounds until leaving the domain (see figure 3-9). Because of the

radial configuration, the amplitude of the pressure wave decreases as it propagates

out as its front area increases.

The flame front is distinct from the pressure wavefront as it is driven by chemistry

and separates two regions of different gas compositions. Therefore, the flame front

can be located using spatial gradients in species concentrations, like methane (see

figure 3-10). In the simulation results shown in figures 3-9 and 3-10, the flame front

seems to fully form quickly after ignition at 𝑟 ≈ 0.6𝑚𝑚. Therefore, the flame front

forms initially within the hot kernel, which means the hot kernel does not ignite

uniformly: the region close to the centerline at 𝑟 < 0.6𝑚𝑚 ignites first, probably

because it is less affected by thermal and species diffusion effects that happen on the

edge of the hot kernel.

If a pressure wave propagation velocity mainly depends on the temperature (for

ideal gas 𝑐𝑠𝑜𝑢𝑛𝑑 =
√︀
𝛾𝑅𝑔𝑇 ), the flame speed also strongly depends on gas composition.

In regions where the methane and oxygen molecules are already partially dissociated,

the flame front propagation speed is increased. The results shown on figures 3-9

and 3-10 show similar conclusions. Indeed, the flame front propagating radially out

progressively slows down as it leaves the hot kernel region where the gas has been

pre-treated for combustion by the high temperature. If the flame front propagates

very fast just after ignition when it is coupled with the pressure wave, it slows down to

about 10 𝑚 ·𝑠−1. This order of magnitude is in good agreement with predictions from
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the literature: Wang et al. [83] present a formula for a wide pressure and temperature

range from which flame speed at 1000 𝐾 should be around 6 𝑚 · 𝑠−1, but at 2000 𝐾

it increases to 188 𝑚 · 𝑠−1.

Running the simulations for longer timescales and large computational domains,

we would expect the pressure wave to propagate at the same speed but its amplitude

would decrease and eventually die out in dissipation. However, the flame front is

expected to not dissipate and asymptotically reach a steady-state propagation speed

equal to the laminar flame speed in these particular conditions. It is important to

note that the gas bulk radial velocity (plotted in figure 3-9-b) is distinct from the

pressure wave velocity (sound speed) and the flame propagation velocity. If the gas

bulk velocity peaks at 25 𝑚 · 𝑠−1 at the edge of the ignition kernel, it quickly decays

and remains lower than the flame speed.

3.5 Radial Ignition by NRP Discharges

3.5.1 Conditions

After studying radial ignition and flame propagation when the mixture is auto-

ignited from a hot kernel (see section 3.4), we want to study the case where ignition

is triggered by Nanosecond Repetitively Pulsed (NRP) plasma discharges. The condi-

tions are similar to the one depicted in the previous section (see hot kernel conditions

in section 3.4.1), except the gas temperature is set uniform at 1000 𝐾 (no high-

temperature region). According to zero-dimensional simulations, the auto-ignition

delay time for the initial mixture is on the order of 1 𝑠 (see figure 3-8-a). As will be

seen in the next section, the kinetic effects of the plasma greatly accelerate ignition.

For the simulations presented in this section, gas heating is not taken into account

during the plasma chemistry modeling (gas temperature is considered constant and

equation 2.3 is not activated), which means plasma has only kinetic effects. the plasma

model has since been extended to also include thermal effects (both fast, 𝑛𝑠-timescale
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heating from electronic relaxation; and slow, 𝑚𝑠-timescale heating from vibrational

relaxation), and results will be presented in a forthcoming publication. The plasma

discharges are applied spatially in a region where 𝑟 < 𝑟𝑝 where 𝑟𝑝 refers to the size

of the plasma kernel. The reduced electric field is inputted as uniform in that region.

However, the reduced electric field depends on time, following a Gaussian evolution:

𝐸

𝑁
(𝑟, 𝑡) =

⎧⎨⎩ (𝐸/𝑁)𝑚𝑎𝑥 exp
[︀
−1

2
((𝑡− 𝑡𝑝𝑒𝑎𝑘)/∆𝑡𝜎)

2]︀ if 𝑟 ≤ 𝑟𝑝

0 elsewhere
(3.2)

Where ∆𝑡𝜎 = ∆𝑡𝑝𝑢𝑙𝑠𝑒/2
√
2 ln 2 and 𝑡𝑝𝑒𝑎𝑘 = 5∆𝑡𝜎, ∆𝑡𝑝𝑢𝑙𝑠𝑒 being the full width at half

maximum of the pulse. We used (𝐸/𝑁)𝑚𝑎𝑥 = 180 𝑇𝑑 and ∆𝑡𝑝𝑢𝑙𝑠𝑒 = 20 𝑛𝑠.

For a given mixture, reduced electric field, and set of electron-collision cross sec-

tions, we can predict where the electric energy inputted is deposited using the BOL-

SIG+ solver [24]. For the initial conditions depicted (stoichiometric methane/air

mixture at 1000 𝐾 and 1 𝑎𝑡𝑚, and 103 𝑐𝑚−3 electron density), the energy deposition

rate in the different pathways is plotted for the given pulse shape on figure 3-11. We

can see that a vast majority of the electrical energy of the discharge is deposited into

excited states of nitrogen and oxygen (which are the main species), especially in vi-

brationally and electronically excited states. Those deposition pathways are subject

to change as the mixture and conditions evolve during and between the pulses.

3.5.2 Large Plasma Kernel Actuated at Low Frequency

We conducted a first simulation with a large plasma kernel size of 𝑟𝑝 = 3.54 𝑚𝑚

and low frequency 𝑓 = 10 𝑘𝐻𝑧. Predictions of gas temperature, gas speed, methane

mass fraction, and carbon monoxide mass fraction are given in figures 3-12-a, 3-12-

b, 3-13-c, and 3-13-d respectively. The color gradient of the lines represents time

evolution. The vertical dashed black line delimits the plasma kernel region.

Results show that ignition occurs after about 5.8 𝑚𝑠, which is significantly faster

than the auto-ignition delay time given by zero-dimensional simulations (1 𝑠, see
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Figure 3-11: Energy deposition pathways along the pulse shape.

figure 3-8-a), which highlights the significant kinetic effects the plasma can have on

ignition enhancement. Contrary to the test case of ignition by the high-temperature

kernel (see section 3.4), we do not have the generation of a large pressure wave at

ignition. Much smaller pressure waves are generated at each pulse (less than 0.01%

of the gas pressure in amplitude) caused by the plasma chemistry provoking a fast

change in gas density (possibly as a result of heat release by rapid pyrolysis of the fuel

during the application, as the direct heat release by plasma is not accounted for in

this simulation). The amplitude of these pressure waves depends on both the plasma

kernel size and the pulse repetition frequency. At ignition, another pressure wave is

generated, but it does not match the amplitude of the one seen in the ignition by the

hot kernel (which was around 3% of the gas pressure in amplitude).

The time and length scales of energy deposition are thought to play an important

role in the generation of pressure waves. Shorter, more spatially concentrated energy

deposition will lead to the generation of a larger pressure wave at ignition. In the

case of the ignition by a hot kernel (see section 3.4), the conditions can be interpreted

as if energy is deposited instantly as a thermal input at 𝑡 = 0, which leads to a large

pressure wave at ignition. In the large plasma kernel configuration, conditions can be
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Figure 3-12: 1D ignition by a large plasma kernel actuated at low frequency: pressure
and velocity.
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Figure 3-13: 1D ignition by large plasma kernel actuated at low frequency: methane
and carbon monoxide mass fractions.
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interpreted as if the energy is inputted on a much longer timescale (a little at each

pulse), on a larger lengthscale as well (with its 3.54 𝑚𝑚 in radius, the plasma kernel

is larger than the hot kernel region which was 1 𝑚𝑚 in radius). This naturally leads

to a much smaller pressure wave at ignition.

The gas temperature and methane mass fraction plots shown in figures 3-12-a

and 3-13-a can help us locate the flame front and have an appreciation of the ignition

kernel. It is clear from the results that the ignition kernel is significantly smaller

than the plasma kernel. If it remains difficult to give an exact value of the ignition

kernel size, we can safely say that it remains below 1.5 𝑚𝑚, i.e. less than half the

plasma kernel size. If the plasma had been applied uniformly (𝑟𝑝 = ∞), then ignition

would have happened everywhere simultaneously (uniform conditions, similar to zero-

dimensional computations). Therefore, this difference between ignition kernel size and

plasma kernel size can only be caused by one-dimensional effects, and is not driven

by chemistry. Several 1D effects could participate in the apparition of a localized

ignition kernel close to the centerline, including:

• the diffusion of species close to the edge of the plasma kernel. The diffusion

effects are greater where the concentration gradients are the sharpest, i.e. at the

border between the plasma-actuated region and the rest of the domain. Species

generated by the plasma will be particularly affected, such as radicals, which

play an important role in the speeding of ignition. In that region, consumed

methane and oxygen are also replenished as gas out of the plasma kernel is

diffusing in, further worsening the effect. Figure 3-13 confirms the importance

of that effect, as gradients in methane and carbon monoxide concentration can

be observed within the plasma kernel before ignition happens.

• the thermal diffusion on the edge of the plasma kernel. Similarly to species

diffusion, part of the energy deposited by the plasma that eventually converts

to the thermal energy of the gas is lost through diffusion. Figure 3-12-a shows

that at ignition, the gas just outside of the plasma kernel has been heated

up 200 𝐾 (partly by combustion initiation, but mostly by heat conduction as
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methane is not significantly consumed in this region), revealing that thermal

diffusion also plays an important role in the forming of the ignition kernel.

• the pressure waves generated by the discharges. Although small in amplitude,

these small perturbations in pressure also lead to an increase in the radial ve-

locity of the gas particles as the wave propagates out. Regions closer to the

centerline are less affected: in particular, the centerline (𝑟 = 0) remains with

no radial velocity. Regions on the edge of the plasma kernel are the most af-

fected and are subjected to a natural outflow of plasma-generated species such

as radicals through this effect. However, we should note that pressure waves

have probably a much less effect than species or thermal diffusion. In addition,

part of the energy that would otherwise appear as a temperature increase or

species dissociation is now expended in work (1D effect).

3.5.3 Small Plasma Kernel Actuated at High Frequency

The second simulation presented here involves a smaller plasma kernel size of

𝑟𝑝 = 0.79 𝑚𝑚 and higher frequency 𝑓 = 200 𝑘𝐻𝑧. Predictions of gas tempera-

ture, gas speed, methane mass fraction, and carbon monoxide mass fraction are given

in figures 3-14-a, 3-14-b, 3-15-c, and 3-15-d respectively. There again, the vertical

dashed black line delimits the plasma kernel region.

First of all, we can note that the ignition delay time is not only much smaller

than the auto-ignition case (see figure 3-8-a), but also significantly smaller than the

case with a larger plasma kernel size and lower pulse repetition frequency. Indeed, if

a large plasma kernel size and low pulse repetition frequency had given an ignition

delay time close to 5.8 𝑚𝑠, this new test case gives an ignition delay closer to 220 𝜇𝑠.

This difference is especially surprising as the power is kept similar between both

simulations, therefore, until ignition, the large plasma kernel actually receives more

energy from the plasma. A possible explanation for this effect is that higher pulse

repetition frequency leads to higher energy deposited per pulse, as electrons have less
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Figure 3-14: 1D ignition by a large plasma kernel actuated at low frequency: pressure
and velocity.
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Figure 3-15: 1D ignition by large plasma kernel actuated at low frequency: methane
and carbon monoxide mass fractions.
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time to recombine between pulses (see section 3.6.1 and figure 3-16).

The ignition kernel is, in this new test case, of a size similar to the plasma kernel

size. This configuration is very different from what was observed in the case of the

large plasma kernel configuration, where the ignition kernel was less than half its

size. The gas temperature profile (see figure 3-14-a) suggests the ignition kernel

radius 𝑟𝑖 is still smaller than the radius of the plasma kernel 𝑟𝑝, but this time the

ratio 𝑟𝑖/𝑟𝑝 > 0.6. We suggested earlier that the difference between 𝑟𝑖 and 𝑟𝑝 is mainly

driven by diffusion and pressure waves. In our case, pressure waves generated by the

plasma are subjected to (i) a decrease in amplitude because the volume actuated is

smaller, and (ii) an increase in amplitude because the energy deposited per pulse is

larger. Overall, the pressure waves are unlikely causing alone this drastic change in

the dynamics of ignition kernel formation.

The dynamics of species diffusion are also affected by the size of the plasma kernel.

Using Fick’s law of species diffusion to get the rough dependence of the diffusion flux

to the size of the plasma kernel 𝑟𝑝 and the ignition delay time ∆𝑡𝐼𝐷𝑇 , we have:

𝑚𝑑𝑖𝑓𝑓

2𝜋𝑟𝑝ℎ
∼ 𝑗𝑘∆𝑡𝐼𝐷𝑇 ∼ 𝐷𝑘

𝜕𝑋𝑘

𝜕𝑟
∆𝑡𝐼𝐷𝑇 ∼ 𝐷𝑘∆𝑋𝑘

∆𝑡𝐼𝐷𝑇

𝑟𝑝
(3.3)

Where 𝑚𝑑𝑖𝑓𝑓 is the approximate mass lost from the plasma kernel to diffusion for

a given species (oxygen radicals for instance). If we assume that the mole fraction

difference between the centerline and the outer domain at ignition ∆𝑋𝑘 does not

depend on the test case, then the amount of mass lost to diffusion can be directly

expressed as:
𝑚𝑑𝑖𝑓𝑓

2𝜋𝑟𝑝ℎ
∝ ∆𝑡𝐼𝐷𝑇

𝑟𝑝
(3.4)

Comparing the values of ignition delay time and plasma kernel size between the two

simulations presented, we can conclude that diffusion fluxes are roughly 5 times more

important for the large plasma kernel and low frequency configuration. In addition,

the interface area between the plasma-actuated region and the rest of the domain is
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also larger (2𝜋𝑟𝑝ℎ) which further increases the loss of species caused by diffusion.

In conclusion, the small plasma kernel actuated at a high frequency leads to smaller

losses caused by species diffusion. The ratio of the ignition kernel to the plasma-

actuated kernel greatly 𝑟𝑖/𝑟𝑝 increases, suggesting plasma kernel size can be optimized

for efficiency, as it is discussed in section 3.6.2.

3.6 Influence of Plasma Kernel Size and Pulse Fre-

quency

3.6.1 Constant Power Budget

We conducted several simulations with different values of the plasma kernel size 𝑟𝑝

and the pulse repetition frequency 𝑓 so as to keep the electrical power similar between

simulations. Indeed, the total energy deposited by the plasma per unit length until

ignition ℰ𝑡𝑜𝑡 can be expressed as:

ℰ𝑡𝑜𝑡 = 𝜋𝑟2𝑝𝑓∆𝑡𝐼𝐷𝑇 ℰ̄𝑝𝑢𝑙𝑠𝑒 = 𝒫∆𝑡𝐼𝐷𝑇 (3.5)

Where ∆𝑡𝐼𝐷𝑇 is the ignition delay time, ℰ̄𝑝𝑢𝑙𝑠𝑒 the averaged volumetric energy de-

posited per pulse, and 𝒫 the averaged power deposited. We varied the plasma kernel

size 𝑟𝑝 and the pulse repetition frequency 𝑓 so that the product 𝑟2𝑝𝑓 is kept constant

equal to 125 𝑚2 · 𝑠−1 between simulations, so the deposited power 𝒫 depends only on

the energy deposited per pulse ℰ𝑝𝑢𝑙𝑠𝑒 (approximated as constant). The test cases are

summarized in table 3.1.

The volumetric energy deposited during a single pulse can be approximated using

equation 2.8, which in our case can be further simplified:

ℰ𝑝𝑢𝑙𝑠𝑒 ∼ 𝑒𝑛̄𝑒𝑁(𝜇𝑒𝑁)
¯(︂
𝐸

𝑁

)︂2

∆𝑡𝑝𝑢𝑙𝑠𝑒 ∝ 𝑛̄𝑒𝑁 (3.6)

Both the reduced electric field 𝐸/𝑁 and the pulse width ∆𝑡𝑝𝑢𝑙𝑠𝑒 are determined by the
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Plasma kernel size Pulse repetition frequency
𝑟𝑝 (𝑚𝑚) 𝑓 (𝑘𝐻𝑧)
0.79 200
1.00 125
1.25 80
1.58 50
2.24 25
3.54 10

Table 3.1: Plasma kernel and frequency test cases for ignition by NRP discharges.

pulse shape which is kept constant for all pulses and simulations. The product (𝜇𝑒𝑁)

only depends on 𝐸/𝑁 too, therefore the energy deposited per pulse is mainly driven

by the electron density 𝑛𝑒 as we observe only slight variations of the total density

𝑁 due to the plasma. The average energy deposited per pulse as approximated by

equation 3.6 for the test case of table 3.1 is given on figure 3-16.
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Figure 3-16: Averaged energy deposited per pulse as a function of plasma kernel size
and pulse repetition frequency.
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The averaged volumetric energy deposited per pulse ℰ̄𝑝𝑢𝑙𝑠𝑒 evolution as we modify

the plasma kernel size 𝑟𝑝 and the pulse repetition frequency 𝑓 is shown on figure 3-16.

The energy deposited has been computed using the approximation from equation 3.6,

and has been normalized as exact energy deposition values are not meaningful since

we neglect gas heating effects. The goal is to compare simulations with each other. We

can see in figure 3-16 that the energy per pulse changes slightly between simulations.

The energy is larger at higher pulse repetition frequencies as free electrons have less

time to recombine between pulses so the averaged electron density 𝑛̄𝑒 remains high.

3.6.2 Ignition and Propagation Enhancement

The electric energy is deposited in the entire region of the plasma kernel, where

𝑟 < 𝑟𝑝. If for a very small plasma kernel, the ignition kernel might grow larger than

the plasma kernel, we observed that, for the cases studied, it remains contained within

the plasma actuated zone: 𝑟𝑖 < 𝑟𝑝. We can therefore define the part of the energy

deposited in the ignition kernel, ℰ𝑖𝑔𝑛, as a function of the total energy deposited by

the plasma until ignition ℰ𝑡𝑜𝑡 (see equation 3.5):

ℰ𝑖𝑔𝑛 =

(︂
𝑟𝑖
𝑟𝑝

)︂2

ℰ𝑡𝑜𝑡 (3.7)

The fraction of the energy deposited into the ignition kernel, ℰ𝑖𝑔𝑛/ℰ𝑡𝑜𝑡, is partly used

to speed up the ignition phase. The remaining energy fraction, 1 − ℰ𝑖𝑔𝑛/ℰ𝑡𝑜𝑡, which

is deposited outside of the ignition kernel, participates in the enhancement of the

propagation phase by pre-cracking the fuel. This will lead to a larger flame speed

in that region. This can also be an interesting contribution of the plasma, as it will

accelerate the rate of fuel consumption in the whole volume to be ignited. The two

proportions are plotted in figure 3-17 for different configurations of plasma kernel

sizes and corresponding pulse repetition frequencies.

Analyzing the results shown in figure 3-17, we can note that a larger and larger

proportion of the energy deposited goes into the enhancement of the propagation
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Figure 3-17: Total energy deposited as a function of plasma kernel size and pulse
repetition frequency.

phase as the size of the plasma kernel is increased and the pulse repetition frequency is

decreased. For a plasma kernel radius of 𝑟𝑝 = 3.5 𝑚𝑚 and a pulse repetition frequency

𝑓 = 10 𝑘𝐻𝑧, almost 3/4 of the energy deposited does not benefit the ignition phase.

However, it will benefit the overall rate of fuel consumption by possibly increasing the

flame speed. As discussed earlier, larger plasma kernel sizes and lower pulse repetition

frequencies lead to larger species diffusion effects which tend to spread the radicals

over the domain. Those larger diffusion effects are in part worsened by the fact that

the energy deposited per pulse is also affected by the pulse repetition frequency (see

figure 3-16). This behavior is detrimental to ignition, but greatly enhances the flame

propagation phase. On the contrary, for a plasma kernel radius of 𝑟𝑝 = 0.8 𝑚𝑚 and

a pulse repetition frequency 𝑓 = 200 𝑘𝐻𝑧, all of the energy deposited by the plasma

goes into the ignition kernel. This study suggests that smaller plasma kernels actuated

at higher frequencies are beneficial for speeding up the ignition phase, but not so much

to enhance the propagation phase where large plasma kernels are preferred. The two
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effects can be beneficial for overall speed up of the combustion process.

3.7 Chapter Summary

This chapter gathers zero-dimensional and one-dimensional simulation results for

plasma-assisted ignition. Higher gas temperature is found to reduce the benefits of

plasma assistance. Gas composition is shown to have a strong influence on how the

plasma energy is deposited and how efficiently this energy helps the ignition phase.

One-dimensional results of radial ignition demonstrate that diffusion effects determine

the size of the ignition kernel. Modifying the size of the plasma-actuated kernel and

the pulse frequency, a trade-off can be found to optimize ignition or propagation.
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Chapter 4

Conclusions

4.1 Summary of Contributions

This work focused on numerical modeling of ignition of fuel/air mixtures at 1 𝑎𝑡𝑚

and high temperature (1000 𝐾) by nanosecond repetitively pulsed discharges. In

chapter 1, we summarized prior experimental and numerical efforts in the literature

that quantified the benefits of plasma assistance and provided the fundamental under-

standing of the effects of NRP discharges on combustion, especially on inflammation

(i.e. on the generation of the ignition kernel and development of a flame front). Pre-

vious works have revealed the clear benefits of NRP discharges in reducing ignition

delay time, decreasing the minimum ignition energy, or extending lean limits. We

acknowledge the numerous modeling efforts by the community, especially on zero-

dimensional models and PAC chemical kinetics.

However, earlier models of plasma-assisted ignition often focus on specific condi-

tions, and do not use parametric sweeping in order to de-couple the multiple variables

at play (conditions, discharge geometry, actuation frequency, etc). The models devel-

oped in this work, detailed in chapter 2, are designed to allow for the exploration of

a wide range of initial conditions and actuation strategies. First, a zero-dimensional

model coupling plasma and combustion chemical solvers is assembled. This model

is shown to give predictions in good agreement with test cases from the literature.
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Then, this model is incorporated into a one-dimensional radial model, where 1D in-

viscid fluid equations (Euler equations) are included in cylindrical coordinates. In

addition, combustion and plasma chemical mechanisms are selected to depict real-life

combustion engine applications. To that end, we selected a "surrogate fuel" and val-

idated the kinetics against test cases from the literature. Results from both 0D and

1D models are presented and analyzed in chapter 3.

Different parametric sweeps are conducted using the zero-dimensional chemical

code developed and the surrogate fuel kinetics. First, the influence of initial gas

temperature and averaged pulse energy on ignition delay time is studied (see sec-

tion 3.2). Overall, results suggest that, at a given pulse energy, NRP discharges are

more beneficial at low temperatures. At a given gas temperature, results show that

IDT reduction quickly reaches a plateau when the pulse energy increases. Secondly,

the influence of gas composition (equivalence ratio and dilution factor) is studied

through "ternary plots" (see section 3.3). Results show that plasma is more bene-

ficial than an instantaneous pure thermal input for almost all the mixtures studied.

However, large variations can be observed over the exploration domain, suggesting

that the gas mixture can affect the benefits of plasma assistance.

The one-dimensional fluid-chemical model for radial ignition by NRP discharges

is exercised on two types of simulations. First, we looked at thermal ignition (no

plasma) from a high-temperature kernel around the centerline (see section 3.4). Time

and space-dependent results show the generation of a large pressure wave at ignition

which progressively dissipates before propagating out of the domain. We also observed

the emergence of a flame front that slows down when it exits the high-temperature

kernel but eventually stabilizes around the local laminar flame speed as it propa-

gates radially out. Secondly, we studied cases where ignition was triggered by NRP

discharges (see section 3.5). Various configurations are studied, where the plasma ker-

nel size and pulse repetition frequency are jointly modified so as to keep a constant

deposited power budget between simulation cases. Results show that large plasma
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kernels actuated at lower frequencies are more subjected to diffusion effects, which

degrades the benefits of plasma assistance on the ignition phase but improves the

flame propagation phase (see section 3.6).

Finally, chapter 4 provides some possibilities for future work that would help gain

confidence in and/or further explain the presented results. Recent updates to the

model have included improvements regarding energy tracking and energy deposition

pathways analysis. Future studies could focus on running simulations of ignition by

NRP discharge in the case of a fixed energy budget (instead of a fixed power budget),

in order to decouple plasma kernel size and frequency and better characterize the

effects of the plasma on ignition and propagation. Experimental validation of the

1D code could also be highly beneficial as it would build confidence in the model

predictions, and possibly shed light on needed adjustments. A proposed experimental

setup is introduced that allows for relevant measurements that can be compared to

the model predictions.

4.2 Recommendations for Future Work

4.2.1 Energy Deposition Pathways

The most important aspect of the work presented here requiring improvements is

energy tracking. Simulation results presented in this work do not accurately track the

energy deposited by the plasma, i.e. gas heating from elastic collisions and quenching

of excited states. To be more precise, the gas heating equation from the ZDPlasKin

solver (equation 2.3) has not been taken into account in the results presented. Re-

cent updates in the model have already solved this issue. The updated model is now

able to accurately track energy deposition by the plasma, as well as provide a break-

down of what processes the energy is deposited into (excited states, temperature rise,

pressure waves, diffusion losses, etc). Further studies with the updated model are

recommended to provide more details regarding the effects of each energy pathway

on both the ignition and the flame propagation phases.

91



4.2.2 Decoupling between Plasma Size and Frequency

The results presented in chapter 3 regarding the one-dimensional radial ignition

triggered by NRP discharges were conducted for various cases of plasma kernel radii

𝑟𝑝 and pulse repetition frequencies 𝑓 so that the product 𝑓𝑟2𝑝 remained constant be-

tween simulations (constant power budget). This allows a qualitative comparison of

different simulation cases where the plasma geometry drastically changes. However,

the induced coupling between the plasma kernel size and the actuation frequency

also becomes an important shortcoming during the analysis because it prevents us

from clearly differentiating between the effects of the plasma kernel size on the one

hand from the influence of the pulse repetition frequency on the other hand. Fu-

ture simulations could focus on keeping a constant energy budget instead, by for

instance keeping the same frequency between simulations and adjusting the number

of pulses depending on the plasma kernel size. The two sets of simulation results

would allow us to have a better picture of spatial (discharge size) and time effects

(actuation frequency) and formulate a more precise optimization strategy for ignition

and propagation enhancement.

4.2.3 Experimental Validation

This work is focused on numerical efforts, from the building of the 0D and 1D

models described in chapter 2 to the analysis of the results in chapter 3. However,

experimental investigations would also benefit this work and provide more insights

and confidence regarding the final conclusions. In order to be able to compare exper-

imental results with model predictions, some modifications in the model might need

to be included (for instance, a heat loss term). The experiment should be represen-

tative of the radial ignition configuration implemented in the model. In addition,

the experiment should allow for direct visual access to the radial propagation of the

flame front to be able to take measurements. Measurements could include: (i) flame

speed (through high-speed imaging), (ii) pulse energy (using high-voltage and cur-

rent probes), (iii) densities of some key species on the centerline (like 𝑂𝐻 or 𝑂 using
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spectroscopy), (iv) imaging of ignition kernel shape and formation. An example of a

possible experimental setup is given in figure 4-1.

Figure 4-1: Proposed experiment design for validation of 1D radial model of ignition
by NRP discharges.
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Appendix A

Plasma Kinetics for Surrogate Fuel

Main species Related species
𝐴𝑟 𝐴𝑟+, 𝐴𝑟*

𝑁2 𝑁+
2 , 𝑁2(𝑣), 𝑁2 (𝐴

3Σ+
𝑢 ), 𝑁2 (𝐵

3Π𝑔) , 𝑁2 (𝐵
′3Σ−

𝑢 ),
𝑁2 (𝐶

3Π𝑢), 𝑁2 (𝑊
3∆𝑢), 𝑁2 (𝑎

1Π𝑔), 𝑁2 (𝑎
′1Σ−

𝑢 ),
𝑁2 (𝑤

1∆𝑢), 𝑁
𝑂2 𝑂+

2 , 𝑂2

(︀
𝑏1Σ+

𝑔

)︀
, 𝑂2 (𝑎

1∆𝑔), 𝑂*
2, 𝑂

𝐻2 𝐻
𝐶𝐻4 𝐶𝐻+

4 , 𝐶𝐻3, 𝐶𝐻+
3 , 𝐶𝐻2, 𝐶𝐻+

2 , 𝐶𝐻, 𝐶2, 𝐶
𝐶2𝐻4 𝐶2𝐻

+
4 , 𝐶2𝐻3, 𝐶2𝐻

+
3 , 𝐶2𝐻2, 𝐶2𝐻

+
2 , 𝐶2𝐻

Table A.1: Plasma kinetics for surrogate fuel: species included.
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Nb Reaction Cross-section Source
E1 𝑒+ 𝐶𝐻4 → 𝑒+ 𝐶𝐻4 (elastic) [61]
E2 𝑒+𝑁2 → 𝑒+𝑁2 (elastic) [29]
E3 𝑒+𝑂2 → 𝑒+𝑂2 (elastic) [28]

Table A.2: Plasma kinetics for surrogate fuel: elastic electron-impact reactions.

Nb Reaction Cross-section Source
B1 𝑒+𝑂2 → 𝑒+ 2𝑂 [28] [3]
B2 𝑒+ 𝐶𝐻4 → 𝑒+ 𝐶𝐻3 +𝐻 [4] [3]
B3 𝑒+𝑁2 → 𝑒+ 2𝑁 [29] [3]
B18 𝑒+ 𝐶2𝐻4 → 𝑒+ 𝐶2𝐻3 +𝐻 [31] [32]
B19 𝑒+ 𝐶2𝐻4 → 𝑒+ 𝐶2𝐻2 +𝐻2 [31] [32]
B20 𝑒+ 𝐶2𝐻4 → 𝑒+ 𝐶2𝐻2 + 2𝐻 [31] [32]
B21 𝑒+ 𝐶2𝐻4 → 𝑒+ 𝐶2𝐻 +𝐻2 +𝐻 [31] [32]

Table A.3: Plasma kinetics for surrogate fuel: electron-impact dissociations.

Nb Reaction Cross-section Source
B4 𝑒+𝑂2 → 𝑒+𝑂*

2 [28] [3]
B5 𝑒+ 𝐴𝑟 → 𝑒+ 𝐴𝑟* [75] [3]
B6 𝑒+𝑁2 → 𝑒+𝑁2(𝐴

3Σ+
𝑢 ) [58] [3]

B7 𝑒+𝑁2 → 𝑒+𝑁2(𝐵
3Π𝑔) [58] [3]

B8 𝑒+𝑁2 → 𝑒+𝑁2(𝐵
′3Σ−

𝑢 ) [58] [3]
B9 𝑒+𝑁2 → 𝑒+𝑁2(𝑊

3∆𝑢) [58] [3]
B10 𝑒+𝑁2 → 𝑒+𝑁2(𝑎

1Π𝑔) [58] [3]
B11 𝑒+𝑁2 → 𝑒+𝑁2(𝑎

′1Σ−
𝑢 ) [58] [3]

B12 𝑒+𝑁2 → 𝑒+𝑁2(𝑤
1∆𝑢) [58] [3]

B13 𝑒+𝑁2 → 𝑒+𝑁2(𝐶
3Π𝑢) [58] [3]

Table A.4: Plasma kinetics for surrogate fuel: electron-impact excitations.

Nb Reaction Cross-section Source
B14 𝑒+ 𝐴𝑟 → 2𝑒+ 𝐴𝑟+ [32]
B15 𝑒+𝑂2 → 2𝑒+𝑂+

2 [28] [32]
B16 𝑒+ 𝐶𝐻4 → 2𝑒+ 𝐶𝐻+

4 [61] [32]
B17 𝑒+𝑁2 → 2𝑒+𝑁+

2 [58] [32]
B22 𝑒+ 𝐶2𝐻4 → 2𝑒+ 𝐶2𝐻

+
4 [31] [32]

B23 𝑒+ 𝐶2𝐻4 → 2𝑒+ 𝐶2𝐻
+
3 +𝐻 [31] [32]

B24 𝑒+ 𝐶2𝐻4 → 2𝑒+ 𝐶2𝐻
+
2 + 2𝐻 [31] [32]

B25 𝑒+ 𝐶2𝐻4 → 2𝑒+ 𝐶2𝐻
+
2 +𝐻2 [31] [32]

Table A.5: Plasma kinetics for surrogate fuel: electron-impact ionizations.
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Nb Reaction Rate coefficient
(𝑐𝑚3/𝑠)

𝜖𝑟 [20]
(𝑒𝑉 )

Source

R8 𝑁2(𝐴
3Σ+

𝑢 ) +𝑂2 → 𝑁2 + 2𝑂 1.7 · 10−12 [3]
R9 𝑁2(𝐴

3Σ+
𝑢 )+𝑂2 → 𝑁2+𝑂2(𝑏

1Σ+
𝑔 ) 7.5 · 10−13 [3]

R10 2𝑁2(𝐴
3Σ+

𝑢 ) → 𝑁2 +𝑁2(𝐵
3Π𝑔) 7.7 · 10−11 5.02 [3]

R11 2𝑁2(𝐴
3Σ+

𝑢 ) → 𝑁2 +𝑁2(𝐶
3Π𝑢) 1.6 · 10−10 1.28 [3]

R12 𝑁2(𝐴
3Σ+

𝑢 ) +𝑁2(𝑣) →
𝑁2 +𝑁2(𝐵

3Π𝑔)
1.0 · 10−10𝑒

− 1500
𝑇𝑔 0.8 [3]

R13 𝑁2(𝐴
3Σ+

𝑢 ) +𝑂 → 𝑁2 +𝑂 3.0 · 10−11 6.17 [3]
R14 𝑁2(𝐵

3Π𝑔) +𝑂2 → 𝑁2 + 2𝑂 3.0 · 10−10 [3]
R15 𝑁2(𝐵

3Π𝑔)+𝑁2 → 𝑁2(𝐴
3Σ+

𝑢 )+𝑁2 1.0 · 10−11 1.15 [3]
R16 𝑁2(𝑎

′1Σ−
𝑢 ) +𝑂2 → 𝑁2 + 2𝑂 2.8 · 10−11 [3]

R17 𝑁2(𝑎
′1Σ−

𝑢 ) +𝑁2 → 2𝑁2 2.0 · 10−13 8.39 [3]
R18 𝑁2(𝐶

3Π𝑢) +𝑂2 → 𝑁2 + 2𝑂 3.0 · 10−10 [3]
R19 𝑁2(𝐶

3Π𝑢)+𝑁2 → 𝑁2(𝑎
′1Σ−

𝑢 )+𝑁2 1.0 · 10−11 2.67 [3]
R20 𝑁2(𝐶

3Π𝑢) → 𝑁2(𝐵
3Π𝑔) 3.0 · 10−7 2.9 [3]

R21 𝑁2(𝐴
3Σ+

𝑢 ) + 𝐶𝐻4 → 𝑁2 + 𝐶𝐻4 3.0 · 10−15 6.17 [3]
R22 𝑁2(𝐵

3Π𝑔) + 𝐶𝐻4 →
𝑁2(𝐴

3Σ+
𝑢 ) + 𝐶𝐻4

2.85 · 10−10 1.15 [3]

R23 𝑁2(𝐵
3Π𝑔)+𝐶𝐻4 → 𝑁2+𝐶𝐻3+𝐻 1.5 · 10−11 [3]

R24 𝑁2(𝑎
′1Σ−

𝑢 )+𝐶𝐻4 → 𝑁2+𝐶𝐻3+𝐻 3.0 · 10−10 [3]
R25 𝑁2(𝐶

3Π𝑢)+𝐶𝐻4 → 𝑁2+𝐶𝐻3+𝐻 3.0 · 10−10 [3]

Table A.6: Plasma kinetics for surrogate fuel: quenching reactions for 𝑁2.

Nb Reaction Rate coefficient
(𝑐𝑚3/𝑠)

𝜖𝑟 [20]
(𝑒𝑉 )

Source

R26 𝑂*
2 + 𝐶𝐻4 → 𝑂2 + 𝐶𝐻3 +𝐻 3.0 · 10−15 [3]

R27 𝑂*
2 +𝑂2 → 𝑂2(𝑎

1∆𝑔) +𝑂2 1.86 · 10−13 [3]
R28 𝑂*

2 +𝑂2 → 𝑂2(𝑏
1Σ+

𝑔 ) +𝑂2 8.1 · 10−14 [3]
R29 𝑂*

2 +𝑂2 → 2𝑂2 2.3 · 10−14 [3]
R30 𝑂*

2 +𝑂 → 𝑂2 +𝑂 5.0 · 10−12 [3]
R31 𝑂*

2 +𝑂 → 𝑂2(𝑎
1∆𝑔) +𝑂 2.7 · 10−12 [3]

R32 𝑂*
2 +𝑂 → 𝑂2(𝑏

1Σ+
𝑔 ) +𝑂 1.35 · 10−12 [3]

Table A.7: Plasma kinetics for surrogate fuel: quenching reactions for 𝑂2.
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Nb Reaction Rate coefficient
(𝑐𝑚3/𝑠)

𝜖𝑟 [20]
(𝑒𝑉 )

Source

R1 𝐴𝑟* +𝑂2 → 𝐴𝑟 + 2𝑂 2.0 · 10−10 [3]
R2 𝐴𝑟* + 𝐶𝐻4 → 𝐴𝑟 + 𝐶𝐻2 + 2𝐻 3.3 · 10−10 [3]
R3 𝐴𝑟*+𝐶𝐻4 → 𝐴𝑟+𝐶𝐻+𝐻2+𝐻 5.8 · 10−11 [3]
R4 𝐴𝑟* + 𝐶𝐻4 → 𝐴𝑟 + 𝐶𝐻3 +𝐻 5.8 · 10−11 [3]
R5 𝐴𝑟* + 𝐶𝐻4 → 𝐴𝑟 + 𝐶𝐻2 +𝐻2 5.8 · 10−11 [3]
R6 𝐴𝑟* +𝑁2 → 𝐴𝑟 +𝑁2(𝐶

3Π𝑢) 1.5 · 10−11 [3]
R7 𝐴𝑟* +𝑁2 → 𝐴𝑟 +𝑁2(𝐵

3Π𝑔) 1.5 · 10−11 [3]
R45 𝐴𝑟* + 𝐶2𝐻4 → 𝐴𝑟 + 𝐶2𝐻2 + 2𝐻 4.39 · 10−10 [32]
R46 𝐴𝑟* + 𝐶2𝐻4 → 𝐴𝑟 + 𝐶2𝐻2 +𝐻2 4.88 · 10−11 [32]
R47 𝐴𝑟* + 𝐶2𝐻4 → 𝐴𝑟 + 2𝐶𝐻2 4.88 · 10−11 [32]
R48 𝐴𝑟* + 𝐶2𝐻4 → 𝐴𝑟 + 𝐶2𝐻3 +𝐻 4.88 · 10−11 [32]

Table A.8: Plasma kinetics for surrogate fuel: quenching reactions for 𝐴𝑟.

Nb Reaction Rate coefficient
(𝑐𝑚3/𝑠)

𝜖𝑟 [20]
(𝑒𝑉 )

Source

R33 𝐴𝑟+ +𝑁2 → 𝐴𝑟 +𝑁+
2 5.0 · 10−11 [3]

R34 𝐴𝑟+ + 𝐶𝐻4 → 𝐴𝑟 + 𝐶𝐻+
3 +𝐻 1.1 · 10−9 [3]

R35 𝐴𝑟+ + 𝐶𝐻4 → 𝐴𝑟 + 𝐶𝐻+
2 +𝐻2 2.3 · 10−10 [3]

R36 𝐴𝑟+ +𝑂2 → 𝐴𝑟 +𝑂+
2 1.0 · 10−10 [3]

R37 𝑁+
2 + 𝐶𝐻4 → 𝑁2 + 𝐶𝐻+

3 +𝐻 1.3 · 10−9 [3]
R38 𝑁+

2 +𝑂2 → 𝑁2 +𝑂+
2 1.04 · 10−9𝑇−0.5

𝑔 [3]
R39 𝐶𝐻+

4 +𝑂2 → 𝐶𝐻4 +𝑂+
2 5.0 · 10−10 [3]

R60 𝐴𝑟+ + 𝐶2𝐻4 → 𝐴𝑟 + 𝐶2𝐻
+
4 4.4 · 10−11 [32]<[80]

R61 𝐴𝑟+ + 𝐶2𝐻4 → 𝐴𝑟 + 𝐶2𝐻
+
3 +𝐻 8.36 · 10−10 [32]<[80]

R62 𝐴𝑟+ +𝐶2𝐻4 → 𝐴𝑟+𝐶2𝐻
+
2 + 2𝐻 2.2 · 10−10 [32]<[80]

Table A.9: Plasma kinetics for surrogate fuel: charge-exchange reactions.
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Nb Reaction Rate coefficient
(𝑐𝑚3/𝑠)

𝜖𝑟
(𝑒𝑉 )

Source

R40 𝑒+𝑂+
2 → 2𝑂 6.0 · 10−5𝑇−1

𝑔 [3]
R41 𝑒+ 𝐶𝐻+

4 → 𝐶𝐻3 +𝐻 2.94 · 10−6𝑇−0.5
𝑔 [3]

R42 𝑒+ 𝐶𝐻+
4 → 𝐶𝐻2 + 2𝐻 2.94 · 10−6𝑇−0.5

𝑔 [3]
R43 𝑒+ 𝐶𝐻+

3 → 𝐶𝐻2 +𝐻 6.06 · 10−6𝑇−0.5
𝑔 [3]

R44 𝑒+ 𝐶𝐻+
2 → 𝐶𝐻 +𝐻 4.33 · 10−6𝑇−0.5

𝑔 [3]
R49 𝑒+ 𝐶2𝐻

+
2 → 𝐶2𝐻 +𝐻 4.05 · 10−5𝑇−0.5

𝑔 [32]<[13]
R50 𝑒+ 𝐶2𝐻

+
2 → 𝐶2 +𝐻2 1.62 · 10−6𝑇−0.5

𝑔 [32]<[13]
R51 𝑒+ 𝐶2𝐻

+
2 → 𝐶2 + 2𝐻 2.42 · 10−5𝑇−0.5

𝑔 [32]<[13]
R52 𝑒+ 𝐶2𝐻

+
2 → 𝐶𝐻2 + 𝐶 4.05 · 10−5𝑇−0.5

𝑔 [32]<[13]
R53 𝑒+ 𝐶2𝐻

+
2 → 2𝐶𝐻 1.05 · 10−5𝑇−0.5

𝑔 [32]<[13]
R54 𝑒+ 𝐶2𝐻

+
3 → 𝐶2𝐻2 +𝐻 3.91 · 10−5𝑇−0.5

𝑔 [32]<[13]
R55 𝑒+ 𝐶2𝐻

+
3 → 𝐶2𝐻 +𝐻2 8.11 · 10−6𝑇−0.5

𝑔 [32]<[13]
R56 𝑒+ 𝐶2𝐻

+
3 → 𝐶2𝐻 + 2𝐻 7.97 · 10−5𝑇−0.5

𝑔 [32]<[13]
R57 𝑒+ 𝐶2𝐻

+
3 → 𝐶2 +𝐻2 +𝐻 4.05 · 10−6𝑇−0.5

𝑔 [32]<[13]
R58 𝑒+ 𝐶2𝐻

+
3 → 𝐶𝐻3 + 𝐶 8.11 · 10−7𝑇−0.5

𝑔 [32]<[13]
R59 𝑒+ 𝐶2𝐻

+
3 → 𝐶𝐻2 + 𝐶𝐻 4.05 · 10−6𝑇−0.5

𝑔 [32]<[13]
R64 𝑒+ 𝐶2𝐻

+
4 → 𝐶2𝐻3 +𝐻 1.4 · 10−6𝑇−0.5

𝑒 ·
(1 + 0.27𝑇 0.55

𝑒 )
−1

[31]

R65 𝑒+ 𝐶2𝐻
+
4 → 𝐶2𝐻2 + 2𝐻 5.8 · 10−6𝑇−0.5

𝑒 ·
(1 + 0.27𝑇 0.55

𝑒 )
−1

[31]

R66 𝑒+ 𝐶2𝐻
+
4 → 𝐶2𝐻2 +𝐻2 5.6 · 10−7𝑇−0.5

𝑒 ·
(1 + 0.27𝑇 0.55

𝑒 )
−1

[31]

R67 𝑒+ 𝐶2𝐻
+
4 → 𝐶2𝐻 +𝐻 +𝐻2 9.4 · 10−7𝑇−0.5

𝑒 ·
(1 + 0.27𝑇 0.55

𝑒 )
−1

[31]

R68 𝑒+ 𝐶2𝐻
+
4 → 2𝐶𝐻2 3.7 · 10−7𝑇−0.5

𝑒 ·
(1 + 0.27𝑇 0.55

𝑒 )
−1

[31]

R69 𝑒+ 𝐶2𝐻
+
4 → 𝐶𝐻3 + 𝐶𝐻 1.9 · 10−7𝑇−0.5

𝑒 ·
(1 + 0.27𝑇 0.55

𝑒 )
−1

[31]

R70 2𝑒+𝑁+
2 → 𝑒+𝑁2 1.0 · 10−19 ·

(300/𝑇𝑒)
4.5

[6]

R71 𝑒+𝑁2 +𝑁+
2 → 2𝑁2 6.0 · 10−27 ·

(300/𝑇𝑒)
1.5

[6]

R72 𝑒+𝑂2 +𝑁+
2 → 𝑂2 +𝑁2 6.0 · 10−27 ·

(300/𝑇𝑒)
1.5

[6]

Table A.10: Plasma kinetics for surrogate fuel: recombinations of ions.
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