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Abstract

Dynamic tuning of materials properties with simple voltage control is desirable for a
variety of applications, from magnetic memory, to neuromorphic computing, to solid
state pixels and optical circuit components. Metal oxides can conduct ionic current,
allowing their properties and those of adjacent materials to be controlled through
voltage control of ion transport and electrochemical reactions. This thesis focuses on
protonic defects in gadolinium oxide and gadolinium hydroxide (GdO𝑥H𝑦y). Protons
are mobile in this oxide at room temperature, and hydrogen incorporation can control
a variety of materials properties, making these devices a promising platform for thin
film solid state ionic devices with very simple and robust architectures. However, the
proton transport and hydrogen storage properties of GdO𝑥H𝑦 are not sufficiently well
understood to determine the limits and optimal operation conditions for this material
platform. Additionally, the mixed ionic and electronic conductivity of the material
poses challenges for measuring these properties. This thesis sheds light on proton
dynamics in nanoscale GdO𝑥H𝑦 films in order to understand proton conductivity and
hydrogen storage. The work investigates the effects of hydration and gating on the
structure of GdO𝑥H𝑦 films and devices, measures the devices’ electrical and electro-
chemical properties, and focuses on applications in magneto-ionics, where voltage
control of protons is used to toggle the magnetic properties of a ferromagnetic or
ferrimagnetic layer.
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Chapter 1

Introduction

Simple voltage control of ion movement can lead to control of a variety of proper-

ties that are useful in devices, opening up the possibilty of “voltage programmable

materials”.[9] Ionic movement can change the properties of the oxide itself (e.g. op-

tical properties[6], resistivity [13, 14, 15, 16]) or can be used to change properties of

adjacent materials (e.g. switching the magnetization of an adjacent metal layer by

conducting oxygen ions to the interface) [17]. Metal oxides have rich electrochemistry

and tunable ionic and electronic conductivity, making them a promising platform

for thin film solid state ionic devices with very simple and robust architectures –

dramatic changes in properties can be achieved by voltage gating devices with a sim-

ple metal/oxide/metal structure. Their ease of processing and CMOS compatibility

makes metal oxides strong candidate materials for next-generation devices for infor-

mation storage and computing, sensing, energy generation (fuel cells), and energy

storage (batteries).

Voltage control of magnetic films and interfaces using ionic transport, or magneto-

ionics,[18, 17] has introduced the possibility of inducing large changes in magnetic

properties using straightforward low-voltage gating. Magneto-ionic mechanisms have

the potential to dramatically improve the energy efficiency of magnetic memories and

spintronic devices.[19] This can be done through various mechanisms. One mecha-

nism is modifying the energy barrier for switching the magnetization during writing

(modifying the magnetic anisotropy of the magnetic layer being switched), making it
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temporarily less energy intensive to write the bit and then using ionic control to in-

crease the energy barrier (increase magnetic anisotropy) after writing, setting the bit

back to a nonvolatile state. Magneto-ionic control can also be used directly to switch

magnetization direction by 180°.[12] A variety of ions have been used, most notably

oxygen, [18, 17, 20, 21] lithium, [22] hydrogen, [21, 4, 10, 23] and nitrogen, [24] and

large changes in properties such as magnetic anisotropy, [17, 25, 26, 4] magnetization,

[17, 25, 22, 21, 26, 27] exchange bias, [20, 28] spin-orbit torque, [29, 30] and control

of magnetic textures [12, 31] have been observed. Pt/Co/oxide stacks are common

magneto-ionic devices, where the Co is the ferromagnetic layer, Pt provides the spin-

orbit coupling needed to give the Co film perpendicular magnetic anisotropy (PMA),

and the oxide is the ionic conductor and reservoir and also contributes to interfa-

cial PMA through Co-O bonding.[32] Until recently, oxygen ion migration alone was

assumed to cause ionically-induced property changes in Co/GdO𝑥. Previous work

illuminates hydrogen’s important role in the redox chemistry of these devices and

establishes room temperature proton conduction as a fast mechanism for modulating

the Co magnetism.[4, 10] Other works have highlighted the importance of humidity

and protonic defects in memristors and magneto-ionic devices. [33, 34, 35, 13, 16]

Many ionic technologies already exist in commercial production – yttria-stabilized

zirconia (YSZ) and CeO2 in particular have been optimized as fast oxygen ion con-

ducting electrolytes and are commonly used in commercial devices such as solid oxide

fuel cells. Voltage control of magnetic [36] and electrical [14] properties of oxides

through oxygen ion conduction has also been demonstrated. However, devices that

rely on movement of oxygen ions commonly require high temperatures and are sus-

ceptible to structural degradation over time. This thesis instead focuses on hydrogen

ion (proton) conduction. Protons are small and diffuse interstitially in most oxides,

without affecting the material’s crystal structure. Protons can be conducted through

oxide ceramics relatively quickly at low temperatures due to their small size. Pro-

tonic defects are already present in some oxides at high levels due to reactions with

water vapor in the atmosphere, and their concentration can be further enhanced by

hydrating (humidifying) the oxide [37]. Protonic defects are also ubiquitous in many
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materials and may not always require protective layers to prevent their diffusion into

surrounding materials, making protonic devices more CMOS compatible than those

that rely on alkali metal cations [38, 39]. All of these characteristics make protonic

devices an appealing alternative to devices that rely on oxide or alkali ion conduction.

This work investigates proton transport and hydrogen storage in devices using

GdO𝑥H𝑦 as the proton conducting electrolyte. While most magneto-ionics work so

far has focused on demonstrating new effects (i.e. using different ions, different ion

conductors, or switching different properties of different magnetic layers), this thesis

aims to shed light on the actual mechanisms through which magneto-ionic switching

happens. In particular, we investigate where the protons and hydrogen go, what the

proton conductivity of the GdO𝑥H𝑦 is, how much of the current is protonic, and what

limits the timescale for switching.
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Chapter 2

Background

2.1 Ionic conduction in ceramics

Ceramics comprise lattices of cations and anions bound together by the strong at-

tractive Coulomb forces experienced by oppositely charged particles. Ceramics can

be found in a wide variety of crystal structures, and their crystal structure to a large

extent determines their material properties (e.g. mechanical and magnetic proper-

ties). Defects within these materials also play a large role. Here we focus on electrical

conduction in metal oxide ceramics due to large concentrations of point defects such

as oxygen vacancies or interstitial ions. Metal oxide ceramics are often poor electronic

conductors in bulk form due to the localization of electrons in their ionic bonds (al-

though metallic and superconducting oxides do exist). Ionic defects, however, allow

ions to move through the lattice, allowing metal oxides to conduct charge through

ionic current.[40] In general, conductivity of a species through a material depends on

the concentration of that species, its charge, and its mobility in the given environ-

ment (mobility can be related to diffusivity through the Einstein equation). In order

to understand ion conductivity in oxides, then, we need to rely on a model for ion

diffusion through ceramics. Diffusion occurs in ceramics when ionic species hop from

site to site within the crystal lattice (or through the free volume in an amorphous

ceramic). Diffusion through a crystalline lattice is modeled with a diffusion coefficient

and an energy barrier that describe the relative difficulty of ion hopping from site to
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site:

𝐷 = 𝐷0 exp
−𝐸act

kT

Overall ionic diffusivity can be broken down into contributions from multiple ionic

species and into bulk and grain boundary components. It is possible for grain bound-

ary diffusivity to be either higher or lower than bulk diffusivity depending on the

crystal structure and the density and degree of disorder in the grain boundary. Dif-

ferent contributions may therefore dominate in different temperature regimes. In

general, defects can diffuse through two main mechanisms: vacancy or interstitial.

For example, oxygen anions typically move through an oxide film using an oxygen

vacancy (VO ) diffusion mechanism. Oxygen vacancies in an oxide are in equilib-

rium with the gaseous oxygen in the environment, described with the following defect

reaction:

O𝑥
O → V∙∙

O +
1

2
O2 + 2e−.

Doping with cations with a different valence from the native metal cation can also

increase oxygen vacancy concentration and can therefore be used to increase ion

conductivity. The following defect reaction between a metal cation (M, with an oxide

formula of MO2) and a dopant ion with lower valency (D, with an oxide formula DO)

demonstrates this process:

DO → D′
M +

1

2
V∙∙

O + O𝑥
O.

Ions can also diffuse through an interstitial mechanism; interstitial defects are de-

scribed by the following defect reaction (for ions with valence n):

M×
M → V𝑛−

M + M𝑛+
i

These reaction demonstrate the interplay between ionic and electronic charge carriers

in ceramics – in order to maintain charge neutrality, defects of various charge lead
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to creation of oxygen vacancies or electronic carriers in the oxide. In general, the

concentration of each species (and therefore the material’s conductivity), including

electronic carriers, can depend greatly on the other species present and the partial

pressures of the gases present in the environment. This is what makes the electrical

properties of ceramics so diverse and so tunable.

2.2 Oxygen ion conductors

Many established ionic technologies are based on oxygen ion conduction in ceramic

materials. One of the most prominent and commercially developed is the solid oxide

fuel cell. Oxygen ion based devices, including fuel cells, typically require temperatures

ranging from 600°C to 1200°C for operation. Materials used as oxygen-conducting

electrolytes must be stable under large temperatures and oxygen nonstoichiometry

changes and must be made sufficiently dense to prevent mixing of the gas phase species

on either side. Modern oxygen ion electrolytes have oxygen conductivities around 0.1

S cm−1 [41, 42]. Yttria-stabilized zirconia (YSZ) and doped ceria are most commonly

used in commercial solid oxide fuel cells. Other established technologies involving

oxygen ion conduction include oxygen separation membranes, oxygen sensors, and

electryolysis cells. For all of these applications, oxide ion conductivity of 0.1 S cm−1

is desirable for device thicknesses around 1mm, although lower conductivities may be

acceptable for thinner electrolyte layers [43]. The main disadvantage of using oxygen

ions as the charge carrier in a technology is the high temperature generally required

for operation. High temperature and large changes in temperature during operation

can lead to materials degradation over many thermal cycles, as well as contributing to

phase change instabilities and changes in morphology during operation that decrease

the efficiency over time (such as grain growth and coarsening in ceramics, leading to

lower catalytic activity in the electrode materials of devices operated at high temper-

atures). Using a different charge carrier that can have sufficiently high conductivity

at lower temperature is therefore desirable, as the electrolyte and electrode materials

need not be designed for such high temperature applications.
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Oxygen ion control has also been used to manipulate magnetic properties includ-

ing magnetization [44], exchange bias [20], and magnetic anisotropy [25, 17]. Volt-

age control of oxygen ions can change magnetic properties by changing the oxygen

stoichiometry of the bulk or by changing the oxidation state at an interface. Mag-

netoelectric coupling through oxygen defects accompanied by resistive switching due

to filament formation has also been observed [36]. Like solid oxide fuel cells and

other oxygen-based ionic devices, devices based on this method of magnetic property

switching have the disadvantage of structural instability and degradation over many

cycles [4].

2.3 Proton conduction in oxides

2.3.1 Proton incorporation and conduction mechanism

Protonic defects (OH·
O) are created through the following reaction (given in Kroger-

Vink notation) when oxides absorb water from the atmosphere[45, 46, 40]:

H2O + Ox
O + V··

O → 2OH·
O (2.1)

Protons in oxides typically conduct through the Grotthuss mechanism, which con-

sists of a reorientation step of the proton around the oxide ion and a hopping step

to the next oxygen site.[46] Protonic defects are especially important in rare earth

oxides, which have high pH and are very hygroscopic.[47] Rare earth oxides react with

water to form hydroxides such as Gd(OH)3.[48] This phase transition from oxide to

hydroxide has been shown to change the ionic [2] and electrical[48] properties.

Hydrogen defect creation and diffusion has been studied in various oxides, includ-

ing rare earth oxides [2]. Hydrogen is incorporated into the bulk of oxide ceramics

through reactions at the oxide surface [35]. Hydrogen defects in oxides can be thought

of as a hydroxide group on an oxygen site (or a proton attached to an oxygen sitting

on an oxygen site) and can be written as such: (OH)O. Many oxides readily absorb

water from the atmosphere and incorporate hydrogen into the lattice through the
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following defect reaction [49]:

H2O + V∙∙
O + Ox

O → 2(OH)∙O

In the presence of molecular hydrogen, the following defect reaction may also occur

[1]:

H2 + 2Ox
O → 2(OH)∙O + 2e−.

Protons can in general be transported as part of a larger molecule (e.g. NH+
4 ,

H3O
+), termed the “vehicle mechanism”, or independently as H+, called the free-

proton or Grotthuss mechanism, which was originally used to describe how hydrogen

diffuses through liquid water. The Grotthuss mechanism is a common form of proton

conduction in solid proton conductors [49] and is shown in Figure 2-1. In general, it

refers to the transfer of a proton from one water molecule to the next through the

exchange of a covalent bond with a hydrogen bond [50, 51]. In a crystalline oxide

lattice, this means that hydrogen ions “hop” from one oxygen to the next, moving

interstitially from oxygen site to oxygen site [2].

Solids may conduct protons in two different ways (or some combination of the

two). The first is conduction through liquid layers or liquid-like regions surrounding

the solid, which occurs in some hydrated polymers and in ceramics where a layer

of water is adsorbed on each grain. The protonic transport in this case is identical

to proton transport through liquid water. The second is hopping between crystallo-

graphic lattice sites in a material in which protons are bonded to oxygen ions. Some

materials (e.g. solid acids or hydroxides) have a crystallographically fixed number

of protons; the degree of acidity or basicity is determined by the strength of the

anion-proton bond. This type of material becomes dehydrated at sufficiently high

temperatures (usually 100-200°C). Conduction occurs when proton vacancies and/or

interstitials form and protons hop between these sites. Solids that do not have hy-

drogen as part of their structure can also conduct protons if they are introduced as

interstitial defects, meaning the incorporation of protons does not affect the crystal-
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lographic structure of the solid and the protons can diffuse freely through the existing

crystal [49]. Moisture does not always have the same effect on different metal oxides,

or the same oxide with a different microstructure [52].

Figure 2-1: Schematic of hydrogen defect formation and the Grotthuss mechanism of
proton transfer in an oxide ceramic [1]

2.3.2 Measurement of proton conductivity

The ionic conductivity of a material is usually measured using electrochemical impedance

spectroscopy (EIS). In AC impedance spectroscopy, an AC voltage signal with an am-

plitude of approximately 10 mV is applied to a device, and the device impedance is

measured at frequencies ranging from 10 MHz to 0.01 Hz. Measuring at a wide range

of frequencies separates out all of the electrochemical and transport processes that

happen within the device by the effective speed of the process, given by the RC

time constant for each process. In a metal/oxide/metal device, therefore, one part of

the impedance spectrum can be attributed to the ion conduction through the oxide

electrolyte. From the measured resistance value and the device geometry, an ionic

conductivity can be calculated [3]. Figure 2-2 shows a schematic of a typical Nyquist

plot: a plot of the imaginary part of the impedance versus the real part over a range

of frequencies. Impedance data can be fit to semicircles similar to this Nyquist plot

schematic, and can be used to find a model circuit for an electrochemical system [53].

Plotting the ionic conductivity over a temperature range and with a range of dif-

ferent partial pressures of oxygen and water vapor reveals the different conduction

regimes of an oxide material. It has been shown, for example, that doped gadolinium
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Figure 2-2: Features of a typical Nyquist plot, with the circuit that generates it shown
on the left. The capacitances C1 and C2 can be calculated based on the frequency at
which the peak of each semicircle occurs.

oxide near room temperatures is well into the proton conduction regime, and there-

fore, the ionic conduction can be attributed almost entirely to protons [2]. Similar

measurements could be carried out to determine the conduction regimes and ionic

conductivities for protons in different oxides. Figure 2-3 shows such Arrhenius plots

that demonstrate the conduction regimes for doped gadolinium oxide. Grain bound-

ary and bulk contributions may also be distinguished in the spectrum if their effective

time constants are sufficiently different, which they are in many ceramics. Figure 2-4

shows data for gadolinium-doped ceria that demonstrates the relative contributions

of bulk and grain boundary conduction at different temperatures.

2.3.3 Proton conducting perovskite oxides

The first proton conducting solid state materials were hydrous inorganic compounds;

later, proton conducting polymers were developed and interest in proton-conducting

metal oxide ceramics also developed [49]. Much of the current work in proton-

conducting metal oxides is on perovskite materials, particularly BaCeO3 (orthorhom-

bic structure at room temperature) and BaZrO3 (cubic structure at room temper-

ature), and similar solid solutions doped with different cations [54]. BaCeO3 has

high proton conductivity but poor chemical stability, while BaZrO3 has good stabil-
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Figure 2-3: Plot of log of conductivity versus inverse temperature for Ca-doped
gadolinium oxide in a) wet and b) dry atmosphere, showing proton conductivites
of 10−4 S cm−1 at low temperatures. In the wet environment, proton conductivity
(𝜎H) clearly dominates at low temperatures [2].

ity but worse proton conductivity. Intermediate solid solutions, BaCe0.8–xZrxY0.2O3−𝛿

(BCZY) demonstrate desirable combinations of these properties, with proton con-

ductivites on the order of 10−5 S cm−1 at 473 K[55]. Humidification (exposure to

environment with high partial pressure of water vapor) has been found to improve

the proton conductivity of perovskite oxides [54]. However, these perovskites have

been found to exhibit large structural expansion and phase transitions upon hydra-

tion [56]. This phenomenon can lead to delamination at interfaces and degradation of

the functional ceramic when used as a proton conductor in solid oxide fuel cells, elec-

trolysis cells, and other devices. Other challenges with proton conducting perovskites

include degradation due to cation segregation and coarsening, even at low tempera-

tures. Perovskites can also exhibit chemical degradation in environments with high

humidity or high partial pressure of CO2, with the degree of degradation depending

on the cation dopants and the structure of the perovskite [57]. Perovskite proton con-

ductors have very high ionic conductivity compared to oxide ion conductivity in YSZ

and ceria, so they can be operated around 300-500°C, which is much lower than the

600-1000°C required for oxide ion conductors. However, this temperature is still well

34



Figure 2-4: Measured Nyquist plots for gadolinium-doped ceria in wet (filled circle)
and dry (open circle) oxygen environments at a) 250°C, where a small semicircle
attributed to conduction through the bulk is highlighted in the green circle; b) 100°C,
where the bulk contribution is no longer there (only one semicircle is found), indicating
that bulk conduction is short-circuited through another conduction mechanism [3].

above room temperature, so there is still room for improvement in the development

of room temperature devices. Proton-conducting oxides are fabricated using solid

state processing or the Pechini (liquid mix) method, and their electrical properties

are typically measured using EIS [55].

2.3.4 Proton conducting oxides in ionic devices

Devices that rely on ionic conduction in ceramics are not new; examples include

lithium ion batteries (in which lithium ions are conducted through an electrolyte and

lithium is stored in cathode and anode materials, which may also be ceramics), solid

oxide fuel cells (in which oxygen ions, protons, or other ions are transported through

an electrolyte to react with fuels and produce electricity), and gas sensors (which rely

on ceramic materials’ response to changing partial pressures of oxygen, water vapor,

or other gases in the environment).

Some of the first ionic devices that knowingly relied on protonic defects were

humidity sensors. The conductivity change of certain oxides in environments with

different humidity has been well known for several decades, and had obvious applica-
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tions in measurement of humidity. Some metal oxide humidity sensors relied on the

conduction of protons through the chemisorbed hydroxyl layer and physisorbed water

layer on the ceramic surface, while another type relied on the change in electronic

conductivity caused by chemisorbed water molecules [58].

As mentioned above, perovskite oxides are increasingly being used in devices as

proton conductors, especially as alternative materials to oxide-conducting ceramics

for solid oxide fuel cells [59], electrolysis cells, and reversible solid oxide cells (which

work both ways, producing electricity from fuel or vice versa). These materials work

at lower temperatures than oxide ion conductors (although at higher temperatures

than the proton-conducting polymers also sometimes used in fuel cells (PEMFCs),

which have stablity problems of their own) and are referred to as high-temperature

proton conductors (HTPCs) [60].

2.3.5 Gating

Gating can be achieved through simple application of a voltage across electrodes.

This creates an electric field across the gated material. For nanoscale films (10-100

nm) and voltages on the order of 1 V, this electric field is 107 − 108 V m−1.

Ionic liquid gating is also of increasing interest for gating properties of oxides and

other materials. Ionic liquids are capable of producing surface charge densities much

greater than those possible with traditional solid oxide gate dielectric materials, and

are therefore capable of producing phase transitions, defect generation and motion,

and metal-insulator transitions in ceramics that would not be observable with tra-

ditional voltage gating. [61]. Ion gels are also used and have been demonstrated to

produce surface charge carrier densities above 1014 cm−2. Ion gel gating has been

used to modulate properties including resistivity, magnetoresistance, and Curie tem-

perature in oxides such as La0.5Sr0.5CoO3–𝛿 [62]. Gating of properties in oxides can be

attributed to a buildup of charge carriers at the interface (electrostatic mechanism,

which affects only the surface layer of the oxide), to electrochemical reactions (such as

the formation of oxygen vacancies or the intercalation of hydrogen, which can change

the properties of the whole film), or to a combination of both [63].
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Figure 2-5: Illustration of the proton pumping mechanism of the GdO𝑥 device un-
der positive bias (charging), in the charged state with hydrogen stored at the bot-
tom interface, and under negative bias (discharging). The device shown here is
Pt/GdO𝑥H𝑦/Au.

2.3.6 Gating of GdO𝑥 device

Prior works show that positively gating a Pt/GdO𝑥/Au stack (the Au electrode ad-

jacent to air at high potential) electrochemically splits water from the ambient water

vapor and pumps protons into the GdO𝑥. The electric field drives protons to the back

electrode (Pt), where it is reduced. The resulting neutral hydrogen is stored at the

bottom interface (as H or H2O depending on the chemistry of the bottom electrode

or magnetic layer). Upon discharge, the process is reversed. Figure 2-5 illustrates the

basic charging and discharging mechanisms for the proton pump.

The electrode reactions occurring are as follows:

Anode (top electrode): 2H2O → O2 + 4e− + 4H+ (2.2)

Cathode (bottom electrode): 4H+ + 4e− → 4H (2.3)
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2.4 Protonic control of electrical, magnetic, and op-

tical properties

2.4.1 Memristors and resistive switches

The resistivity change of various oxides has been demonstrated in memristors, which

switch between an “off” (high-resistance) and “on” (low-resistance) state when ionic

defects move to form regions with higher electronic conductivity under sufficiently

high applied voltage (usually greater than 106 Vm−1). Before the defect mechanism

was discovered, it was observed that resistance switching occurs in virtually all tran-

sition metal oxides [64]. Hydrogen ion (proton) incorporation controlled with envi-

ronmental humidity has been shown to affect the resistance of many oxides, including

TiO2 [65], SnO2 [66], BaTiO3 [67], and Al2O3 [68], which makes this effect extremely

relevant in the field of memristors [35]. The mechanism by which protons affect the

conductivity of the oxide can vary between oxides and between temperature and de-

fect density regimes. Protons adsorbed on the surface can improve proton conduction;

protons can also be incorporated into the bulk of the oxides when water molecules in

the gas phase dissociate, are incorporated into the oxide at the surface, and diffuse

into the bulk. Previously, it was often assumed that oxygen vacancies were the most

important or only important species in memristive oxides; however, it has been shown

recently that water and protonic defects at the surface are essential for memristance

in SrTiO3 due to the interaction between protonic defects, oxygen defects, and elec-

tronic carriers [34]. Since the importance of protons in memristive oxides has only

been discovered recently, much more study is needed to fully understand their role.

2.4.2 Magnetic switching

Switching of the magnetic properties of metal layers through proton conduction has

been achieved through two different mechanisms. In devices with an added magnetic

layer at the back electrode, the hydrogen influences the magnetic properties by causing

a redox reaction or diffusing into the magnetic material. In devices with an initially
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Figure 2-6: Switching of the Pt/CoO/GdO𝑥H𝑦/Au device from a non-magnetic (CoO)
to a magnetic (Co) state. Protons pumped in during gating reduce the CoO to Co.
Reprinted from Ref. [4].

oxidized Co layer (Pt/CoO/GdO𝑥H𝑦/Au), pumping in hydrogen reduces the CoO to

Co.[4, 10] The reverse process happens under negative bias, with H2O oxidizing the

Co.[4] Figure 2-6 shows an initially CoO device in which the presence of water vapor

allows for the reduction of cobalt oxide to cobalt. The MOKE data in Figure ??,

demonstrated by the appearance of the square magnetic hysteresis loop associated

with the out-of-plane magnetization of the cobalt metal upon gating the device in

atmospheres where water is present. It has been shown that water plays a key role

in the oxidation of the cobalt layer through ion pumping – in this case, it is not

the conduction of oxygen anions towards the cobalt layer that causes the oxidation,

but rather the conduction of protons to the interface, which allows for the cobalt

reduction reaction. The top electrode reaction is given by Equation 2.2. The bottom

electrode reaction is as follows [4]:

Cathode (bottom electrode): 4H+ + 2Co2+ + 2O2− + 4e− → 2H2O + 2Co (2.4)

This voltage-gated switching between cobalt (low resistance) and cobalt oxide (high

resistance) via protonic defects has also been used to form a resistive switching device,

demonstrating a potential method to couple electrical and magnetic properties [15].
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Figure 2-7: a) Polar Magneto-optic Kerr effect (MOKE) magnetic hysteresis loops
for 1nm thick CoO and Co films, showing out-of-plane magnetization for the Co
(“square” loop) and no magnetization for the CoO [5], b) hysteresis loops for Ta(4
nm)/Pt(3 nm)/Co(0.9 nm)/GdO𝑥(30 nm)/Au(3 nm) devices in d) virgin state, and
after applying +3 V for 1000 s in e) ambient conditions, f) under vacuum, g) under
dry O2, or h) under wet N2 [4].

For devices that have metallic cobalt during positive gating (Pt/Co/GdO𝑥H𝑦/Au),

the presence of hydrogen at the oxide/metal interface can also switch the anisotropy of

the magnetic layer between out-of-plane and in-plane, allowing for a switching of the

direction of magnetization (rather than switching the the net magnetic moment on

and off by converting the material to a nonmagnetic one through a redox reaction).

This type of switching has been achieved in a solid state device using gadolinium

oxide as a proton conducting material to switch the anisotropy of a cobalt thin film

[4]. When a positive gate voltage is applied, hydrogen accumulates at the oxide/cobalt

interface and the magnetization switches from perpendicular to in-plane. After the

voltage is set to 0 V (grounded), the hydrogen diffuses away from the interface and

perpendicular magnetic anisotropy (PMA) is recovered [4]. Switching of magnetic

anisotropy upon changes in partial pressure of hydrogen gas has also been previously

demonstrated in other ultrathin ferromagnetic films [69] and in multilayer stacks of

ferromagnetic materials [70].

2.4.3 Optical switching and electrochromic devices

Electrochromic devices based on hydrogen intercalation have been demonstrated. One

such device, based on tungsten oxide (WO3), switches between the transparent, high-

resistance oxide and the dark blue, electrically conductive protonated oxide (HxWO3)
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using a transparent water-infiltrated nano-porous glass as a gate insulator [71]. The

device exhibits good cyclability, and demonstrates that optical and electrical proper-

ties can be coupled.

Optical property switching due to hydrogen incorporation in gadolinium oxide has

also been demonstrated. In a simple metal/oxide/metal crossbar device, when a pos-

itive gate voltage is applied, the water splitting reaction occurs at the top electrode

and hydrogen is incorporated into the oxide in the form of interstitial protonic defects.

The refractive index of the oxide changes with increasing proton concentration, chang-

ing the effective optical path length through the oxide. Figure 2-8 shows a schematic

of the device and a demonstration of a color change from blue to green due to the

refractive index change of gadolinium oxide upon hydration. Optical properties of an

adjacent metal layer can also be reversibly switched by conducting hydrogen through

the oxide and hydrogenating the metal, changing its refractive index [6]. This type of

protonic device could have applications in display technologies and other photonics

applications where modulating the refractive index is required.

Figure 2-8: a) Schematic of the device showing the water splitting reaction at the
top electrode and the incorporation of H+ into the GdOx, b) Schematic of the cross
bar device architecture, c) image of the device before H+ incorporation, showing the
original blue color of the device, d) image of the device before and after applying +6V
for 180s, showing the color change from blue to green, e) simulation of the expected
color change when the refractive index of GdOx is varied between 1.7 and 2.1.[6]
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Chapter 3

Experimental Methods

3.1 Sample fabrication

3.1.1 Sputtering

Sputtering is a physical vapor deposition method for thin films. The sample substrate

is placed in a vacuum chamber and pumped down to high or ultrahigh vacuum (10−5

to 10−8 Torr). An inert sputtering gas, usually argon, is pumped in (at around

P=3.0 mbar) and a large voltage is applied across the sample and the target material.

The argon is ionized to form a plasma, and the ions are accelerated towards the

target material. The impact of the ions on the target material removes some of

the target material, which travels towards the sample and sticks on the substrate

surface. In this manner, a thin film of the target material is built up with a controlled

growth rate on the substrate. DC magnetron sputtering employs a DC current to

sputter an electrically conductive material (usually metals). RF sputtering involves

an alternating sputtering current and is used for insulating materials (ceramics).

Sputtering allows for nanometer scale control of the film thickness, as well as control

over the morphology of the film through process parameters such as background

pressure, argon pressure, oxygen pressure, current, and power.

43



3.1.2 Sample structure and patterning

The sample stacks used for the devices in this work are:

1. Ta/Pt/GdOx/Au. Ta is the adhesion layer that makes the rest of the stack

stick to the substrate, Pt is the bottom electrode, GdOx is the ionic-conducting

oxide, and Au is the top electrode.

2. Ta/Pt/Co/GdOx/Au. Ta is the adhesion layer, Pt is the bottom electrode, Co

is the the magnetic layer, GdOx is the ionic-conducting oxide, and Au is the

top electrode.

3. Ta/Pd/GdCo/Pd/GdOx/Au. Ta is the adhesion layer, Pd is the bottom elec-

trode, GdCo is the the magnetic layer, Pd is the capping layer preventing ox-

idation of the GdCo, GdOx is the ionic-conducting oxide, and Au is the top

electrode.

All devices are sputter deposited on p-doped Si substrate with 50nm of thermal

oxide (SiO2). The devices geometry is a crossbar structure, which typically consists

of a back electrode stripe, a large area oxide deposition, and a top electrode stripe

deposited perpendicular to the bottom electrode, forming a rectangular device at the

intersection of the electrodes (see Figure 3-1. Patterning is done using shadow mask

lithography, which involves putting a PEEK, acetal, or metal mask over the sample

surface to allow deposition only in the desired areas. In general, due to the constraints

on which materials can be sputtered together in our system and due to the number

of different shadow masks that must be used to pattern the devices, three or four

sputter runs (with two or three vacuum breaks) are required to make these devices:

1. Ta/Pt or Ta/Pd/GdCo/Pd back electrodes with bottom crossbar mask. The

GdCo magnetic layer can be sputtered with the same mask as the rest of the

back electrode since it is metallic and has a metallic Pd capping layer.

2. (for Ta/Pt/Co/GdOx/Au device only) Co/GdOx (GdOx here is a thin, 4 nm

capping layer to prevent Co oxidation), sputtered with back electrode and large
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Figure 3-1: a) Schematic of the Pt/GdO𝑥/Au crossbar devices. b) Optical micrograph
of one crossbar device.

area masks stacked on top of each other to prevent Co/GdOx deposition on the

back electrode contact pads.

3. GdOx electrolyte layer (typically 20-40 nm) with large area mask.

4. Au top electrode with top crossbar mask.

3.2 Materials characterization

3.2.1 X-ray reflectometry

X-ray reflectometry (XRR) is a technique used to probe the electronic densities and

thicknesses of the layers in a thin film stack. X-rays primarily interact with the

electrons in a material; their scattering cross-section is roughly proportional to the

electron density in a material. X-rays therefore interact more strongly with heavier

elements and not very strongly with light elements such as hydrogen.

3.2.2 Polarized neutron reflectometry

Polarized neutron reflectometry (PNR) is another type of reflectometry and operates

on many of the same principles as XRR. In this case, however, the incoming radiation

is neutrons, which have wavelengths ranging from 10−14 to 10−8 m. Neutrons primar-
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Figure 3-2: Schematic of the sputtering process for gold (Au).[5]

ily interact with the nuclei in a material (rather than the electron cloud), making this

technique complementary to XRR.

3.2.3 Secondary ion mass spectrometry

Secondary ion mass spectrometry (SIMS) uses a focused ion beam to mill away the

region of interest on the sample, measuring the mass of the ions that are ejected from

the sample to determine their identity. It is a destructive method, so typically multiple

devices must be used to show changes in device chemistry across different states or

environments (rather than analyzing a single device in multiple states in series).

Time-of-flight mass spectroscopy can be very sensitive to small mass differences, so

SIMS can be used to distinguish between similar ions (e.g. those differing only by

one H atom).
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3.3 Electrical and electrochemical characterization

All electrical and electrochemical measurements were done using a Keithley 6430

source meter in a Lakeshore CPX-VF probe station. The probe station chamber can

be pumped down to 10−4 mbar using a dry scroll pump. Gases such as N2 (with purity

>99%, dry or made wet by bubbling through a water bubbler) can be introduced

directly into the chamber using a venting valve. Temperature was controlled using a

Lakeshore temperature controller, built into the probe station.

3.3.1 Cyclic voltammetry

Cyclic voltammetry is a voltage sweep method used to determine properties of an elec-

trochemical system, most notably the diffusivity of the relevant ionic species through

the electrolyte and the voltages at which particular redox reactions (or steps in a

reaction) occur. The voltage is swept at a specific rate (usually 1-500 mV/s) through

the overpotentials at which the reactions of interest will occur. Consider the following

general redox reaction:

Red → Ox + 𝑛e– (3.1)

As the voltage increases (becomes more anodic), the oxidation reaction(s) will pro-

ceed. As the reactant is used up, a diffusion layer is established between the electrode

surface (low concentration of reactant) and the bulk of the electrolyte (bulk concen-

tration of reactant). The concentration gradient in this diffusion layer determines the

flux of the reactant to the electrode, and therefore also determines the magnitude

of the reaction current. This gradient increases over time as more of the reactant

is depleted, until the concentration of the reactant at the electrode reaches zero, at

which point the steepness of the concentration gradient must decrease as the width

of the diffusion layer increases farther into the electrolyte. This leads to a decrease

in the reaction current, giving the characteristic peak in the cyclic voltammetry plot

as the voltage is swept.

The Randles-Ševčik equation can be used to extract a diffusivity from measure-

ments of peak current, 𝑖𝑝𝑒𝑎𝑘, as a function of scan rate, 𝜈 (equation given for a room
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temperature reaction):

𝑖𝑝𝑒𝑎𝑘 =
(︁
2.69× 105 C mol−1 V− 1

2

)︁
𝑛

3
2𝐴𝐶

√
𝐷𝜈 (3.2)

where n is the number of electrons transferred in the reaction, A is the electrode

area, C is the concentration of the relevant ionic species, and D is the diffusivity

of the ionic species. The linear relationship between 𝑖𝑝𝑒𝑎𝑘 and
√
𝜈 described by the

Randles-Ševčik equation is indicative of a reversible, diffusion-limited reaction.

3.3.2 Dynamic IV Analysis

Dynamic IV Analysis (DIVA) is a technique developed by Dr. Dmitri Kalaev and

applied extensively in Professor Harry Tuller’s research group at MIT, as a way

to measure the mobility of ionic species in mixed ionic and electronic conductors

(MIEC).[7, 8, 72] The technique assumes that there is one carrier of each type (e.g.

electrons are the primary electronic carriers and oxygen ions are the primary ionic

carrier) and relies on using electrodes that are ion-blocking to ensure that the num-

ber of ionic carriers is constant. A schematic of the working principle of DIVA in a

device with oxygen vacancies as the primary ionic species is shown in Figure 3-3. A

voltage sweep up to some low value (typically under 1V) is applied and the current is

recorded (this current is entirely electronic due to the ion-blocking electrodes). Un-

der bias, the charged ionic defects are accelerated in the electric field and build up

at one end, leaving an area deficient in those defects at the other electrode. In the

case of oxygen ions, a ceramic deficient in oxygen ions has a higher electronic conduc-

tivity than the stoichiometric phase. This movement of oxygen ions and vacancies

thus creates a region of high electronic conductivity and a region of lower electronic

conductivity in series, which overall lowers the electronic conductivity. The result is

an effective negative resistance as the voltage is swept, leading to a peak in the IV

curve. Example data is shown in Figure 3-4. These peaks should be symmetric (a

negative voltage sweep should produce the same gradient in ion concentration at the

opposite electrodes, resulting in the same peak in electronic current for positive and
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Figure 3-3: Schematic of the mechanism for negative resistance under voltage sweep
in DIVA.[7]

negative voltage sweeps at the same sweep rate). The peak shifts for different voltage

sweep rates, as the ionic defects have more or less time to rearrange in each case. The

mobility can be calculated by measuring the time to peak current for several sweep

rates, according to the following equation:

𝜈−1 = 𝐶𝜇𝑖𝑙
−2𝑡2𝑝𝑒𝑎𝑘 (3.3)

where 𝜈 is the voltage sweep rate, C is a constant equal to 2, 𝜇𝑖 is the ionic mobility, l is

the device length, and 𝑡𝑝𝑒𝑎𝑘 is the time elapsed between the start of the experiment and

when the peak current is reached. The advantage of DIVA over other electrochemical

techniques is that it allows for the direct measurement of the mobility of an ionic

species – i.e. the ionic species’s transport under the influence of an electric field

(drift), as opposed to measuring diffusivity or diffusive transport.[7]

DIVA was considered for measurement of proton transport in the Pt/GdO𝑥/Au

devices. However, the criterion of ion-blocking electrodes and a constant number of

ionic defects is likely not met in these devices. Under vacuum, no additional protons

are added from water splitting at the top electrode. Without this electrode reaction,

the cathodic reaction (reduction of H+ at the back electrode) should also not occur.

However, in a device made from a large area oxide film, protons can diffuse laterally

out of the device area, meaning the concentration of protons cannot be assumed to be
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Figure 3-4: Example of DIVA data on praseodymium-doped ceria (PCO) devices
(with an Au/PCO/Au crossbar structure), showing peaks for voltage sweeps at dif-
ferent rates. Reprinted from Kalaev et al. [8].
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constant. Additionally, the reverse reaction (discharge of the cell) can still take place

under negative bias, producing hydrogen gas rather than water vapor. In devices

with thick Au electrodes that prevent the H2 gas from escaping into the atmosphere,

bubbles form when the device is under negative bias, indicating that protons are

still leaving the oxide and being reduced to form H2 gas. Since the redox reaction

is still occurring, the electrode cannot be considered to be ion-blocking, and the

concentration of protons in the system is not constant. This means that even in a

device with patterned oxide (such that the oxide is present only under the electrode

and there can be no lateral diffusion of protons), DIVA would not work under negative

bias. In a patterned device, the positive sweep of a DIVA curve may yield a correct

analysis of the proton mobility. This of course assumes that the concentration of

protons in the oxide significantly affects the oxide’s electronic conductivity, leading

to a change in electronic current when the protons are driven to one side of the device.

3.3.3 Relative humidity control and measurement

Relative humidity in the sample chamber was controlled by bubbling nitrogen gas

through a Fisher Scientific bubbler with water at room temperature, unless otherwise

specified. The flow rate of nitrogen controlled the %RH in the chamber.

Relative humidity (%RH) was measured using an EXTECH RH30 sensor, a Sen-

sirion SHT31, or a Sensirion SHT40 “SmartGadget” sensor, which I recommend due

to its small size and Bluetooth capability (making it suitable for humidity readouts

from sealed environmental chambers). Humidity sensors were calibrated by sealing

them in a chamber with a saturated NaCl solution at room temperature and allowing

the humidity to settle at its equilibrium value of 75 %RH. The humidity sensors used

all also measure temperature, making it easy to ensure that the sample temperature

was constant for different nitrogen flow rates.
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3.4 Magnetic characterization

3.4.1 Magneto-optic Kerr effect

The magneto-optic Kerr effect (MOKE) is one of the easiest ways to obtain infor-

mation about the magnetization of a sample. It measures the rotation of light as it

reflects off of a surface with a net magnetization. The basic setup for a MOKE system

is a laser, a polarizing film, optical parts that direct the laser light to bounce off of

the sample surface, an analyzing polarizer (or analyzer) rotated so that it is near ex-

tinction compared to the polarizer, and a detector (see Figure ?? for a schematic). At

the most basic level, the magnetic moment from the sample rotates the polarization

of the laser light. With crossed polarizers, one would expect no light to get through

to the detector. The rotation introduced by the sample allows some light to get to

the detector, and its amplitude is proportional to the magnetization of the sample. A

MOKE system can be built with a relatively small set of optical parts and is a quick

and easy way to measure a sample’s hysteresis loop.

In this work, magnetic characterization is done using a polar MOKE configuration,

which measures out-of-plane magnetic hysteresis loops. We use a red laser source

with wavelength of 655nm is used. The laser spot is focused to 10-200 𝜇m. A

CCD camera along the vertical axis allows us to image the sample. An out-of-plane

electromagnetic coil capable of producing 1000 Oe of out-of-plane field is located under

the sample stage. The magnetic field is swept to the desired value and the reflected

intensity is measured using a photodetector in order to produce a hysteresis loop. The

amplitude of the hysteresis loop is proportional to the out-of-plane magnetization of

the sample, while the x-intercepts give the coercivity (H𝑐) of the sample. Note that the

intensity does not give a quantitative measurement of the saturation magnetization,

M𝑆, but allows us to track its relative value over time, which is relevant for voltage

gating experiments during which we are interested in the relative magnetization of

the sample under different environmental conditions or amounts of hydrogen present

in the magnetic layer.
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Figure 3-5: a) Schematic of a MOKE setup. The magnetic field (not shown) would
be applied perpendicular to or in the plane of the sample. The blue arrows indicate
the polarization axis of the polarizer and analyzer. b)-d) Illustrations of polar, longi-
tudinal, and transverse MOKE measurements, respectively. The blue arrows indicate
the net magnetization of the sample film. Reprinted from Ref. [9].
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Chapter 4

Characterization of GdO𝑥H𝑦 under

hydration and gating

Previous work has characterized the GdO𝑥H𝑦, including XRR[10], cross-sectional

SEM showing a dense non-porous oxide[4] and cross-sectional TEM[73] showing that

the GdO𝑥H𝑦 is polycrystalline with 5-10 nm grain size.

Investigating the role of hydration in GdO𝑥H𝑦, previous works used x-ray reflec-

tivity (XRR) and x-ray absorption spectroscopy to show that during hydration of a

GdO𝑥 film in a humid environment, a layer of Gd(OH)3 grows from the surface, and

that without this hydration step, the device does not function.[10] Other works have

used a combination of x-ray and neutron reflectivity experiments to show similar pro-

tonated surface layers in proton-conducting oxide films (e.g. In-doped BaZrO3[74]).

X-ray probes are relatively insensitive to hydrogen and instead probe changes in

electron density, primarily controlled by the density of Gd. Unlike other elements

in the system of interest, hydrogen has a negative neutron scattering length, so sig-

nificant protonation sharply suppresses the neutron scattering length density (SLD),

making the degree of protonation measureable with neutron techniques. Polarized

neutron reflectometry (PNR) is also sensitive to the in-plane net magnetization depth

profile of the thin film. PNR is therefore an ideal way to examine the movement of

hydrogen and changes in magnetism in protonic devices.

In section 4.1, we first investigate the hydrogen depth profile in GdO𝑥H𝑦 films
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Figure 4-1: Schematic of the phase transformation from Gd2O3 to Gd(OH)3, from
Ref. [10].

during hydration and heating (dehydration) using XRR and unpolarized neutron

reflectometry (NR). In section 4.2 we use PNR to probe the hydrogen depth profile

and the magnetism in the Pt/Co/GdO𝑥/Au stack during in operando positive biasing.

We verified the results with ex-situ secondary ion mass spectrometry (SIMS) after

positive and negative gating.

This chapter is adapted from “Insight on hydrogen injection and GdOx/Co in-

terface chemistry from in operando neutron reflectometry and secondary ion mass

spectrometry” (Reference [75]).

4.1 Passive hydration

4.1.1 X-ray reflectometry comparison of reactive and RF GdO𝑥H𝑦

Previously, it was discovered that reactively sputtered GdO𝑥 undergoes a phase trans-

formation to Gd(OH)3 after being exposed to a high humidity environment (see Fig-

ure 4-1). Figure 4-2 shows the x-ray scattering length density (SLD) profiles taken

throughout the 6-day hydration of a 22.8 nm film, showing the growth of a lower-

density Gd(OH)3 layer that starts on the surface of the film and eventually encom-

passes the entire film. This transformation leads to a film expansion of 50%, as

Gd(OH)3 is less dense than Gd2O3.[10]
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Figure 4-2: X-ray SLD profiles showing expansion over the course of 6 days, from
Ref. [10].

Further study with XRR demonstrates that the hydration of GdO𝑥 can be reversed

with heating. Furthermore, we show that different methods of sputtering GdO𝑥 can

produce different phases, which hydrate in different ways. Figure 4-4 shows the rela-

tive thicknesses of Gd2O3 and Gd(OH)3 in a reactively sputtered film in the as-grown

state, after hydration, and after heating to 300°C and back down to 25°C. Figure 4-5

shows the changes in an RF sputtered film from the as-grown state, hydrated state,

and after heating to 300°C. In each case, the XRR spectra were fit with a bilayer,

with the bottom layer corresponding to the higher density (higher-SLD) Gd2O3 phase

and the top layer corresponding to the lower density (lower-SLD) Gd(OH)3 phase.

The relative thicknesses of the two layers were allowed to vary. Gd2O3 The reactive

film undergoes a large expansion with hydration as the Gd2O3 (green) absorbs H2O

and transforms to Gd(OH)3 (blue). As the film is heated, the Gd(OH)3 layer persists

until 240 °C, at which point it begins to shrink as the water is driven out and the

phase transformation is reversed. The film does not shrink back to its original thick-

ness, which we attribute to the irreversible uptake of oxygen during the hydration.

As the film cools from 300°C to 25°C in relatively low humidity conditions, it does

not uptake a significant amount of water – to become rehydrated, it would need to

be exposed to high humidity conditions again.

57



Figure 4-3: XRD of 100 nm unhydrated RF sputtered GdO𝑥 film showing peaks at
2𝜃 values of 28.9, 36.3, and 48.2, indicated by the dotted lines.

The RF film, surprisingly, is best fit in the as-grown state with a lower-density

GdO𝑥 film, indicating that it is Gd(OH)3 in the as-grown state. This is confirmed with

XRD (Figure 4-3). The broad peaks around 30°and 50°match with the XRD spectrum

of amorphous or nanocrystalline Gd(OH)3, without any strong Gd2O3 peaks.[76] The

RF film starting out as a hydroxide without a specific hydration step could be due

to a microstructure that allows for quick uptake of water in ambient conditions, or it

could be that the “Gd2O3” target used for sputtering is actually partially or completely

Gd(OH)3 or hydrated Gd2O3 (Gd2O3 with interstitial protonic defects). This is likely

given that the target has been kept under ambient conditions for several years. The

RF film undergoes very slight expansion with hydration, and slight contraction with

heating to 300 °C. It may be that the heating experiment was not carried out on a

timescale long enough to see significant water loss and conversion of the film back to

Gd2O3.

4.1.2 Neutron reflectometry

We investigated the hydration of an unpatterned, large area GdO𝑥 film with NR. A 1

cm2 GdO𝑥 film was grown on a Si substrate with a thermally grown oxide layer. The
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Figure 4-4: Relative thicknesses of high density Gd2O3 and low density Gd(OH)3
layers in a reactively sputtered GdO𝑥 film, showing the relative growth of the hydrated
layer during hydration and subsequent annealing at high temperature. Thicknesses
calculated from the best bilayer fit to the XRR spectrum for each condition. The film
was hydrated at 70°C and 95%RH for 6 days after the as-grown state was measured.

Figure 4-5: Relative thicknesses of high density Gd2O3 and low density Gd(OH)3
layers in an RF sputtered GdO𝑥 film. Thicknesses calculated from the best bilayer fit
to the XRR spectrum for each condition. The film was hydrated at 70°C and 95%RH
for 6 days after the as-grown (“unhydrated”) state was measured.
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Figure 4-6: NR on unpatterned film showing passive hydration under humid condi-
tions and dehydration upon vacuum annealing. a) Fresnel reflectivities for as-grown,
hydrated for 20 hours, and vacuum annealed at 100 °C, 200 °C, and 250 °C. b) Best
fit neutron SLD profiles for the same conditions.

film was held at 50 °C and 90%RH for 20 hours and was then vacuum annealed at 100

°C, 200 °C, and 250 °C, all while NR scans were performed continuously. The sample

was held under each condition until no drift occurred between scans (approximately

2 hours). Fig. 4-6 shows the neutron reflectivities and associated SLD profiles for

the film in each condition. Note that error bars and uncertainties in this chapter

represent one standard error.

The as-grown GdO𝑥 film thickness is 29.58 ± 0.14 nm, including a 3.94 ± 0.07 nm

layer with reduced SLD at the surface, indicating some combination of oxygen defi-

ciency and partial hydration from exposure to ambient humidity. Such surface regions

have been seen in proton conducting perovskites.[74] After hydration, the neutron

SLD near the air interface decreases further and the thickness of the low-SLD region

increases. The hydrated GdOx lyer is best fit by a bilayer oxide/hydroxide structure

with a hydroxide layer thickness of 11.64 ± 0.09 nm, for a total GdOx thickness of

33.67 ± 0.18 nm. For comparison to a linear gradient fit, see Section 4.4 and Fig-

ure 4-7. The quality of the bilayer fit rules out a gradient in hydrogen concentration,
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Figure 4-7: Alternate linear gradient fit for NR on unpatterned film during hydration
and vacuum annealing. (a) Fresnel reflectivities for as-grown, hydrated 20 hours, and
vacuum annealed at 100 °C, 200 °C, and 250 °C states, with fit line for best gradient
fit. (b) Neutron SLD profiles for the gradient fit.

as any nonuniformity should make the fit significantly worse. This bilayer structure

confirms that hydration occurs through a phase transition to Gd(OH)3 with a front

that extends deeper into the film with longer hydration time (see Figure 4-8 for NR

reflectivities showing the hydroxide expansion over time). During 20-hour hydration,

the total oxide thickness increases by 13.8% compared to the as-grown state. This

is consistent with previously reported 15% thickness increase measured for 24-hour

hydration of a similar film with XRR.[10]

Here we note that several factors simultaneously affect the hydroxide SLD. As the

phase transition to Gd(OH)3 occurs, the overall material density decreases from 7.41

g/cm3 (bulk Gd2O3) to 6.0 g/cm3 (previously measured density of Gd(OH)3).[10]

Hydrogen incorporation causes the phase transformation and the expansion of the

lattice, so these processes are inherently connected. However, it is useful to consider

their relative effects on the SLD. From the decreased number density of Gd and O

atoms in the hydroxide phase alone, we expect an SLD decrease of 19%, to a value

of 1.98×10−4 nm−2. Hydrogen incorporation suppresses the SLD further; SLD values
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Figure 4-8: Unpolarized neutron reflectivities for short scans taken during the first
several hours of hydration of the unpatterned GdO𝑥 film. Hydration was done at 50
°C and 90% RH. The shifting of the features to lower Q𝑧 is a result of the gradual
growth of the thickness of the low-SLD hydroxide layer at the surface of the film. The
state at 20 hours of hydration (also plotted as the “Hydrated” state in Fig. 4-6a) is
plotted for comparison.

significantly below 1.98×10−4 nm−2 in the hydrated sample therefore argue strongly

for increased H concentration. The final hydroxide layer SLD is slightly higher than

the expected value of 1.05×10−4 nm−2 (see the gray dotted line in Fig. 4-6a), meaning

the Gd and O density is higher than expected (perhaps due to some remaining Gd2O3)

or the H concentration is lower than expected for stoichiometric Gd(OH)3.

When vacuum annealed at 100 °C, the hydroxide layer SLD increases as hydrogen

is driven out. The film thickness decreases above 200 °C, with further reduction in

hydrogen concentration in the hydrated layer. At 250 °C, the GdO𝑥 SLD has returned

to the as-grown value. Interestingly, the film thickness does not shrink back to its

original value. The 250 °C state does not have a low-SLD surface layer, meaning that

between the as-grown and 250 °C states, the H in the surface layer of the as-grown

film has been driven out and the oxygen content of that surface layer has increased

to match the rest of the film. Oxygen could be incorporated into the film during the

phase transition to a hydroxide (according to Equation 2.1) and then may not be
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removed during vacuum annealing. This is consistent with the previously mentioned

XRR results – although we did not comment on this previously, after 6 days of

hydration, the film expanded by 50% and decreased its SLD by 28%, giving a 10%

increase in total integrated x-ray SLD between the as-grown and the fully hydrated

states.[10] This increase is consistent with additional oxidation of the film.

The low SLD tail in each profile above Z = 79 nm is probably due to adsorbed

hydrocarbons, which desorb above 200 °C. The 250 °C SLD profile thus shows a sharp

interface instead of a tail.

4.2 Characterization of gated device

4.2.1 Structural characterization

We now turn to the Pt/Co/GdO𝑥/Au patterned devices and examine how hydration

and voltage gating affect their structure, hydrogen profile, and magnetism. The

Pt/Co/GdO𝑥/Au devices are susceptible to pinholes at device areas above 5 mm2,

so in order to have a device area large enough for PNR, we used an array of thirty

1 mm2 square crossbar devices (see sample schematic in Figure 4-9). We measured

the PNR in the as-grown state, after hydration, and during in operando biasing at

+3V and +10V. The bias voltages were held constant and PNR scans were done

continuously until the reflectivities stabilized for the duration of one scan (around 12

hours). Fig. 4-10 shows the PNR reflectivities and the SLD profiles for all conditions.

After scanning the as-grown state, the sample was hydrated for 6 days at 90 °C,

since previous XRR data found that the thickness change was complete within that

time.[10] A saturated K2SO4 solution maintained the relative humidity in the sample

chamber at 95%. Comparing the as-grown and hydrated SLD profiles in Fig. 4-10b,

we see that the GdO𝑥 layer becomes approximately 25% thicker with hydration. This

change is not as dramatic as was seen in the XRR measurement, which could be

explained by the Au electrode capping our film. Figure 4-11 shows XRR data for a

two sibling GdO𝑥 films (films grown simultaneously with a rotating planetary sample

63



Figure 4-9: Schematic of the patterned sample, where the blue region is the Ta/Pt
back electrode, the pink region is the oxide, and the yellow region is the Au top
electrode. The Co (plus a 4 nm GdOx capping layer to protect the Co from oxidation
during sample growth) was deposited on the back electrode only in the pink region,
so as to leave a region of Ta/Pt open to the air to make electrical contact to the back
electrode.
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Figure 4-10: PNR data for the patterned device in as-grown, hydrated, +3V gated,
and +10V gated states. a) Non-spin-flip (↑↑ and ↓↓) Fresnel reflectivities for all four
conditions. b) Best fit SLD profiles from the reflectivity data in a). Both real nuclear
and magnetic SLDs are plotted. See “PNR data reduction and fitting” section for
fitting details.
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holder ensuring that both films are exposed to the sputter plume for the same time

and are therefore as identical as possible). The films were sputtered reactively. An

Au capping layer was grown on one film in situ directly after the GdO𝑥 was deposited,

without a vacuum break. Both films were then hydrated under the same conditions.

XRR data shows that the uncapped film expanded and decreased in density, indicating

that it was transformed to Gd(OH)3 as expected. The Au-capped film thickness and

density did not change, indicating that the water vapor from the air could not pass

the Au barrier. This is relevant for our devices, since it shows that they must be

hydrated before the top electrode is deposited, or they need to be allowed sufficient

time for lateral diffusion to hydrate the area underneath the electrode. The amount

of time required will depend on the electrode area. In the case of the PNR sample,

this factor explains why the hydration of the patterned devices with Au top electrodes

caused expansion of only 25% in 6 days rather than the 50% expansion experienced by

the unpatterned, uncapped oxide films discussed in Section 4.1. If the Au prevented

hydrogen incorporation, then hydration must have occurred through lateral diffusion

and may have been slower or incomplete. This could also explain the lack of hydrated

layer at the top of the GdO𝑥 film, unlike what was observed after hydration of the

unpatterned film. Lateral diffusion may play a larger role at the Co/GdO𝑥 interface,

which could explain the decreased GdO𝑥 SLD next to the Co layer in the hydrated

state. Alternatively, increased defect concentration near the bottom interface may

cause preferential H occupation. The GdO𝑥 SLD starts near the expected bulk value

for Gd2O3, 2.44×10−4 nm−2, and approaches the expected Gd(OH)3 SLD value of

1.05×10−4 nm−2 after hydration and gating. The low GdO𝑥 SLD near the Co layer

after gating is likely due to the low hydrogen solubility in Pt, which makes hydrogen

accumulate near the Co interface as it is pumped in. It could also be due to the

formation of a hydroxide layer at the bottom of the GdO𝑥 layer which gets thicker as

more H is pumped in. In either case, it is clear that H is being driven to the Co/GdO𝑥

interface.

The transformation from oxide to hydroxide is corroborated with SIMS, which

shows increased signal from GdO𝑥H𝑦 ions after gating compared to the as-grown
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Figure 4-11: XRR spectra (black data), fit spectra (blue lines), fit thicknesses, and
fit densities for reactively sputtered GdO𝑥H𝑦 large area unpatterned films. a) Unhy-
drated film with 5 nm Au capping layer. b) The film from a) after 6 days hydration
at 95 %RH. c) Unhydrated film without a capping layer. d) The film from c) after 6
days hydration at 95 %RH. The blue and red vertical lines indicate the region of the
data that was fit. 67



Figure 4-12: Integrated SIMS signal for CoO𝑥H𝑦, GdO𝑥H𝑦, Co, and H2O ions, mea-
sured on three different unhydrated 1 mm2 crossbar devices gated into different states.
See the Methods section for further information about SIMS measurements.

state (Fig. 4-12). The SIMS devices were unhydrated, with any initial hydrogen in

the GdO𝑥 coming from exposure to ambient conditions. The presence of GdO𝑥H𝑦

only after gating therefore confirms that significant additional hydrogen enters the

oxide during positive biasing. The SIMS signal for H2O decreases with positive bias,

likely since the H2O on the surface (and also possibly in the oxide at grain boundaries)

is split and incorporated into the hydroxide.

The Au exhibits slight thickness increase and significant SLD decrease upon hy-

dration, which is consistent with water and hydroxide accumulation on the surface.

The Au layer roughens significantly and decreases further in thickness upon gating

(corroborated with atomic force microscopy in Figure 4-13, which is consistent with

Au oxidation[77, 78] or surface adsorbates. An alternative interpretation is that the

GdO𝑥H𝑦 expands nonuniformly, causing a roughened interface that spreads Au out

in Z, giving an apparently thicker, lower SLD film. The increase in diffuse scattering

from the Au electrode after gating can be seen by eye, consistent with the significant

increase in roughness in the fit. We note that a significant amount of water or hydro-
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Figure 4-13: Atomic force microscopy (AFM) on a device (a) in virgin state, (b) after
+5 V gating for 1 min (device held at +5 V for the duration of the AFM scan, a total
of 9 min), and (c) after -2 V gating for 1 min (device held at -2 V for the duration of
the 9 min scan). These scans show the partially reversible roughening of the device
during gating. (d-f) Optical images of the device in the same three states, showing
the visible changes in color and diffuse scattering.

gen adhering to this layer may add apparent roughness unrelated to a change in the

structure of the underlying gold. Thus, there is considerable uncertainty regarding

the gated Au roughness values presented here.

In the as-grown and hydrated fits, the Co layer SLD is 4.29×10−4 nm−2, closely

matching that of bulk CoO. Partial or complete Co oxidation is unsurprising, as it

was exposed to oxygen during reactive sputtering of GdO𝑥. Upon gating, the Co layer

SLD decreases to 1.4×10−4 nm−2. While we expect both reduction of the CoO to Co

and incorporation of hydrogen to decrease the Co layer SLD, the optimized value is

significantly below the bulk Co value of 2.27×10−4 nm−2, which is consistent with a

significant degree of hydrogenation. For additional context, we calculate that the bulk

nuclear SLD of cobalt hydroxide (Co(OH)2) is 1.54×10−4 nm−2 while the optimized

values for the +3 V and +10 V gated conditions are 1.44×10−4 nm−2 and 1.11×10−4

nm−2, respectively. Co reduction under positive bias was previously reported in

this system, and H incorporation is what depressed the SLD of the surrounding

GdO𝑥, so it is likely that both processes occurred in the Co layer to reduce its SLD.
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Increased porosity in the Co upon reduction from CoO could also explain the lowered

SLD. However, the SIMS data in Fig. 4-12 show a small Co− signal that decreases

upon gating by 61%, while the CoOH− and CoOH−
2 signals increase by 217% and

328% respectively. Further, while SIMS confirms the presence of CoO compounds in

the device, the gating does not result in a significant change to the integrated CoO

intensity. Instead, the largest variations in SIMS intensity are confined to hydrogen-

containing species, supporting hydration as the major cause of SLD reduction over

increased porosity. It is not possible to explicitly distinguish the contributions of

these possible mechanisms to the SLD reduction of the Co layer, but likely, both

play a role, with the H incorporation dominating. Note that we looked extensively

in the SIMS data for any evidence of cobalt hydrides (CoH𝑥) and found none. CoH𝑥

compounds typically form only at extremely high pressure, so while we see evidence

of H in the Co layer, a CoH𝑥 phase is unlikely.[79]

4.2.2 Magnetic characterization

We found several unexpected results in the magnetic portion of the PNR and in

the SIMS data, which lead us to a more complex model of the chemistry of the Co

magnetic layer and surrounding interfaces. Our first unexpected finding is that in all

states, as-grown, hydrated, and gated, the Co layer had much smaller magnetic SLD

than expected – only 15% the bulk Co value of 1400 emu/cm3 (1 emu/cm3 = 1 kA/m),

which corresponds to an expected magnetic SLD of 4.12×10−4 nm−2. An in-plane

field of 700 mT was applied during measurement to pull the Co magnetization in-

plane, so any magnetization should be visible in the magnetic SLD profile (Fig. 4-10b).

One way to explain this is to assume that only a few devices contained unoxidized

ferromagnetic Co. However, constraining the fit to have a very small “active device”

area with metallic ferromagnetic Co worsens the fit significantly, so we do not believe

this is a likely explanation. Enough Co was present in all as-grown devices to measure

a polar MOKE signal displaying PMA (see Figure 4-14 for a representative MOKE

loop). Thus, in the as-grown state, the diminished Co magnetization can be explained

by a mixed phase of CoO and Co, in accordance with the structural analysis.
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Figure 4-14: Polar MOKE loop for one device on the patterned sample, done before
the as-grown PNR scan. This loop is representative of the initial state for the other
devices on the sample.
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The second unexpected result is that the Co magnetization grows after hydration

and decreases during biasing. To understand why the magnetic SLD is fit this way, we

examine the Fresnel spin difference, or the difference of the non-spin-flip reflectivities

(↑↑ minus ↓↓), normalized by the theoretical reflectivity of the bare Si substrate.

Fig. 4-10a shows the spin-dependent neutron reflectivities for the four measurement

conditions, and Fig. 4-16 shows the Fresnel difference of those reflectivities. Figures 4-

16b-e show detailed views of the low-q regions. The amplitude of the oscillations

in the Fresnel difference is proportional to the total magnetization in the film. The

Fresnel difference oscillates in all conditions, and for the first four (lowest q) peaks, the

amplitude of the oscillation in the positive biased state is smaller than the amplitude

in the hydrated state, implying that the magnetization has decreased during positive

biasing. Figure 4-15 gives the statistical analysis of these data. Our analysis indicates

that the hydrated state must have a larger magnetic SLD than the as-grown and

biased states. Based on previously reported MOKE measurements, we would expect

CoO to be reduced to Co with the presence of H2O under positive bias, which (absent

any other chemical or structural changes) should increase the net magnetization. It

is possible that some CoO is in fact reduced, changing the relative amounts of CoO

and Co, but that other effects, discussed below, obscure the effect on the measured

magnetization.

The third unexpected result is that the Fresnel spin difference below the critical

edge (Qcrit = 0.1 nm−1) is nonzero (shown clearly in Figure 4-15a), indicating that

some magnetization is co-located with a neutron absorber (Gd) in the film. Co and

GdO𝑥 were thought to be distinct layers, while the GdO𝑥 itself is not magnetic. The

best description of this feature appears when a layer of GdO𝑥 near the Co/GdO𝑥

interface is allowed to express a net magnetization in the model. This interfacial

magnetization is notably reduced upon gating. One explanation for magnetized Gd

is an intermixed sub-layer of Co and GdO𝑥 (or even Pt, Co, and GdO𝑥). Param-

agnetic behavior in Co-doped nanocrystalline GdO𝑥 at room temperature has been

observed.[80] The intermixing could have occurred during sputtering, which is com-

mon especially for heavy elements.[81] The sample was also held at 90 °C for 6 days
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Figure 4-15: The first four peaks in the Fresnel spin differences for the hydrated and
+3 V biased states. Subplots a-d show windows with increasing q ranges correspond-
ing to the first four oscillations shown in Fig. 4-16c and d. The total integrated value
of the Fresnel spin difference for each window is given. For each oscillation, the am-
plitude and total integrated value in the hydrated state is greater than that in the
positive biased state.
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during hydration, possibly allowing atoms around the magnetic layer to rearrange.

Intermixing can explain the suppression of Co magnetization below the bulk value in

the as-grown and hydrated states, especially if the Co and Gd develop antiparallel

moments. It could similarly explain the increase in magnetization upon hydration

and the suppression during gating. If indeed Co and Gd intermixing leads to mag-

netization suppression in the as-grown state, deconvoluting the chemistry controlling

the net moment becomes nontrivial, with Co and Gd reacting with O and H in ways

which may have offsetting effects.

The SIMS results lend credence to this picture. SIMS shows that CoO𝑥H𝑦 ions are

present and that the total signal from CoOH− and CoOH−
2 increases after positive

gating and decreases back to initial values upon negative gating. These results imply

that some oxygen remains in the Co layer (or intermixed layer) and that the hydrogen

driven in during positive gating penetrates this layer and forms a cobalt hydroxide

phase. We conclude that the model of toggling between completely metallic and com-

pletely oxidized states is not fully accurate. In reality, CoO, Co, and CoO𝑥H𝑦 phases

may co-exist, with the relative prevalence of each phase changing under different hy-

dration and gating conditions. These complexities would not be observable in MOKE

measurements, which primarily probe the metallic Co. The Pt/Co/GdO𝑥/Au devices

in which CoO/Co toggling was previously measured using MOKE[4, 10] may or may

not have displayed Pt, Co, and Gd intermixing and mixed Co, CoO, and CoO𝑥H𝑦

phases. As long as some metallic Co was present, MOKE could still show transitions

between a CoO/CoO𝑥H𝑦 nonmagnetic state and Co-containing magnetic states.

The best fit also includes slight paramagnetism (less than 2 emu/cm3) in the rest of

Gd, including regions that are not next to Co, for all conditions. GdO𝑥 nanoparticles

have been shown to be paramagnetic at room temperature, so slight paramagnetism

in the nanocrystalline GdO𝑥 film is reasonable.[82]
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Figure 4-16: a) PNR Fresnel spin difference (↑↑ minus ↓↓) for the patterned sample,
calculated from data in Fig. 4-10a. b-e) Enlarged views (Q𝑧=0 to Q𝑧=0.4) of the first
four oscillations for each condition.

4.3 Conclusions from PNR and SIMS

We set out to investigate the effects of hydration and voltage gating on the structure

and magnetization of the Pt/Co/GdO𝑥H𝑦/Au system. The structural PNR results

showing depressed SLD due to hydrogen and the SIMS result showing signal from

GdO𝑥H𝑦 ions are the first direct measurements of hydrogen in the Pt/Co/GdO𝑥H𝑦/Au

system and serve to support the models for phase transformation from oxide to hy-

droxide during hydration of GdO𝑥 films and for water splitting and proton incorpo-

ration during positive biasing. NR results showed that during hydration, the SLD

of the hydroxide layer is relatively constant, with the thickness increasing as the ox-

ide/hydroxide interface moves deeper into the film. Upon vacuum annealing, the

SLD of the hydroxide layer increases (reduces H content) uniformly before the layer

thickness decreases. We observe an increase in the total integrated SLD of the GdO𝑥

layer, which we attribute to irreversible uptake of oxygen. During voltage gating, H

accumulates in the Co layer and in the GdO𝑥 layer near the Co/GdO𝑥 interface. The

hydrogen concentration, the depth of the phase transformation front, and the amount

of GdO𝑥H𝑦 compounds all increased further with gating, indicating that incomplete
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hydration of the film can be compensated by adding hydrogen during biasing. The

gadolinium oxide layer was found to be either Gd(OH)3, non-stoichiometric Gd(OH)3,

or a mixture of hydrated Gd2O3 and Gd(OH)3 phases, and films of this material will

be referred to as GdO𝑥H𝑦 in the remainder of this work.

The prevailing model of this system suggested that voltage gating induced com-

plete transformations between a nonmagnetic CoO state, an in-plane Co state with H

loaded at the GdO𝑥H𝑦 interface, and a PMA Co state with no H loaded. This work

complicates that model. The PNR and SIMS results reveal the presence of CoO,

CoO𝑥H𝑦, and a smaller-than-expected amount of Co, as well as a possibly intermixed

layer of Pt, Co, and Gd that suppresses the net magnetization below the expected

value. We conclude that lower temperatures during hydration or more optimized

deposition could reduce intermixing and the evolution of unwanted species. Further,

it may be possible to substantially tune the switching behavior and magnetization

changes through judicious selection of the initial Co state. A partially oxidized CoO

layer, for example, appears to evolve some fraction of Co hydroxide species, while such

reactions may be suppressed in completely metallic Co. This work sheds light on the

complicated interface chemistry and chemical irreversibility crucial to understanding

and tuning voltage-controlled magneto-ionic devices.

4.4 Methods

4.4.1 Sample Growth and Hydration

Ta (4 nm)/Pt(10 nm)/Co (0.9 nm)/GdO𝑥 (24 nm)/Au (3 nm) films were fabricated

on thermally oxidized Si (100) substrates using magnetron sputtering at room tem-

perature and 3.0 mTorr Ar pressure (except for the Au, which was grown at 3.5 mTorr

Ar pressure). The metal layers were grown by DC sputtering. All GdO𝑥 layers were

deposited using DC reactive sputtering with PO2 of 0.07 mTorr. 1mm by 1mm cross-

bar devices were patterned using shadow masks. In order to fit more devices within

the neutron beam footprint, the arm width of the Au top electrode in the crossbars
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outside of the active device area was reduced to 0.3 mm. The unpatterned GdO𝑥

film for NR measurements was hydrated at 50 °C and 90% RH for 20 hours while

NR scans were running continuously. The unpatterened sample for PNR measure-

ments was hydrated for 6 days at 90 °C with a saturated K2SO4 solution keeping the

humidity at 95% RH. The SIMS samples were unhydrated.

4.4.2 Gating

Device gating was done with a Keithley 2450 Sourcemeter. Devices were contacted

with silver electrodes connected to a gold wire. See the PNR and SIMS methods

sections for gating procedures before and during those experiments.

4.4.3 NR

Unpolarized neutron reflectometry was performed using the Polarized Beam Reflec-

tometry (PBR) instrument at the NIST Center for Neutron Research (NCNR). The

neutron beam was incident on the sample and the spin-dependent neutron reflec-

tivities were measured as a function of the momentum transfer vector along the

film normal direction (Q). Measurements were performed in a temperature-controlled

Al-walled chamber with relative humidity controlled by flowing nitrogen carrier gas

through a dew point generator. See the supplemental section of Ref. [83] for further

information about the humidity control. For the NR measurement of the hydration

process of the unpatterned GdO𝑥 film, the relative humidity was stable at 90% RH.

4.4.4 PNR

PNR measurements were performed using the Polarized Beam Reflectometry (PBR)

instrument at the NIST Center for Neutron Research (NCNR). The incident neu-

tron beam was spin-polarized parallel or antiparallel to the applied field, and the

spin-dependent neutron reflectivities were measured as a function of the momentum

transfer vector along the film normal direction (Q). A 700 mT in-plane field was ap-

plied during measurements to saturate the magnetization in-plane. Since the samples
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were expected to be saturated by this large field, we assume that there is no net

in-plane magnetization component perpendicular to the applied field. Therefore, we

measured only the non-spin-flip neutron reflectivities in which the spin of the neutron

is the same before and after scattering. The two non-spin-flip reflectivities are ↑↑

and ↓↓, and are sensitive to the depth profiles of the nuclear SLD and the in-plane

magnetization along the applied field direction. The spin-flip reflectivities, which are

sensitive to the depth profile of the net in-plane magnetization perpendicular to the

applied field, are assumed to be zero and were not measured. Reflectivities (R) are

plotted as Fresnel reflectivities (R/R𝑆𝑖) on a log scale throughout this paper.

PNR data reduction and fitting

PNR data reduction was performed using the Reductus software package,[84] and

modeling of the reflectivity data was performed using the Refl1D software package.[85]

The fitting parameters and constraints for this complex system of multiple layers, mul-

tiple regions, and multiple environmental conditions required careful consideration in

order to give a reasonable physical result. Importantly, the incident neutron beam

interacted with 7 distinct regions on the surface of the patterned sample, so that the

resulting reflectivity must be modeled as an incoherent sum of the reflectivities origi-

nating in each layer, weighted by their relative cross sectional areas.[86, 87, 88, 85, 89]

The probed surface included 40 mm2 of device area:

1. Si/SiO2/Ta/Pt/Co/GdO𝑥/Au

and a series of non-active regions:

2. Si/SiO2

3. Si/SiO2/Ta/Pt

4. Si/SiO2/GdO𝑥

5. Si/SiO2/Au

6. Si/SiO2/GdO𝑥/Au

7. Si/SiO2/Ta/Pt/Co/GdO𝑥.

See Figure 4-17 for SLD profiles for regions 2-7.
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Figure 4-17: SLD profiles for all nonactive regions (i.e. non-device area) on the PNR
sample. Plots a-f show profiles for regions 2-7, respectively.
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In order to address the extremely wide accessible parameter space and potential

for solution degeneracy when fitting PNR data as an incoherent sum of a 7 different

regions, models were built using extremely strict constraints to enforce physicality

and achieve consistency across all regions. Specifically, the following constraints were

enforced:

a. The relative cross sectional areas of regions were determined by taking a photo

of the sample on the sample holder with the mask defining the in-plane extent of the

neutron beam in place. Region areas were determined directly from pixel areas with

image processing software (ImageJ).[90] All relative areas were fixed to these ratios

with the exception of region 2 (the SiO2), which was allowed to vary to account for

spread of the neutron beam due to vertical divergence, and the active device area,

which was allowed to be a variable fraction of the total device area.

b. All layer thicknesses were constrained to match across regions. That is, all

regions were assumed to have the same SiO2 thickness, all regions with a Pt layer

are constrained to have the same Pt thickness, etc. The only exception to this is

the GdO𝑥 layers grown on top of Co, where the Co layers are capped with a thin

layer of GdO𝑥 prior to the main GdO𝑥 deposition process. Thus, regions 1 and 7 are

fit with an identical, additional GdO𝑥 layer in between the Co and main GdO𝑥 region.

c. All layer SLDs were constrained to match across regions. That is, all regions

were assumed to have the same SiO2 SLD, all regions with a Pt layer are constrained

to have the same Pt SLD, etc. The only exception to this is the active device region

under bias, where the Au, GdO𝑥, and Co layer SLDs were allowed to vary relative to

other regions to account for voltage-induced changes.

d. We measured the spin dependent neutron reflectivities under 4 conditions:

as-grown, post-hydration, under bias at +3V, and under bias at +10V. For the post-

hydrated state, PNR showed an increase in the GdO𝑥 thickness and an associated

reduction in the real SLD of this layer, as expected with increasing H concentration.
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The total amount of Gd in the system was constrained to remain at its as-grown

value, which we found by integrating the total imaginary SLD (neutron absorption)

in the single layer of GdO𝑥 in the as-grown state. This calculation is possible because

Gd is a strong neutron absorber and is the only neutron absorbing element present in

the stack. In the post-hydrated state and biased state, the absorption from the Gd

was then divided between the two fit layers, allowing for the layers to have different

thicknesses and neutron SLDs while conserving the total amount of Gd in the film.

The thicknesses and SLDs of the two GdO𝑥 layers were allowed to vary between the

as-grown, post-hydration, and biased states, with the exception of the inactive device

area, which was constrained to be identical in the post-hydration and biased states.

e. In addition to being constrained to be identical across regions, the Ta and

Pt thicknesses and SLDs were fit but were constrained to be identical across all re-

gions and under all conditions, since we do not expect hydrogen uptake in those layers.

f. The Co thickness was fit but was not allowed to vary between conditions, while

the Co SLD was allowed to vary between the conditions.

g. Interface roughnesses were tightly constrained. In the as-grown and hydrated

conditions, the Si/SiO2 and surface adsorbate interface roughnesses were fit indepen-

dently while all other interfaces were constrained to be identical for all layers and

regions within each condition. This was also true for the +3 V and +10 V biased

conditions, except for the active device region, where independent interface rough-

nesses were fit for SiO2/Ta/Pt, Pt/Co/GdO𝑥, GdO𝑥/Au, and Au/surface adsorbates.

h. The Si SLD was set to the calculated theoretical bulk value for all regions on

the sample and all conditions.

i. Gating large device areas is often challenging due to pinholes in the oxide layer.

Because of this, we allowed for the device area to be fit in two separate regions, an
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“inactive” or shorted device area and an “active” area. The fits always gave a 0%

“inactive” device area, indicating that all devices were working as designed.

By so tightly constraining the models to enforce physicality and self-consistency,

we dramatically shrink the parameter space necessary to explore when fitting the data

and allow firm conclusions to be drawn. We note that while many of these constraints

are at best physical approximations, they appear to be valid enough to lead to high-

quality fits. Further, less constrained models generally do not improve the goodness

of fit sufficiently to justify the additional parameters. For example, the decision to fix

Pt and Ta SLDs even in the biased regions was tested using counterexample models

in which these parameters were allowed to vary. While allowing variation in the

Au, GdO𝑥, and Co of the active device region did improve the goodness of fit, no

significant improvement was noted when freeing the Pt and Ta SLDs of this region and

allowing them to vary. We reached similar conclusions regarding fitting independent

layer roughnesses. Thus, while these constraints are approximations, they appear to

be relatively good ones.

SIMS

SIMS was performed at NIST using an IONTOF IV (Münster, Germany) equipped

with a 30 keV Bi+3 liquid metal ion source for analysis, a 20 keV Ar+2600±1000 cluster

source for sputtering, and a time-of-flight mass analyzer. Depth profiling was per-

formed using 1 scan of analysis, 10 scans of sputtering, and 2 s of charge compensation

per cycle, where both the analysis and sputter rasters were kept inside a (300 × 300)

µm area. The corresponding ion doses were 1.9×109 ions/cm2 (0.12 pA) for Bi+3 , and

2.1 ×1014 ions/cm2 (5.1 nA) per cycle for the cluster source. To be able to reliably

detect H- ions, the pressure in the chamber was less than 5 × 10−7 Pa to minimize

contributions from residual gases. Negative ions were used to avoid matrix effects

arising from changes in oxygen concentration in the system. Peak assignments were

made carefully after considering factors such as isotopic distributions and similarity

in profile shape to other known oxide and hydroxide species. All profiles were nor-
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malized to the area of SiO−
2 to compensate for drift in Bi+3 target current. The 1

mm crossbar devices used for SIMS measurements were grown using the same DC

magnetron sputtering parameters as the PNR samples described above. The layer

structure was also the same Ta(4 nm)/Pt(10 nm)/Co(0.9 nm)/GdO𝑥(24 nm)/Au(3

nm). Three different devices were tested: one as-grown (never gated) device, one

gated at +3 V for 10 minutes, and one gated at +3 V for 10 minutes and then -1 V

for 30 minutes. Due to the time required to load the sample into the SIMS instrument

and pump down, there was an approximately 30 minute to 1 hour gap between gating

and the SIMS measurement, during which the device was uncontacted (held at open

circuit).

XRR

XRR was performed at the MIT Materials Research Science and Engineering Center

on the Bruker D8 High Resolution XRD. The measurements were performed with Cu

K-𝛼 x-rays (8.04 keV) with a beam current of 40 mA. The samples were heated from

room temperature to 300°C in steps of 10°C, for 2 temperature cycles. It took about

3.5 minutes to reach the set temperature at each step, after which the sample was

held at the temperature for 30 s, before running the XRR scan for about 2.5 minutes.
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Chapter 5

Electrical characterization of

Pt/GdO𝑥H𝑦/Au device

The Pt/GdO𝑥H𝑦/Au stack is the simplest case, a device with no magnetic layer and

no charge storage in the electrode (platinum has much lower hydrogen solubility and

diffusivity compared to the palladium used in other stacks). This allows us to measure

proton transport and hydrogen storage properties of GdO𝑥H𝑦 itself. All measurements

in this chapter were done on a Si/SiO2/Ta (4 nm)/Pt (10 nm)/GdO𝑥H𝑦 (22 nm)/Au

(5 nm) crossbar device. The dimensions of the devices were 350𝜇m ×350𝜇m (see

Figure 3-1 for a schematic and optical image of the crossbar device).

5.1 Typical current vs time and IV curves

These devices have properties of batteries, capacitors, and memristors. The resistance

of a “working” device can range from kΩ to GΩ depending on the area, electronic

resistance, humidity, and time spent under positive bias (there is some evidence that

“easy” proton conduction pathways can be established during gating, decreasing the

device resistance from its initial value[23]). For a capacitor, we expect a square

IV curve and a current vs time charging curve that drops off within an RC time

constant as the capacitor reaches its maximum charge state. This applies for both

the electronic capacitance and the ionic capacitance (charging of the double layer).
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Figure 5-1: Log of the initial current after a voltage step to the given voltage, showing
the jump in current with the onset of ionic current at the water splitting voltage
(+1.23 V).

Figure 5-1 shows the initial (transient) current as a function of voltage. For each data

point, the device was completely discharged by holding it at -3 V for 100s, then the

voltage was stepped up to the charging voltage and held for 30 s. There is a jump

in current at +1.23 V, the voltage required for water splitting at the top electrode,

indicating that an ionic current flows at voltages above this value.

The GdO𝑥H𝑦 devices conduct both electronic and ionic current, which can both

respond differently to voltage and to environmental conditions. Both electronic and

ionic current can be thought of as a single charge-transfer reaction at the interface,

modeled by a Schottky barriers (with different barrier heights). The electronic charge

transfer can occur at any overpotential, while the ionic charge transfer occurs through

a redox reaction with the water adsorbed on the electrode (Equation 2.2) and only

“turns on” once this water splitting overpotential is reached.

The electronic resistance state of a given device can vary. If the formation of an
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Figure 5-2: A typical hysteretic CV curve, taken at a sweep rate of 50 mV/s. The
peaks in the CV curve indicate diffusion-limited reactions, telling us that redox reac-
tions are occuring in the device and protonic current is flowing.

electronic-conducting filament occurs (similar to a VCM memristor device), the device

can jump from a high-resistance state dominated by ionic current to a low-resistance

state dominated by electronic current. The IV curve shifts from the hysteretic “but-

terfly curve” shown in Figure 5-2 to the higher-current, non-hysteretic IV curve shown

in Figure 5-3. The ionic current is highly dependent on the relative humidity. This

makes sense because the protons injected into the device at the Au electrode come

from ambient water vapor. The amount of ionic current therefore depends strongly

on voltage and on %RH. The electronic current does not depend on %RH. Figure 5-4

shows this difference in %RH dependence for devices that are in the ionic-dominated

(high resistance) and electronic-dominated (low resistance) states.

While it is useful to think of the “low-resistance” and “high-resistance” states as

binary options, the reality is the the resistance state can take on intermediate values

(i.e. the device behaves as a memristor with many possible resistance states). We

found that the devices can jump between resistance states seemingly stochastically,

especially at high voltages (typically ±3 V or greater), although we have not inves-
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Figure 5-3: A typical set of non-hysteretic IV curves in the low-resistance state,
dominated by electronic current. Here the device is Ta/Pd/GdCo/Pd/GdO𝑥H𝑦 (40
nm)/Au, measured at a series of %RH values.

tigated this in a statistical way. Sudden resistance switching also seems to happen

more often at higher RH. This can make consistent operation of the device difficult.

We assume that this is due to conductive filament formation, leading to the sudden

formation of a highly conductive electronic pathway.

5.2 Measuring ionic current and stored charge

For most electrochemical measurement techniques, the material is assumed to be ei-

ther an electronic or ionic conductor. Due to the very thin dimension of the GdO𝑥H𝑦

devices, we must always be aware that both ionic and electronic currents are present.

For example, when measuring the amount of hydrogen stored or released while charg-

ing or discharging a device, we must assume that a significant fraction of the current

is electronic, not due to proton transport, and is not contributing to the hydrogen

storage.
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Figure 5-4: a) Current value at +4 and -4 V taken from IV curves for a device in
the high-electronic-resistance state (characterized by IV curves shown in Figure 5-2).
The magnitude of the current increases exponentially with %RH. b) Current value
at +3 and -3V for a device in the low-electronic-resistance state (data taken from
Figure 5-3). The magnitude of the current is constant with changing %RH. Note
that the %RH and current ranges are different for each subplot. Here the device
is again a Ta/Pd/GdCo/Pd/GdO𝑥H𝑦 (40 nm)/Au. A GdCo device was used for
convenience; since we are not measuring charge storage or magnetic switching, the
Pd and magnetic layers in the device should not affect the measurement.
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We have measured the conductivity of the GdO𝑥H𝑦 using electrochemical impedance

spectroscopy (see section 2.3.2 for a description of this technique), in collaboration

with Dr. Sunho Kim from Professor Harry Tuller’s lab group. We were not able to

extract the proton conductivity from this data due to the large number of overlap-

ping semicircles representing different conduction mechanisms with very similar RC

timescales. This was attributed to the nanocrystalline, possibly multiphase nature

of the GdO𝑥H𝑦 films, in addition to the possibility that heating the film was caus-

ing a layer of less hydrated hydroxide or oxide. The grain boundary contributions

in addition to multiple layers with different hydration states could have contributed

to the existence of 6 or 7 different overlapping semicircles. See Dr. Kim’s thesis,

Ref. [73] for the impedance spectroscopy data and analysis (in that reference “oxide

from collaborators in the Beach group” refers to the RF sputtered GdO𝑥H𝑦 examined

in this thesis).

To deal with this, we have developed a technique based on CV to measure the

ionic current during discharge of a device. The ionic discharge current cannot flow

forever – once there is no more hydrogen left to discharge, it must go to zero, leaving

only electronic current. To take advantage of this, we do several negative sweep cycles

(where one cycle is e.g. 0V to -3V and back to 0V) at a fixed sweep rate. The ionic

current flows during the first cycle, discharging stored hydrogen (which leads to one

or more CV peaks, indicating that this is a diffusion-limited process). Typically, by

the second cycle, all of the hydrogen has been driven out, so the second, third, fourth,

etc. cycles lie more or less on top of each other. We assume that these currents are

entirely electronic, since there are no more ionic species to transport. Figure 5-5

shows an example of a series of CV sweeps demonstrating this phenomenon.

To calculate the total ionic charge discharged, we subtract the last cycle (the

purely electronic current) from the first cycle. Assuming the electronic current value

(electronic resistance state) has not changed during this process, this leaves only the

ionic current. While it is conceivable that the electronic conductivity of the electrolyte

could depend on the concentration of hydrogen in the electrolyte, Figure 5-6 shows

that the electrical current through the device is similar in the loaded and unloaded
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Figure 5-5: Example of a multi-cycle cyclic voltammetry sweep, showing that the
stored charge is discharged through the first sweep (leading to 2 CV peaks), and only
electronic current is present in the subsequent two cycles. This Ta (4 nm)/Pd (6
nm)/GdCo (8 nm)/Pd (6nm)/GdO𝑥H𝑦 (22 nm)/Au (3 nm) device was held at +4V
for 180s, then discharged over 3 CV cycles with a sweep rate of 50 mV/s.

states. We integrate this ionic current to get the total ionic charge, which corresponds

to the amount of hydrogen driven out.

5.3 Model of charge storage

Figure 2-5 shows how charge is stored in the Pt/GdO𝑥H𝑦/Au battery. During charg-

ing (positive bias), water is split at the top electrode and protons are incorporated

into the oxide. The protons are transported through the oxide by the electric field.

When they reach the back electrode, the protons are reduced to atomic hydrogen.

In the Pt/GdO𝑥H𝑦/Au device, the hydrogen is stored primarily in the oxide itself.

In Chapter 6, we will see that the hydrogen can also diffuse into adjacent layers to

modulate their properties, either through interface effects or through diffusion into

the bulk.
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Figure 5-6: IV sweeps demonstrating that the current is the same in the hydrogen-
loaded and -unloaded states. This Ta (4 nm)/Pd (6 nm)/GdCo (8 nm)/Pd
(6nm)/GdO𝑥H𝑦 (22 nm)/Au (3 nm) device was charged at +3 V for 150 s. The
device changed from light colored to dark colored, indicating hydrogen was being
stored. The probe was then lifted and the chamber was pumped down to a vacuum
pressure of 1 mTorr. The device color remained the same, meaning that the hydrogen
did not leak out during pumping and the device was still in the loaded state (the color
would have lightened had the device discharged during pumping[6, 5]). The probe
was relanded and the voltage was swept from 0 to +3 to -3 and back to 0 V three
times. The positive current in the loaded state (Cycle 1) is the same as the positive
current in the unloaded state (Cycles 2 and 3). The more negative current in the
negative sweep of Cycle 1 is the ionic current generated as the hydrogen discharges
and is released into the environment as hydrogen gas (due to the lack of oxygen).
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As we can see in Figure 3-1b, the oxide is grown as a continuous layer (the oxide

appears blue in the photo, and covers the entire field of view). This is done to avoid

unnecessary patterning steps during device fabrication. It was previously assumed

that the area under the electrodes was the only active area in the device, and that

the protons traveled directly to the back electrode, and that the hydrogen was stored

either at the Pt/GdO𝑥H𝑦 interface or in the oxide within the device volume. However,

since the oxide is a continuous large area film, protons can also diffuse laterally outside

the device area. This lateral diffusion over time allows us to measure the diffusivity

of the protons in the oxide.

5.3.1 Diffusivity measurement

When protons enter the GdO𝑥H𝑦 (increasing the proton concentration in the hydrox-

ide), they can change the refractive index.[6] This phenomenon leads to a lightening

of the film, visible in areas where the oxide is on top of the Pt back electrode (see Fig-

ure 5-7). Measuring the position of this white proton front as a function of charging

time allows us to calculate the diffusivity of protons in the GdO𝑥H𝑦, as the transport

of the protons outside the square device area is purely diffusive. For a constant-

concentration source, the diffusion front position is related to time by the equation

𝑥 =
√
𝐷𝑡. Figure 5-8 shows a plot of the position versus the square root of time and

the linear fit (with 𝑅2 = 0.9894) which gives a diffusivity value of 𝐷 = 2.07 × 10−7

cm2/s.

We can also measure the diffusivity magnetically, by putting the MOKE laser

spot off of the device and measuring how long it takes to see a magnetic change after

beginning gating of the nearby device. With the laser spot 14.8 um off edge of 50x50

um GdCo device, it took 378 s at +3 V to switch. This gives a diffusivity value of 𝐷 =

5.8× 10−9 cm2/s. This value is two orders of magnitude smaller than that calculated

with the Pt/GdO𝑥H𝑦/Au device. This difference could be due to extra time needed

for the hydrogen to diffuse through the Pd capping layer over the GdCo (effectively

adding 6 nm more material to diffuse through) or the time required for the hydrogen

to diffuse into the GdCo itself. It could also be that a much lower concentration
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Figure 5-7: Optical image showing the lighter area of higher proton concentration on
top of the horizontal Pt back electrode. The vertical stripe is the Au top electrode,
which lies on top of the oxide. The square is therefore the device area. The white area
is initially not present and extends out farther from the device with longer charging
at positive voltage.
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Figure 5-8: Position of the proton front (white region) vs square root of time for the
device shown in Figure 5-7. The slope is equal to the square root of the diffusivity,
D, giving a value of 𝐷 = 2.07× 10−7 cm2/s.

of protons is required to change the refractive index of the oxide (causing the visible

whitening of the oxide which allowed us to measure the diffusivity above) as compared

to the concentration required to get enough hydrogen into the GdCo to cause magnetic

switching. This is less likely given that relatively small amounts of hydrogen have

been shown to successfully induce switching in GdCo, as discussed in Chapter 6.

Going forward, we take the diffusivity measured in the Pt/GdO𝑥H𝑦/Au device as

the proton diffusivity value in GdO𝑥H𝑦, given the confounding factors present in the

Pd/GdCo/Pd/GdO𝑥/Au device.

5.3.2 Implications for device charge capacity

Initially we began measuring the “capacity” of Pt/GdO𝑥H𝑦/Au devices using standard

battery techniques, i.e. charge for some time and then discharge at a fixed small

current and measure the amount of current that comes out to get the total amount

of charge stored. This does not quite work for these devices for several reasons.
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First, the oxide is a mixed ionic and electronic conductor (MIEC), and therefore a

significant fraction of the current is electronic rather than Faradaic (due to redox

reactions from hydrogen being stored and released). This is also true of traditional

batteries, but to a much lesser extent, since microbatteries are typically thicker and

have significantly higher electronic resistance and lower electronic current. Second,

a traditional battery capacity measurement assumes that most of the charge that

is stored will come back out during discharge. In our devices, the hydrogen is not

only stored in the oxide in the active device volume under the electrode, but can also

diffuse away from the electrode. This charge is “lost”, as some of it will diffuse far

enough away that it is not recovered during the negative CV sweeps we use to measure

ionic current discharged. Figure 5-9 demonstrates that for longer charging times, less

and less of the charge that was put in is recovered during discharge, for the same set

of charging voltages. The figure shows the total integrated charging current and the

total integrated ionic current during discharge (calculated by subtracting the final

CV loop from the initial, as described in section 5.2) for a range of charging voltages

and for four different charging times. The total charging current for each voltage was

approximately the same for each charging time, (i.e. the ratio of electronic current to

ionic current during charging was the same for each charging time), therefore this loss

of efficiency cannot be explained by higher electronic current or lower ionic current

during charging. Focusing on the shortest charging time, 5 s, in Figure 5-9a, we can

use the integrated discharge current to estimate the amount of charging current that

was protonic vs electronic. For example, we see that the integrated ionic current

during discharge is about 75% of the value of the total integrated charging current at

+3 V. For this short charging time, it is reasonable to assume that nearly all protons

that were put in were recovered, since the protons would have been able to diffuse

only 10 𝜇m and would not have been able to leave the device area. Therefore, we

estimate that about 75% of the charging current at +3 V was protonic current.

In the Pd/GdCo/Pd/GdO𝑥H𝑦/Au devices described in the next chapter, the

atomic hydrogen can also diffuse into the Pd and can be lost that way. The Pd

has a very large hydrogen solubility and a diffusivity near the same value that was

96



Figure 5-9: a) tcharge = 1 s, b) tcharge = 5 s, c) tcharge = 10 s, d) tcharge = 30 s

measured for protons in GdO𝑥H𝑦, around 3× 10−7 cm2/s. In devices with a Pd layer

(intended to protect the GdCo magnetic layer from oxidation), the measured capacity

continues increasing for very large charging times at +3 or +4 V (upwards of 1 hour)

since the oxide and the Pd both have effectively infinite capacity for protons and

hydrogen (Figure 5-10). Even for these large charge times, the amount of hydrogen

in the Pd is estimated to be less than 1% of the total H capacity of PdH0.7, the

theoretical maximum capacity of PdH𝑥.

The charging voltage also affects the amount of hydrogen that can be recovered

from the device. Figure 5-11 gives the integrated charging and discharge ionic currents

for a range of charging times at three different voltages. The apparent capacity

plateaus in each case, likely due to the injected protons diffusing away from the

electrode and not being recovered during the discharge period (which has a fixed

length for each trial). For a longer charge time, the protons have more time to diffuse

away, and only the protons within the diffusion radius determined by the discharge

time can be recovered as ionic current during discharge. For the calculated proton

diffusivity of 2.07× 10−7 cm2/s and a typical discharge time of 6 minutes, the radius
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Figure 5-10: Integrated ionic charge measured using the CV method described in
section 5.2 as a function of charging time for a Pd/GdCo/Pd/GdO𝑥H𝑦/Au device.
The charge stored does not level off even for very long charging times, indicating that
the hydrogen is being stored in the Pd.

from which protons in the oxide can be recovered is about 9 𝜇m. At +1 V, the

saturation capacity is about 1.5× 10−7 C; at +2 V it is about 4× 10−7 C, and at +3

V it is about 1.5× 10−6 C (one order of magnitude greater than the value for +1 V).

A possible explanation for this phenomenon is that the higher voltage pumps more

hydrogen in faster, but the diffusion rate away from the electrode stays constant,

meaning that for larger charging voltage the concentration of protons in the oxide

near the electrode is higher. This means more protons make it back to the electrode

during discharge, leading to a higher apparent capacity.

Here we note that the device does show some measurable charging at +1 V despite

being below the theoretical water splitting voltage. It is not clear why this is; it could

be due to free water internal to the device acting as the proton source and still allowing

for water splitting and proton incorporation at the top electrode.

Lastly, we measure the charge storage as a function of RH during charging. Results

are shown in Figure 5-12. The protonic charge to total charge ratio can again be taken

to represent the amount of the original charging current that was protonic. These
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Figure 5-11: Ionic current integrated during discharge as a function of charging time
for charging voltages of a) +1 V, b) +2 V, and c) +3 V. These plots show an apparent
increase in charge storage capacity for increased charging voltage.

measurements were taken for a long charging time (300 s), so the measured ratios of

protonic current out to total current in are lower than they should be (around 0.2

rather than the >50% protonic current measured in similar devices at short charging

times. However this data does show us the general trend of increasing protonic current

for increasing RH, as expected for a device where transport of H2O to the top electrode

or the water splitting reaction itself plays an important role in the device kinetics.

5.4 Device modeling

It is useful to build a general model of devices to predict their performance under

different conditions or stack modifications. To this end, we modify a device model

developed by Huang et al. to describe electrochemical ionic synapses (EIS).

An EIS is a device that mimics a neural synapse by changing the electrical con-

ductance of a channel. The conductance is modified by pumping ions (e.g. protons)

into the channel; controlling the ion concentration in the channel changes the conduc-

tance in a predictable way. An EIS has a reservoir layer that acts as an ion source,

a channel layer across which the conductance can be measured, and an electrolyte

material between the reservoir and the channel with a high ionic conductivity. Elec-

trical contact is made to the reservoir layer with a gate electrode. Electrical contact is

made across the channel with separate source and drain electrodes, such that current

can flow across the channel independently of the gate current that modulates the ion

flow into or out of the channel (similar to a transistor). Figure 5-13 illustrates the
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Figure 5-12: a) Total current integrated during charging (orange) and protonic current
integrated during discharge (blue) as a function of %RH during charging at +3 V for
300 s. b) Ratio of the discharge charge capacity to the charging current (ratio of blue
to orange from a)), indicating how much of the charging current was protonic.
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Figure 5-13: a) EIS device schematic illustrating the gate electrode, reservoir, elec-
trolyte, channel, source, and drain. b) For a gate voltage (𝑉G) greater than the open
circuit voltage (𝑉OCP), ions from the reservoir are oxidized and travel through the
electrolyte into the channel, modulating the channel conductance. c) For 𝑉G < 𝑉OCP,
the reverse process occurs and ions are extracted from the channel. Figure reprinted
from Reference [11] under a CC BY-NC 4.0 license.

structure and operation of an EIS.

EISs are very similar to our GdO𝑥H𝑦 devices; the main differences are that our

“reservoir” is just the ambient water vapor, and that we do not always have a channel

layer, as hydrogen can be stored in the GdO𝑥H𝑦 electrolyte itself. For the magneto-

ionic devices described in Chapter 6, the Pd/GdCo/Pd magnetic layer into which we

pump hydrogen is the channel layer, and rather than modulating the conductance,

we are modulating the magnetic properties.

The EIS model developed by Huang et al. describes this device with an equivalent

circuit model that consists of three parallel R-C circuit elements in series – one for the

reservoir-electrolyte interface, one for the electrolyte itself, and one for the electrolyte-

channel interface. Thus, the R and C components of the interfaces and the electrolyte

can be described separately. The authors found that the key parameters that predict

device performance are the exchange current density 𝑗0, which describes the reaction

current at the interfaces, and the ionic conductivity of the electrolyte, 𝜎0. To have

a fast device, we need both the interface reactions and the transport across the elec-

trolyte to be fast. The authors found that fast operation (<10 ns voltage pulses)

requires 𝑗0 > 0.1− 1 A/cm2 and 𝜎0 > 10−4 S/cm.

To calculate 𝑗0 for our GdO𝑥H𝑦 devices, we assume a Butler-Volmer model for the
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redox reactions at interfaces. The Butler-Volmer model for a single charge transfer

reaction assumes that the reaction current density at the electrode, 𝑗, is exponentially

dependent on the overpotential 𝜂:

𝑗 = 𝑗0

(︂
exp

[︂
(1− 𝛼)𝑧𝑞

𝑘𝐵𝑇
𝜂

]︂
− exp

[︂
−𝛼𝑧𝑞

𝑘𝐵𝑇
𝜂

]︂)︂
(5.1)

where 𝛼 is the charge transfer coefficient (describing the symmetry of the forward

and backward reactions, with 𝛼 = 0.5 giving symmetric current values for both

directions), 𝑧 is the number of electrons involved in the charge transfer reaction, 𝑞 is

the elementary charge, 𝑘𝐵 is the Boltzmann constant, and T is the temperature. The

log of this current density versus voltage (a Tafel plot) should have a straightforward

linear fit from which we can calculate 𝑗0. Figure 5-14 shows the Tafel plot for a

Pt/GdO𝑥H𝑦/Au device. The 𝑗0 value extrapolated from the linear fit is 1.6 × 10−8

A/cm2, which is 7 orders of magnitude smaller than the target value given by Huang

et al. This indicates that the interface reactions in our devices are limiting their

operation speed, and we may not be able to achieve 10 ns operation.

Next, we need to estimate the value of 𝜎0 for the device, in order to compare the

relative speed of proton transport across the oxide electrolyte. We first use the proton

diffusivity value calculated in section 5.3.1, and use the Einstein relation to calculate

the proton mobility:
𝐷

𝜇
=

𝑘𝐵𝑇

𝑞
(5.2)

Our diffusivity value of 𝐷 = 2.07×10−7 cm2/s gives a proton mobility of 𝜇 = 8.0×10−6

cm2/Vs. Conductivity is calculated from mobility using the following equation:

𝜎 = 𝜇𝑞𝑐ion (5.3)

where 𝑐ion is the ion concentration and 𝑞 is again the elementary charge. Plugging in

the proton mobility and estimating the proton concentration as that of stoichiometric

Gd(OH)3, 𝑐ion = 4.8×1022 cm−3, we get an estimated ionic conductivity of 6.3×10−2

S/cm. This is 2 orders of magnitude above the minimum value given by Huang et
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al. This indicates that the transport through the GdO𝑥H𝑦 electrolyte in our devices

is relatively fast compared to the interface reactions. Even for a lower proton con-

centration (non-stoichiometric Gd(OH)3, or perhaps partially hydrated Gd2O3 which

could have a proton concentration several orders of magnitude lower than Gd(OH)3),

transport through the oxide should not be the limiting step.

This is higher than the conductivity value for YSZ, a known good proton con-

ductor which has a room temperature conductivity around 10−4 S/cm. The high

proton conductivity of YSZ is attributed to small grain size and the presence of ph-

ysisorbed and chemisorbed water in the grain boundaries, as opposed to Grotthuss

type proton conduction through the bulk.[91] Given the 5-10 nm grain size in the RF

sputtered GdO𝑥H𝑦, it is not unreasonable that proton conduction in our films uses

a similar mechanism, which would explain why the conductivity is so much higher

than that found for bulk Gd2O3[37]. Dr. Sunho Kim’s work on proton conduction in

gadolinia supports this finding for textured columnar gadolinia deposited by pulsed

laser deposition[73]. He found through TGA measurements that above 50°C, much of

the water in our GdO𝑥H𝑦 is driven out; however at room temperature, there is likely

free water in grain boundaries and at interfaces.

Previous work in the group found a total GdO𝑥 conductivity at room temperature

between 10−12 and 10−11 S/cm, calculated by measuring the current as a function of

temperature.[5] However, this is only a lower bound, since the contributions from

the interface reactions and transport through the oxide were not separated. Our

calculation of proton conductivity in this work does separate out the contributions of

redox reactions at the interface and proton transport through the GdO𝑥H𝑦, and the

much higher proton conductivity we find through these methods indicates that the

previous measurement was dominated by the slower interface reactions. A j0 value of

10−8 as calculated from the Tafel plot above would give an overall conductivity value

of around 10−9 S/cm at 0.5 V, according to the following equation that calculates

the conductivity from the differential resistance given by the Butler-Volmer equation

(Equation 5.1):

𝜎(𝑉 ) = 𝑗0𝐿

(︂
𝑧𝑞(1− 𝛼)

𝑘𝐵𝑇

)︂
exp

[︂
𝑧𝑞(1− 𝛼)𝑉

𝑘𝐵𝑇

]︂
(5.4)
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. This is about 2 orders of magnitude higher than the previously calculated value of

overall conductivity of 10−11 S/cm. It does not exactly match, but indicates that the

device is interface-reaction limited rather than limited by proton transport through

the oxide as previously assumed.

This is a somewhat surprising result, as these devices were previously assumed to

be limited by the proton conductivity through the oxide. These results indicate that

nanoscale devices are thin enough and the proton conductivity is high enough that,

unlike typical microscale devices such as proton conducting fuel cells, the transport

through the bulk oxide is not limiting device performance. The implication is that the

interface reactions and availability of protons at the interface are more fruitful places

to focus future attention. In particular, adding a proton storage layer (e.g. Pd) at

the top electrode rather than relying on atmospheric water vapor could dramatically

improve the device interface kinetics and lead to faster and more reliable property

toggling. This would also allow for devices to be enclosed, and would therefore not

rely on ambient relative humidity being high enough for the device to work.
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Figure 5-14: A Tafel plot (log of current vs. voltage) for a Pt/GdO𝑥H𝑦/Au device,
with a linear fit for the ionic current.
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Chapter 6

Magnetic switching in

Pd/GdCo/Pd/GdO𝑥H𝑦/Au

6.1 Ferrimagnets and applications to magnetic mem-

ory

In previous sections, we have seen that voltage control of ions can be used to cause

magnetic switching (specifically switching of magnetic anisotropy) in ferromagnets.

We now turn to a slightly different type of magnetic material, ferrimagnets, and

demonstrate that protons can also be used to toggle their properties. In magnetic

memories, it is desirable to have bits with antiparallel magnetizations, for easier

reading and less volatility. The changes in anisotropy in the ferromagnetic Co layer

produced a 90° change rather than a 180° rotation of the magnetization. In a ferro-

magnet, the magnetic moments in their lowest energy state line up parallel to one

another, and to rotate the magnetization of the film, all of the individual moments

rotate together to preserve this ferromagnetic coupling. In a ferrimagnet, simliar to

an antiferromagnet, there are two sublattices in the material with antiparallel mo-

ments. In an antiferromagnet, the up and down sublattices have equal moments that

exactly cancel each other out, producing zero net moment in the material. In a ferri-

magnet, the sublattices can have different moments which do not cancel out, leading
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Figure 6-1: Schematic reprinted from Reference [12] showing the structure of GdCo.
The red arrows are the Gd magnetic moments, and the blue arrows are the Co mag-
netic moments. The sublattices have antiparallel moments with different magnitudes,
leading to a net magnetization in the material.

to a material with a relatively small net moment. This built-in structure of antipar-

allel moments lends itself to 180° switching of the net moment, if you can control the

relative magnitudes of the moments on each sublattice.

This is exactly what we do with GdCo, a ferrimagnetic rare-earth transition-metal

(RE-TM) amorphous alloy. In GdCo, there is a Gd sublattice (red arrows in Figure 6-

1) and a Co sublattice (blue arrows) with antiparallel moments. Previously, we used

x-ray magnetic circular dichroism to measure the individual sublattice moments be-

fore and after gating, finding that inserting hydrogen into GdCo disrupts the Gd-Co

exchange coupling (𝐽𝐺𝑑−𝐶𝑜), causing the Gd moment to shrink.[12]. For a GdCo layer

that is Gd-dominated but close to compensation, shrinking the Gd moment pushes the

film over the threshold and allows Co to dominate, causing an effective 180° rotation

in net magnetization. Figure 6-2, from Reference [12], illustrates the proton gating

of GdCo and the transition from Gd-dominated to Co-dominated magnetization.

This phenomenon also allows GdCo near compensation to be used as a relatively
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Figure 6-2: Figure reprinted from Reference [12] showing the MOKE hysteresis loops
for GdCo starting in the Gd-dominated state, gating under positive voltage to the
Co-dominated state, and then reverting to the Gd-dominated state upon application
of a negative voltage. The red arrows denote the magnitude and orientation of the
Gd sublattice moments, while the blue arrows denote the magnitude and orientation
of the Co sublattice moments. Note that the MOKE loop tracks the Co sublattice,
so that the MOKE loop is “positive” when the Co sublattice is dominating.

sensitive measure of the presence of hydrogen; effectively it is a magnetic sensor

that allows us to determine whether or not hydrogen has reached the GdCo layer in

the device stack. This gives some insight into the transport of protons through the

electrolyte layer as compared to the GdCo layer itself.

6.2 Device description and sample fabrication

The samples used for the following experiments were Si/SiO2/Ta/Pd/GdCo/Pd/GdO𝑥H𝑦/Au.

In this stack, the Ta/Pd/GdCo/Pd serves as the back electrode, GdCo is the ferri-

magnetic layer, the Pd serves as a capping layer through with hydrogen can readily

diffuse but oxygen cannot, the GdO𝑥H𝑦 is the proton-conducting electrolyte, and the

Au is the top electrode. The devices are crossbars with dimensions ranging from 10

um to 50 um.

The sample was sputtered at a background pressure of around 1×10−7 mbar. The

Ar pressure was 3.0 mbar. The GdCo was sputtered with a wedge mask to produce

a gradient in composition, such that some devices would be guaranteed to be near

compensation. The Gd current was 0.24 A and the Co current was 0.4 A. The Gd and

Co were co-sputtered for 180 s to form an approximately 10 nm layer. The GdO𝑥H𝑦
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Figure 6-3: MOKE loops for a Ta 3nm/Pt 3nm/GdCo 6nm/Pd 6nm/GdO𝑥H𝑦

11nm/Au 3nm device to which a +17 V voltage pulse has been applied for 5 𝜇s.
The loop switches from a negative polarity loop (Gd-dominated case) to a positive
polarity loop (Co-dominated).

layer was RF sputtered using a Gd2O3 target at 100 W with 0.7 mbar O2 (flow rate

of 9.8 sccm) and 3.0 mbar Ar (flow rate of 30 sccm).

6.3 Magnetic switching with voltage

6.3.1 Magneto-ionic switching of a ferrimagnet

First, we carried out voltage-step measurements (DC voltage application) to observe

the evolution of the MOKE loop as the device switches from Gd-dominated to Co-

dominated. Since the MOKE measurement is sensitive primarily to the Co magne-

tization, when the Co sublattice has the higher moment (and the Co moments are

therefore tracking the externally applied field), the loop has the normal positive po-

larity (the measured magnetization is pointing in the direction of the applied field,

so the loop has a high value at positive field and low value at negative field). When

the Gd moments are greater than the Co, the Gd tracks with the applied field. How-

ever, the MOKE is still measuring the Co moment, which now points opposite to

the applied field, giving a negative polarity or “backwards” MOKE loop. Figure 6-3

shows the switching of a Ta 3nm/Pt 3nm/GdCo 6nm/Pd 6nm/GdO𝑥H𝑦 11nm/Au

3nm device from the Gd-dominated state to the Co-dominated state.
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6.3.2 Time scale for GdCo moment switching with voltage

pulses

Next, we used short current pulses to investigate the magnetic response under different

voltage and %RH conditions. These short pulses demonstrate the sensitivity of the

GdCo magnetization to small amounts of hydrogen (small amounts of energy required

to switch). We evaluate the voltage and RH ranges required to effectively switch the

devices.

Because we are looking for the minimum pulse time required for any magnetic

change in the GdCo in order to measure how long the hydrogen takes to get to the

magnetic layer. Therefore, we do not need to inject enough hydrogen to change the

GdCo magnetism from fully Gd-dominated to fully Co-dominated. Instead, we can

look for small changes in coercivity. We look for an increase in coercivity for the

Gd-dominated case, or a decrease in coercivity for the Co-dominated case, as the

hydrogen injection effectively decreases the compensation temperature, moving the

device effectively up the coercivity curve shown in Figure 6-4.[12]. Figure 6-5 shows

an example of a voltage pulse causing a small change in the coercivity of the device.

Figure 6-6 shows the summary of voltage pulse data for Ta 4 nm/Pd 6 nm/GdCo 8

nm/Pd 6 nm/GdO𝑥H𝑦 40 nm/Au 3 nm devices. Note that this plot aggregates data

from around 20 devices, since the large voltages applied to the devices for too long

could cause breakdown of the electrolyte, leading to shorting. Note also that this is

a log-log plot. For different RH values, the RH was allowed to equilibrate for 3-5

minutes at a given value before pulsed measurements were taken.

The plot gives a relationship of log 𝜏 = −4.2 log 𝑉 + 𝐶. For a device where hy-

drogen transport is mainly limited by transport across the electrolyte driven by the

electric field, we would expect a relationship of 𝜏 = 𝑡2𝑘𝐵𝑇
𝐷𝑞𝑉

, where 𝑡 is the device thick-

ness, q is the elementary charge, and V is the applied voltage across the electrolyte.

The linear fit to the plot gives a relationship of 𝜏 ∝ 𝑉 −4.2 rather than the 𝜏 ∝ 𝑉 −1

relationship predicted by this calculation. The relationship also does not exactly fit

the relationship expected if the redox reactions at the electrodes are limiting, which
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Figure 6-4: Coercivity of a GdCo film as a function of temperature, reproduced from
Ref. [12]. Injecting hydrogen effectively reduces the compensation temperature by
about 100 °C, moving the device from the blue curve to the red curve.

Figure 6-5: Voltage vs time and coercivity vs time for a voltage pulse applied to a
Pd/GdCo/Pd/GdO𝑥H𝑦/Au device. After the 5 𝜇s long voltage pulse at t=5 s, the
coercivity of the GdCo increases by about 10 Oe.
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Figure 6-6: Log-log plot of 𝜏 (pulse time required to observe a coercivity change in
the GdCo) as a function of pulse voltage. Several %RH values are plotted, showing
that higher RH decreases the time required to switch the device. The voltage range
is +0.8 V to +40 V.
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would give 𝜏 ∝ 𝑗−1 = 𝑗−1
0 exp

[︁
− 𝑧𝑞(1−𝛼)𝑉

𝑘𝐵𝑇

]︁
. The measured time to magnetic change

is much more strongly dependent on voltage than expected. The voltage dependence

predicted by interface reactions with Butler-Volmer kinetics is 𝜏 ∝ exp(𝑉 ), which

also does not fit this data. Likely, the assumptions made in predicting the 𝜏 ∝ 𝑉 −1

relationship and Butler-Volmer kinetics break down rapidly at high voltage. At higher

voltages, the voltage is no longer limiting so the dependence on voltage falls off rapidly.

Instead, it could be the amount of water in the air or in the oxide, the number of

protonic defects, or electronic current dominating the total current (possibly due to

reaching the dielectric breakdown voltage) that limits the amount of hydrogen put

in and the speed at which it reaches the GdCo. While higher voltages are needed

to get shorter and shorter pulse times for switching, the effect of increased voltage

diminishes, which means that more and more energy is expended to reach switching

at shorter pulse times.

The data for three %RH values (0, 20, 45) are shown. As expected, the switching

gets faster for higher RH. This demonstrates that the protons that cause magnetic

switching are being injected at the top electrode during the pulse and are not primarily

protons that are already in the bulk of the oxide and are being driven from the middle

of the electrolyte layer to the bottom interface during the voltage pulse. While the

electrochemical data for the Pt/GdO𝑥H𝑦/Au devices suggests that higher RH should

continue to make the switching faster, the stochasticity of the electronic resistance

state made it difficult to get more than a few data points at higher RH.

Given the results of the electrical and electrochemical characterization of the de-

vice in chapter 5, indicating that the proton conductivity through the bulk is not

the limiting step in the transfer of hydrogen into the GdCo, we would expect that

the thickness of the device should have little effect on the switching speed. Were the

bulk transport limiting, we would expect a relationship of 𝜏 = 𝑡2

𝜇𝑉
, where 𝑡 is the

oxide thickness. Figure 6-7 shows for two different values of relative humidity that

the switching times for a 10 nm oxide film and a 40 nm oxide film are nearly identical.

This corroborates the idea that these devices are limited by the interface reactions,

not by transport through the oxide thickness.
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Figure 6-7: Log plot of 𝜏 (pulse time required to observe a coercivity change in the
GdCo) as a function of pulse voltage. A high and a low %RH value curve is plotted
for each device thickness, showing that higher %RH decreases the time required to
switch the device. The high RH values are not the same due to the difficulty of
obtaining very high %RH data on some devices (leading to stochastic switching of
the resistance and inconsistent data).
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6.4 Measuring hydrogen injected during voltage pulses

The amount of hydrogen required to induce a magnetic change in GdCo has not

previously been estimated. The CV charge-counting measurements from chapter 5

allow us to estimate the protonic current flowing into the device during gating, which

gives us a way to estimate the amount of hydrogen inserted into the device during

gating of GdCo. This is a upper bound on the amount that enters the GdCo and

causes the magnetic change, as some hydrogen may stay in the oxide or in the Pd

capping layer after undergoing the reduction reaction at the bottom electrode.

To count the hydrogen injected during a pulse, we use the following equation:

𝑁𝐻 =
𝑖𝑓𝜏

𝑞𝑧
(6.1)

where 𝑖 is the current during the pulse, 𝑓 is the fraction of the current that is protonic,

𝑞 is the elementary charge, 𝑧 is the number of electrons transferred per proton (𝑧 = 1),

and 𝜏 is the pulse duration. For the devices shown in Figure 6-6, a typical low-voltage

switching event at 20 %RH is a 𝜏 = 0.1 s pulse at +3 V. The device current at +3

V is around 4 nA, and we assume based on our charge integration analysis from

section 5.3.2 that 75% of the current in this case is protonic, leading to a protonic

current of 3 nA, or a protonic current density of 1.2 × 10−4 A/cm2. Applying this

current for 0.1 s gives a hydrogen density of 7.5×1013 H/cm2 at the bottom interface,

or a total amount of 1.9× 109 hydrogen atoms. The switching event in a Ta 3nm/Pt

3nm/GdCo 6nm/Pd 6nm/GdO𝑥H𝑦 11nm/Au 3nm device shown in Figure 6-3 was

done at +17 V (for which we estimate a current of 100 𝜇A and f=0.5) and has a

switching pulse time of 5 𝜇s, giving a total H count of 1.6×109 hydrogen atoms. This is

remarkably consistent with the number we just calculated for the lower voltage pulse,

although it should be noted that a similar calculation for the rest of the switching

events in Figure 6-6 would not all give such close calculations, as the 𝜏 values for higher

voltages are a few orders of magnitude above the +17 V, 5 𝜇s switching event. Density

functional theory (DFT) simulations done by Konstantin Klyukin indicate that in

GdCo2, the Gd moment is reduced in GdCo2H and the dominant lattice reverses at
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GdCo2H2[12] The density of GdCo2 is approximately 8.3 g/cm3, which gives a density

of 1.8× 1022 Gd/cm3 and 3.6× 1022 Co/cm3. This gives a surface or interface density

of about 4×1012 Gd/cm2 assuming a layer thickness of 220 pm. Assuming all injected

H is at the interface, this gives a projected H:GdCo2 ratio of 20:1. This is not a very

reasonable assumption; it would be more reasonable to expect that only about 10%

of the H makes it to the GdCo, which would match with the projected composition

of GdCo2H2 for full switching. If we assume all the injected H diffuses uniformly

throughout the 10 nm GdCo layer, we get a composition of GdCo2H0.005, which is

several orders of magnitude less than the composition predicted by DFT. Uniform

composition is probably also not a reasonable assumption; the real H distribution is

most likely somewhere in between. Considering that the pulsed measurements were

measuring small changes in coercivity, not full switching from Gd- to Co-dominated

states, the DFT simulation projects that the composition should be GdCo2H. The

amount of injected hydrogen calculated here is a fairly wide range, but this range is

reasonably in line with the H density of GdCo2H predicted for magnetic switching by

DFT calculations.
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Chapter 7

Conclusion

7.1 Summary

We made significant progress on understanding the structure and properties of GdO𝑥H𝑦

and how they impact the operation of magneto-ionic devices.

First, we investigated the hydration process in a stand-alone GdO𝑥H𝑦 film. We

observed the hydration with a technique that allows for direct measurement of the

hydrogen depth profile (neutron reflectometry) for the first time. SIMS measurements

served to confirm the presence of GdO𝑥H𝑦 ions in the device. We also used NR to ob-

serve the reversibility of the hydration process with vacuum annealing. We confirmed

the differences in structure between reactively sputtered and RF sputtered GdO𝑥H𝑦.

We confirmed the previous finding that reactively sputtered GdO𝑥H𝑦 starts as Gd2O3

and undergoes a phase transformation to Gd(OH)3 starting from the top surface when

exposed to sufficiently high RH conditions. We discovered using XRR and XRD that

RF sputtered oxide starts as Gd(OH)3, explaining researchers’ observation that RF

oxide did not need to be hydrated before the devices worked.

We made progress in understanding the chemistry of the Pt/Co/GdO𝑥H𝑦/Au

device, finding with PNR that the Co layer is actually a mix of Co, CoO, and

CoO𝑥H𝑦 phases. This was confirmed with SIMS. The PNR also revealed that the

Pt/Co/GdO𝑥H𝑦 interface is possibly intermixed, resulting in a suppressed Co mag-

netization.
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In order to investigate the electrical and electrochemical properties of the GdO𝑥H𝑦,

we used Pt/GdO𝑥H𝑦/Au devices without a magnetic layer and without hydrogen-

storing Pd. This simplified the stack so we could focus on the properties of the

GdO𝑥H𝑦 and the interface reactions. We measured a value for the proton diffusivity

in GdO𝑥H𝑦 for the first time, finding a value of 𝐷 = 2.07× 10−7 cm2/s. This led to

a proton conductivity value of 𝜎0 10−2 S/cm, which was much higher than the lower

bound previously estimated. A low reaction current value of 𝑗0 10−8 A/cm2 led us to

conclude that the device kinetics are limited by the interface redox reactions, not the

proton conductivity. This is a significant development, as it was previously assumed

that the room temperature proton conductivity would limit device speeds, and that

improving the proton conductor would lead to the most device improvement. We

demonstrated that the device can switch between low-resistance state (high electronic

conductivity) and a high-resistance state (low electronic conductivity, dominated by

protonic current). As expected, we found that in the low-resistance state, the current

is insensitive to changes in RH, and in a high-resistance state, the current is sensitive

to RH. This suggests that the water splitting reaction at the top electrode is likely

the limiting reaction, as this is the reaction that depends on RH.

We introduced a novel method of measuring protonic current during device dis-

charging, based on cyclic voltammetry. This allows for measurement of stored charge

without interference from the electronic current.

We additionally found that protons and hydrogen are stored not just in the device

volume, but also in the GdO𝑥H𝑦 and Pd layers. The measured charge storage capacity

of the Pt/GdO𝑥H𝑦/Au devices levels off between 5 and 20 minutes of charging. This is

because for a fixed discharge time, only protons within a fixed radius can diffuse back

to the electrode to be counted during discharge. The large H capacity of Pd explains

the apparently infinite charge storage capacity of the Pd devices. This realization

allowed us to separate the phenomena of drift transport under the device electrode and

diffusion in the GdO𝑥H𝑦 outside the electrode area, making a diffusivity calculation

possible. Device capacity measurements at low charging times allowed us to estimate

the proportion of current that is protonic as opposed to electronic.
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We used a GdCo ferrimagnetic layer as a magnetic sensor to probe the device

kinetics and determine the switching time of the device for different voltage and RH

conditions. We found a very strong voltage dependence (𝜏 ∝ 𝑉 −4.2) that is much

higher than would be predicted by interface reactions with Butler-Volmer kinetics

(𝜏 ∝ exp(𝑉 )) or by a process limited by the transport through the GdO𝑥H𝑦 elec-

trolyte (𝜏 ∝ 𝑉 −1). We confirmed using two different GdO𝑥H𝑦 layer thicknesses that

the thickness does not significantly impact the switching time, confirming that the

transport through the GdO𝑥H𝑦 is relatively fast compared to other processes. We

used the understanding of proton transport and hydrogen storage gained from the

Pt/GdO𝑥H𝑦/Au device studies to estimate the amount of hydrogen injected during a

pulsed switching event, finding that it is consistent with previous DFT measurements

on similar GdCo devices.

7.2 Future directions

7.2.1 Proton storage layer

All the devices described in this work use protons from the water vapor in the air

and rely on either the addition of water into the oxide during the hydration phase

transformation or the water splitting reaction at the top electrode during gating to

incorporate the protons into the GdO𝑥H𝑦. This was a convenient way to source

sufficient protons for device operation, and to easily control the concentration of

water in the reservoir (control the RH) for experimental determination of the oxide

properties, the chemistry of the redox reactions with the Co magnetic layer, and the

required operating conditions for the device. However, this thesis has shown that

this reaction is likely the limiting step in the proton’s path from the reservoir to

the magnetic layer or other property-switching layer of interest. Moreover, using

water sourced from ambient humidity was never a viable option for a commercial

implementation of these devices, since it is not acceptable for operation to vary with

environmental humidity.
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Palladium could be a candidate for a hydrogen storage layer due to its high hy-

drogen solubility and diffusivity. Alternatively, a hydrogen storage layers like WO3

(implemented, for example, in the electrochemical ionic synapses upon which the

device modeling in this thesis is based) would be a reasonable solution.[11]

7.2.2 Diffusivity measurements

The simple crossbar device structure used throughout this work could be used to

measure the proton diffusivity in other ceramic materials in a similar manner to the

calculation done in section 5.3.1.

7.2.3 Understanding magnetic switching chemistry

We made progress in understanding the chemistry of the Pt/Co/GdO𝑥H𝑦/Au device,

finding with PNR that the Co layer is actually a mix of Co, CoO, and CoO𝑥H𝑦 phases.

However, we have not investigated whether or not some of the redox reactions that

produce these phases could be selected for or suppressed, and we have not studied

how these mixed phases might influence the kinetics of the interface reactions (either

oxidation or reduction of Co, or incorporation of H at the Co/GdO𝑥H𝑦 interface to

produce the magnetic reorientation transition to an in-plane state).

In the GdCo devices, we have used our new understanding of hydrogen injection

to estimate the amount of H that causes the magnetic switching. However, we still

do not know for sure how much H is involved or where it goes (Pd/GdCo interface

or GdCo bulk). Further PNR studies could be useful in investigating this, as PNR is

very sensitive to H and to the net magnetization of the sample (with the caveat that it

measures only the in-plane magnetization; therefore PMA GdCo devices would need

to have a sufficiently strong in-plane field to drive the magnetization in-plane).
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