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for the degree of
Doctor of Philosophy in Linguistics

ABSTRACT

This study of Yawelmani phonology and morphology
provides insight into the types of phonological
representations and rules permitted by Universal Grammar.

Generalizations about the sound pattern of a language
which can be expressed by rule are omitted from underlying
representation in all brands of phonological theory. Proposed
here is a theory of underspecification which exploits this
concept and so allows for simplification of both

representations and rules. Underlying representations contain
only the information that is absolutely necessary to
distinguish between representations. Any information that is

predictable, i.e. derivable by rule, is unspecified.
"Information" here refers to all types of phonological
characteristics, stress, syllabie structure, templates,
phonemes, and features. It is argued that the redundancy
rules,i.e. the rules that fill in the unspecified values, are
a combination of universal rules (which are cost-free) and
learned rules (which are costly). In other words, what 1is
unspecified in any given language is determined by both the
details of that language and the principles of Universal
Grammar. These redundancy rules are universally ordered late,
with two exceptions. Earlier ordering of some rule can be
provided bty principles of Universal Grammar, i.e. intrinsic
ordering (which is cost-free) or can be learned,

i.e. extrinsic ordering (which must have clear motivation and
is costly).
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Non-linear representations figure centrally in this
analysis of Yawelmani. It is shown that Yawelmani has a
template-supplying morphology in both the verbal and noun
systems (similar to certain Semitic languages).

Interestingly, in most cases, the templates are supplied by
affixes, and are meaningless without the affix. Besides the
morphologically supplied syllabic templates, there is
motivation for seven planes in the representation: The
syllabification process consists of a syllable plane and a
syncope tree plane; stress trees and a stress grid provide two
more planes; vowels and consonant melodies constitute the
fifth and sixth planes. The glottal stop in certain morphemes
is on a plane of its own: A seventh plane. Examination of
vowel harmony does not create an eighth plane. Evidence
reveals that the harmonizing feature and the conditioning
feature are on a single plane, but in separate matrices. The
matrix of the harmonizing feature spreads on the single plane
to the conditioning matrices.

Thesis supervisor: Professor Morris Halle

Title: Institute Professor
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Chapter 1

INTRODUCTION

All theories of phonology agree that the representations
that underlie concrete phonetic forms do not contain all the
phonetic information, as the missing information is
nondistinctive or redundant. Underspecification Theory, which
I develop in this thesis, is an attempt at understanding what
information is necessarily contained in underlying
representation and what mechanisms are available for providing
the missing information. It is a study of the nature of
phonological representations and of the formal properties of

the rules that provide the full specification.

These representations and rules differ in a number of
ways from cthose found in earlier models of phonology
incorporating "underspecification", for examnple the
structuralists' "archiphonemes" and Chomsky and Halle's (1968)
(henceforth SPE) "markedness conventicns" (further developed
in Kean 1975). The most fundamental difference between my
approach and the previous approaches is that in the former,
both distribution and alternations constitute the basis for
resolving these questions, while in the latter, questions of
underspecification are resolved on the basis of distributional
evidence alone. Furthermore, the underspecified
representation argued for here has only the bare minimum of
information present: No feature has both "+" and "-" (in
different matrices) in underlying representation. A feature

has the value "a" (either "+" or "-", not both) and the value
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Chapter 1 -~ INTRODUCTION

-a" is supplied by rule elsewhere, or the feature has no

value at all in underlying representation and both "a" and

-a" are supplied by rule. The same goes for other facets of
the phonological representation, syllable structure, stress,
etc. In other words, underspecification theory applies to all
phonological information, not simply to feature values. The
phonological representation in current non-linear models
includes such items as skeletal slots, syllable structure,
trees, and a grid, none of which were a formal part of the
representation when "underspecification”" was examined
previously. I suggest that all types of structure are subject
to the same constraints that feature specification is subject

to.

The information absent in underlying representation is
supplied by redundancy rule which may be either language
specific or universal. This approach shares traits with the
"archiphoneme", which is a language dependent entity, and with
"markedness conventions", which are language universal rules.
A further trait of the theory developed here is that values
not present ir underlying representation are not necessarily
specified prior to application of phonological rules: True
phonological rules interact with the redundancy rules of the
language. This interaction allows simplification of
phonological rules and of representations; it also suggests a
means of expressing which rules create new segments and which

rules 4o not create new segments.

Which phoneme is least specified, and what the
specifications for each phoneme are, is language dependent,
based primarily on the phonological alternations of that
language. Unlike markedness theory, cross-linguistic
distributional facts are not the basis for deciding the
relative specification of any given phoneme. It is this

partial dependence on language particular alternations which
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1.1 -- Surface and Underlying Representations

allows the underspecified matrices and the redundancy rules to

simplify the grammar.

1.1 Surface and Underlying Representations

The phonological representation which I assume here
contains several interrelated components, the core skeleton,
melodies, structures, and the relationships between melodies
or structures and the core skeleton. In this section, we
examine the complete surface representation of a single word
and remove the redundant information, i.e. that information
which is supplied by rule. 1In so doing, we also examine each
componant which makes up the representation: The core

skeleton, the melodies, the structures, the "planes"

The surface phonological representation of the word

yawelmani ‘tribal name-pl.‘', Newman p. 208 is as (1.1).

(1.1)
syllable
structure
plane
core f X X X X _

/ ' I\ stress
vowell L R o\ . grid
melody \\plane

plane :
Jonsonant
melody
Y w 1 m n _plane

There is a lot of information packed into the above
figure, and a two-dimensional page can not do justice to the

formalism behind the metaphor. Let us unpack the information
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1.1 -- Surface and Underlying Representations

plane by plane, and in so doing reduce the surface

representation to the underlying representation.

As a first step in uncovering a more abstract
representation, we remove the final rime and vowel: The rime
and vowel constitute a case affix (Subject case: See Chapter

4.5.1). We examine the caseless stem yawelman/-.

Syllable Structure Plane

The figure (l1.1) contains four separate planes
intersecting in a single line constituted of a sequence of Xs,

which is called the core skeleton (see Chapter 3, section
1
2):

(1.2)

XXX XXX XXX

This string corresponds to the string of Xs which are present
in the representation in (1.1) above without the case affix.
The nine Xs in (1.2) do not suffice for the underlying
representation of this word. We need to know the number of
syllables in the word: To do this, we establish to know only
the number and location of the syllable heads ("rimes").
Syllable heads are denoted by a vertical line "|" anchored in
an X; non-head positions in a syllable are d4enoted by an

angled line "/" or "\". Once we locate the rimes, the rest of

i. This is not simply a notational variant of the skeleton in
terms of a sequence of [+syllabic] ("V") and [-syllabic] ("C")
slots (cf. McCarthy 1979), as shown by Levin (1983, to appear,
in prep.) who presents arguments for differentiating the two
notations, some of which are found in Chapter 3, section 2.1.
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1.1 -- Surface and Underlying Representations

the syllable structure can be built by rules.

(1.3)
[ R A I
XK KX KKK

In (1.3) we see the rudiments of a first plane, syllable
structure, where three rimes are represented. Although there
is not much syllable structure present in (1.3), it still
contains redundant information: A rule of epenthesis (3.110)
inserts the penultimate rime, so this rime is not present in

underlying representation:

(1.3) cont.

R A underspecified
XXX — X XXX syllable structure plane

The above is the underlying skeleton template for the word
yawelmani. The syllable structure is underspecified. Only
rimes are permitted in underlying representation, and only
those rimes whose location is unpredictable actually appear in
underlying representation. Rules of syllabification provide
the missing syllable structure, to give the completely
syllabified form in (1.1).

The template itself is supplied by the morphclogy: In

the singular the word is yawlamnii/-. (See Chapter 4 for a

discussion of the template-supplying morphology.)
Syllabification rules bracket the Xs into units, called
syllables. 1In Yawelmani, each syllable must have one non-head
unit to the left and may have one to the right. Notationally,
the following are well-formed Yawelmani syllables:

(1.4)

/
/
X

X~
¢ ——
~<

|
|
X and
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1.1 -- Surface and Underlying Representations

These are constructed by a set of rules from the underlying

minimally specified string:

(1.5) (=1.3 cont.)

/ | / I\ syllable structure plane

[ /: /1 /1 fully specified
/
KKK XX

A fourth syllable is created by the affixation of i 'subject',
resulting in:

(1.5) cont.

L/I /1 /o

/L /] / 1/

P ) S IE A 3 I £ e s s ' s

From this, we see that the set of all Xs are possible anchors
for syllable structure and that the syllables themselves, with

their anchors, constitute the plane.

Consonant Melody Plane

In Yawelmani the phonetic values of the skeleton slots
are given iin two separate planes, one for the consonants
(given immediately below) and the other for the vowels. This
is one of several respects in which Yawelmani resembles the
Semitic languages (see McCarthy 1979, etc.). The five

consonants of the word yawelman/- do not associate freely with

the Xs of the core skeleton. Only certain Xs are permissable
anchors, namely those Xs unsyllabified in underlying
representation. The consonant plane is defined by the
consonant melody (true consonants and glides) and by the

anchors (unsyllabified X slots):
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1.1 -- Surface and Underlying Representations

(1.6)

| | Il || fully specified
Yy w I1m n| consonant melody plane

Association between the conscnant melody and its anchors
follows from the Universal Association Convention and does not

violate the Wellformednress Condition, both given below.2

(1.7)
Universal Association Convention

Associate azutosegments and autosegment-bearing units
i. one-to-one
ii. left-to-right

The Universal Association Convention (1.7) takes the
underlying representation in (1.8a) and provides the linking

in (1.8b), where Ps and Xs together define a plane:

(1.8)

(1.9) 3
Wellformedness Condition

Association lines can not cross.

The Wellformedness Condition prevents representations like the

2. These conventions differ substnatively from earlier
proposals to be found in the literature, see Goldsmith (1976),
Halle and Vergnau (1980), etc., which include automatic
multiple associations from anchor to melody and from melody to
anchor. Pulleyblank (1982) forced a rethinking of these
universals, and the Yawelmani data are entirely compatible
with a theory without automatic spread.

3. This was argued for in Williams (1971), Leben (1973), and
Goldsmith (1976).
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l.1 ~- Surface and Underlying Representations

one in (1.10):

(1.19)
* X eee X where m<n and j<k
>
~
Pj e o o Pk

Given the Universal Association Convention (1.7) and the
Well formedness Condition (1.9), the associations need not be
represented underlyingly. Rather, the melody is independent
of the template and the Universal Association Convention (1.7)
provides the associations. Thus, in underlying
representation, there are no connections between the consonant
melody and the skeletal slots:

(1.19) (=1.6 cont.)

I I\
Le—-x——x—x—*—x—-x—-x—
' i underspecified
Y% w 1 m QJ consonant melody plane

The absence of connecting lines is, of course, necessary since
the template itself is supplied by the morphology. The
underlying representation of the noun contains the consonant

and vowel melodies alone, as shown below where the brackets
are syntactic brackets:

(1.11)

[: y w 1 m n :] 'tribal name'
a e a noun

Vowel Melody Plane

As noted above, vowels paired with rime heads define a
third plane. The Universal Association Convention (1.7) and
the Wellformedness Condition (1.9) provide the following
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1.1 -~ Surface and Underlying Representations

associations:

(1.12)
l A J L | I\
I e e e I XX KKK
—-> |
a e a | »oa e a .
— . . . i L . o
underspecified

vowel melody plane

The /e/ associates to the second rime position by a general
(perhaps universal) rule:

(1.12) cont.

L T T

XA —X—K—2——X—¢ K—H——X—X—HK—X—X

T | —m> Y, ;
a e a . a e a |

| i , , | i . o

When a third rime is inserted (by the rule of epenthesis
3.119), the unlinked /a/ automatically associates with the

melody-less slot, by the Universal Association Convention
(1.7):

(1.12) cont.

| AN l ] [ I\ |

XX R XXX A D S e e

| L1/ | --> | 1/ |
a

e a a e a

L

fully specified

vowel melody plane
As noted above, the Universal Association Convention
(1.7) applies automatically wherever possible. Also,

following Pulleyblank (1983), I assume if something is linked

(by rule) to an already linked slot, the original association

line is automatically broken, unless a special proviso to the
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l.l -=— ourrace and JnaerLying representctaclons

contrary exists in the language:4

(1.13)
X X * X
I --> \ I\
Y 2z Y z Y 2

An interesting result of the Universal Association
Convention (1.7) is that slots can end up without
tones/features after it has taken effect. I argue in Chapter
2 for a theory of underspecification which fills in
unspecified values by a variety of rules. This theory is not
possible if spread is automatic since unspecified matrices
induce spread (by the earlier version of the universal
association convention and well formedness condition, see

footnote 3), and so are no longer unspecified.

Up to this point, we have used letters to abbreviate the
segment matrices. Although I do mean for these letters to
represent matrices, the underlying matrices are more abstract

than those found in many theories: Many features are not

present. There are four underlying vowels in Yawelmani:S
(1.14)
i a o u
H + - - +
L - + - -~
R - - + +
B - + + +

The above matrix contains too much information: To

distinguish the four vowels, we need to know only that two are

—-—— . — - - — " - -

4. In some theories, the original link is lost only if the
delinking is specified in the rule. Pulleyblank (1983)
provides convincing arguments for automatic delinking.

5. The surface [e] is derived from underlying /i/ by a rule

assigning [-high] to underlying long vowels. See chapter 3,
section 1.
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1.1 -- Surface and Underlying Representations

not high and that two are round:

(1.15)
u
H
R

)
+ 10

+
Consequently, the underlying vowels have the following
specifications:

f1.16)
a = [-high] e =[]

Thus, the representation of (1.12) is actually

(1.17) (=1.12 cont.)

LN _| LN
Lx——x——x—x—-x——x—x—— , .~x—x——x—>|<——x——>e—x-—-x—,
> |

l[-h] [ 1 [-nl] ! (-n] [ 1 [—hjj

and general redundancy rules fill in the absent values. The

same treatment applies to consonants as well.

Given a representation in which segment matrices appear
on different planes:
(1.18)

[+consonantal]]

I
X X

[—high ]
+round

it is easy to imagine a representation in which the features
of a given segment appear on separate planes, a biplanar

representation:
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(1.19)
[+round]

X

|
[-high]

In examining vowel harmony in this language, we find
motivation for a coplanar representation, that is one with
"planes~within-planes", or sub-planes. Thus, within the
[high, round] plane on vowels, the feature [high] anchors
directly to the core skeleton and the feature [round] anchors

to the feature [high], which I call a coplanar

representation.
(1.29)
[round]
Ehiéh]
X

(Round], [high]}, and X form a single plane, the "end view"

heing
(1.21)
(r] * [r] *  [r]
| / \
[?] not [?] nor [?]
X X X

Stress Plane

The remaining plane in (1.1) registers stress via a grid
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l.1 -- Surface and Underlying Representations

mark ("*").6 Stress falls on the penultimate syllable (after

affixation):

(1.22)

/7 /v /1
/LI~ /L
L XXX XK XXX
: * : fully specified
stress plane

The grid is constructed with respect to tree structure,
which counts syliables to locate the penultimate syllable:
(1.22) cont.

/1 /] /1 /|
SN/
X

P G et S S G GRS

l I/
|/
N VAN
The grid marks the head of this tree:
(1.22) cont.
fully specified
; * : stress plane
e e e
’ VAR

/|

—

Notice that in underlying representation, neither tree
structure nor grid mark Jis present. In this way, the
representation is completely unspecified for stress. The rule
inserting the grid mark in a certain context (on the head of

the stress tree) is a redundancy rule.

- — s > G = - — -

6. Grid marks ("*") and the symbol for ungrammaticality ("*")
are typographically the same symbol. However, they are not to
be confused.
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1.1 -- Surface and Underlying Representations

Trees do not have phonetic or phonological
interpretation of their own. They are merely an abstract
computational device, to which other rules may be sensitive.

(Tree structure is omitted in (l1.1) for clarity.)

In sum, the underlying representation of the word

Xawelmani contains

~ a partially syllabified skeleton, provided by the
morphology

- a consonant melody plane

- a vowel melody plane

(1.23)
| I\ syllable structure plane
XK XX KK —XX——Ccore skeleton
vowel//!
plane {=h] L] (-h] |
: : :
L y w 1 mn consonant plane

Associations, stress, and the remaining syllabification
are the result of universal conventions and rules, both
discussed in this thesis. Chapter 2 develops the theory of
underspecification with respect to features. Chapter 3
examines the phonological rules (vowel quality processes,
syllabification, and stress), with the assumption that these
are under- or unspecified in underlying representation.
Chapter 4 examines the template-supplying morphology: Most
verbs and nouns are not specified underlyingly for the

X-skeleton. The template is supplied by rule.
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1.2 -~ Rule Interaction

1.2 Rule Interaction

The notion of cyclicity as I understand it is entwined
in the theory of lexical phonology (see Kiparsky 1982, Mohanan
1982, Halle and Mohanan 1983). The phonology and morphology of
Yawelmani is organized in a two-strata lexicon, though here I
discuss phenomena at stratum 1 and the post-lexical stratum
primarily (see Archangeli 1984 on stratum 2).

(1.24)

stratum 1 affixation | templates inserted

| Copy (3.9)

| Syllable Internal Spread
| (3.13)

| Syllabification (3.99)

] Harmony (3.49)

| Lowering (3.15)

: some redundancy rules

|

/?/ rules

——— - " ——— — - e o - v ——— —— ——" - - o= ——— . — ——— —— 0 O S S ——— S —— -

wiy compounds | Syltable Internal Spread
I (3.13)
stress
most redundancy rules

- - - v —— —

post-lexical
stratum

Within a cyclic stratum, after each affixation process,
the phonological rules apply. Then the forms (may) undergo
affixation again. In this way, phonological rule application
is cyclic. When affixation is complete, the form undergoes
the phonological rules once again, then procedes to the next

stratum:
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1.2 -- Rule Interaction

(1.25)
morphology ! phonology
—————— >
stratum 1 Al, A2 | R1, R3
(e
_________________________ | mmm e
------ >
stratum 2 A2, A3 | R2, R3
omm oo o
_________________________ | mmmm e e
v

post-lexical stratum

The passing from morphology to phonology and back encodes
cyclic application of phonological rules in the very structure
of the grammar. It also marks a distinction between rule
applications, which are lexical (and cyclic) or post-lexical
(and not cyclic). Syllabification (Chapter 3.2) is an example
of the former in Yawelmani, stress (Chapter 3.3) of the
latter.

Since lexical rule applications are cyclic, they are
subject to the Strict Cycle Condition (based on work by
Mascaro 1976, Pesetsky 1979, and Kiparsky 1982).

(1.25)
Strict Cycle Condition

a. Cyclic rules apply only to derived representations.

b. Definition: A representation ® is derived with
respect to rule R in cycle j iff ® meets the
structural analysis of R by virtue of a combination
of morphemes introduced in cycle j or the
application of a phonological rule in cycle j.

Kiparsky 1982, p. 41

The Strict Cycle Condition (1.26) prevents phonological rules
from changing material of a previous cycle, unless the context

for the rule is created on the present cycle.
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1.3 -- A Historical Perspective

A second principle governing rule application is one
adopted from Panini by Kiparsky (see Kiparsky 1973, 1982, also
Koutsoudas, Sanders, and Noll 1974), called the Elsewhere
Condition. The intuition behind the Elsewhere Condition is
that if two rules can apply to a given string, and one rule
has more limited application than the other, then the more
limited rule applies and the more general rule does not
apply.

(1.27)

The Elsewhere Condition

Rules A, B in the same component apply
disjunctively if and only if

a. The input of A is a proper subset of the input
of B.

b. The outputs of A and B are distinct.

In that case, A (the particular rule) is applied

first, and if it takes effect, then B (the general

rule) is not applied.

Kiparsky 1984, p. 3

1.3 A Historical Perspective

The theoretical points made irn this work are valid only
insofar as they account for a large body of the phonological
and morphological alternations in some language, in this case
Yawelmani, more effectively than can be done assuming other
theories. They also are valid only insofar as the data on

which they are based are reliable.

By all counts, Newman's (1944) grammar of Yokuts
satisfies the requirements stated above. Immediately after

its publication, Newman's grammar was heralded by Zellig
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1.3 -- A Historical Perspective

Harris as "a major addition...a model contribution to
descriptive linguistic method and data". Harris goes on to
point out that the grammar "is sufficiently detailed...to
enable the reader to become familiar with the language and to
construct correctly...statements about the language" (Harris
1944:196). There have been a number of studies of Yokuts
since the appearance of Newman's book. Hockett (1973)
provides a comprehensive annotated list (with an addendum in
Pullum 1973) of publications about the Yokuts languages -- and
non-publications as well. He reports a flurry of review
articles between 1944 and 1949, with some reanalysis, followed
by the period "1946-present” (i.e. 1973) during which

"data from Yawelmani, particularly on verbs,

[was-~DA] used repeatedly in courses designed to

train apprentice linguists in the analytic techniques

of descriptive linguistics,...in general leading

only to student reports...Hockett (1967) and

Kuroda (1967) are, each in its own way, products of

this twenty-year period of analytical puzzlement and
experimentation." (emphasis mine)

Hockett 1973, p. €4

The two publications mentioned by Hockett spawned a
second flurry of interest in the language, with reviews of
Kuroda's book (Rice 1969, Kisseberth 1970b), and Kisseberth's
(1969a) thesis and subsequent publications (1969b, 1978a,
1973a).’

The descriptive period was followed by a period when
once again data from Yawelmani was used repeatedly in basic
linguistics courses, with the focus more on theoretical issues

than on descriptive techniques; for example, Kenstowicz and

- o — ———

7. Kisseberth also co-authored several works with Kenstowicz:
See references under both names.
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Kisseberth (1979) is a text which makes repeated reference to
Yawelmani to illustrate such diverse phenomena as vowel

harmony, rule interaction (ordering), and vowel epenthesis.

This continued use of the data presented in Newman
(1944) is testimony to the valuable contribution to

linguistics -- both descriptive and theoretical -- made by his
detailed and systematic study.

1.4 A Comparison

Here we compare four approaches to one of the basic
processes in Yawelmani phonology, vowel harmony. These
appraoches are (i) descriptive, (ii) early generative, (iii)
autosegmental, and (iv) underspecified autosegmental. Such a
comparison illustrates the deepening of our understanding of

the nature of linguistic processes in the pase forty years.

Vowel Harmony

Consider vowel harmony. The facts are uncontroversial.
Vowels round to the right of a round vowel of thea same value
for [hiagh], if no vowels of a different value for [high]
intervene This gives the following alternations:

(1.28)

J..u..i../ =--> [..u..u..]
/..0..a../] -=-> [..0..0..]

The technique that Newman employs to account for vowel
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1.4 -- A Comparison

alternations is that of 1i.sting=8

(1.29)
"Every suffix possesses one vocalic form for stems of
three vowel series and another for stems of the fourth
vowel series.

series of last stem vowel

suffix 1.
vowel 2
types 3.

4

DJD’SI:PQ’
OOE?I'-‘O
NNQHH
D’ﬂ’gﬁ‘:

Newman 1944, p. 21

Simply listing the sounds does little for explaining why /i/
alternates with [u] after /u/, and /a/ with [o] after /o/.
Also, the close relationship between /i/ and [e:], /u/ and

[o:] is not explained. The chart above could equally read:

(1.39)
series of last stem vowel
a o i u
suffix 1. 1 i o i
vowel 2. e: a: e: e:
types 3. a i a a
4. a: 1i: a a

The distribution in (1.30@) not only does not describe the
Yawelmani data, it does not describe data one is likely to
find in the grammar of any natural language. This

unlikelihood can not be captured by listing alternations.

In the early generative study of Yawelmani, Kuroda
(1967, p. 14) presents a linear harmony rule using distinctive
features (the feature diffuse occurs where we now use high).
This allows expression of the relationships between the height

of the vowels and the roundness of the vowels. Using

—— " - — e - — o

8. In this notation, V: is a long vowel.
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1.4 -- A Comparison

features, the list in (1.30) cannot be expressed, at least in
any reasonably concise form. By contrast the actual

distribution is readily formalized:

(1.31)
[-roundl / Vv C,

[+round] / [a diffuse
+round a diffuse

Kuroda 1967, p. 14

V —==>

Special rules then adjust values for [back] and [low].

The linear rule above misses certain generalizations
about the harmony process. Most crucially, the fact that
[+round] is inserted by this rule in an environment
conditioned by a [+round] vowel is entirely coincidental.
Also, the harmony rule alone is not sufficient: Special rules

are needed to make [U] back and to make [P] non-low.

In autosegmental theory, the harmonizing feature is on a
plane separate from all other features of the harmonizing
segments:

(1.32)
[+round]

l
I

X
I

+high
+back

-low

The rule of harmony is represented by spreading the feature

[round] on matrices of like height:

page 31



1.4 -- A Comparison

(1.33)
[+round]

[a highl [a high]

The accident (in the linear account) that the features are
identical is no accident here; it is expressed in the

formulation of the rule.

However, this representation is still open to
criticism. If matrices are fully specified, then either (i)
the harmony rule must be complicated or (ii) additional "clean
up" rules are needed. This is because in Yawelmani when /i/
harmonizes after /u/, it surfaces as [u], not as [u], and /a/

after /o/ surfaces as [o0], not as [r]:

(1.34)
[+round]
X X - *( . .u..0..]
| | (cf. [..u..u..]
+high +high
[fback] [;back]
-low -low

We can account for this either by adding a rule to back [ud] to
(ul and to raise [p] to [o0], or we can obscure the basic
rounding process by adding both [back] and [low] to the

formulation of the rule.

In the account proposed in this thesis, harmony is
represented as a non-linear rule spreading [+round] on like

values for [high]:
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(1.35)
[+roqu]

~
\\~
\\

[a high] [a high)

The spread rule again captures the fact that the target vowel
picks up a feature ([+round]) of the trigger vowel.
Redundancy rules supply other features. There is no need to
mention [back] or [low] in the formal representation of the
rule. Furthermore, the "clean-up"” rules are not language
specific added simply to make a rule look more elegant; they
are part of the formal representation of the sound system of
Yawelmani and as such they themselves are, for the most part,
predictable from universal principles. (The harmony rule is
discussed in Chapter 3, section 1l; the redundancy rules are

discussed in Chapter 2, sections 3 and 4.)9

- e - ———— -

9. The variations in stem consonant and vowel patterns is
accounted for in a parallel fashion: Newman lists the
alternants, Kuroda has linear rules inserting and deleting
positions, and here we propose a pool of three templates
selected in the morphology. The "template pool" account
captures a number of generalizations about Yawelmani
morphophonology; without knowing the data, however, they are
somewhat difficult to summarize. I refer the reader to
Chapter 4.
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APPENDIX

Rule-Writing Notation

The following formal notation is used here in rules
dealing with melodies and anchors, where Z can be either

melcedy unit or anchor:

unlinked

2 linked

|

!

Z ambiguously linked or unlinked
leftmost link

—_——

A

rightmost link

——nN

\

| delink

link
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Chapter 2

UNDERSPECIFICATION

This chapter introduces a theory of underspecification
exploiting the use of minimally specified matrices in
underlying representation and applies this theory to the
Yawelmani vowel system.1 Redundancy rules, ordered by the
Redundancy Rule Ordering Constraint (2.88), supply the

unspecified values.

There are asymmetries in the distribution of
phonological features in inventories for languages and in
phonological rules. Pulleyblank (1983) discusses tonal
phenomena in Yoruba where High and Low tones are mentioned in
the structural descriptions and changes of rules throughout
the phonology, but Mid tone is never mentioned. Yet all three
tones surface. Archangeli and Pulleyblank (1984) presents an
analysis of Tokyo Japanese tone which refers solely to High
tone in the rules of the tonology, yet both High and Low tones

sur face.

This asymmetry is not restricted to tonal phenomena. In
Spanish, several different epenthesis rules are noted to
insert a single vowel quality (Harris 198@). In harmony

systems, the existence of "opaque" segments blocking harmony

e e e e e R ke

1. Doug Pulleyblank, Paul Kiparsky, and K.P. Mohanan deserve
special recognition for their support, encouragement, and
suggestions when I first began developing the ideas presented
here.
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Chapter 2 -- UNDERSPECIFICATION

and "transparent" segments unaffected by harmony is discussed
in the literature (see for example Halle and Vergnaud 1981).
Spreading rules in Yoruba (Pulleyblank 1984) treat /i/

differently from all other vowels in the language.

In this section, a theory of underspecification is
proposed which provides a principled explanation for
asymmetries of the sort noted above. In this theory, certain
values for all features are supplied by redundancy rules,
rather than being present in underlying representation. 1In
this way, underlying representations are simplified. For
example, in Yoruba, the Mid tone is supplied by redundancy
rules (Pulleyblank 1983), and in Tokyo Japanese, the Low tone
is supplied by redundancy rule (Archangeli and Pulleyblank
1984). However, the theory of underspecification does not
relate only to "neatening up the storage closets": We examine
examples where underspecification also simplifies the
phonological rules of languages. The epenthetic vowel in
Spanish (/e/) is completely featureless in underlying
representation. The redundancy rules whicn supply values for
underlying /e/ also supply values to inserted vowel slots,
thereby accounting for the fact that all epenthetic vowels are
/e/ in Spanish, regardless of which rule inserts the slot.
Transparent vowels (i) are not subject to harmony and (ii)
have no specification for the harmonizing feature and so do
not block harmony. Opaque vowels are specified for the
harmonizing feature and so block spread. In Yoruba, the vowel
/1i/ is analyzed as having no specifications in underlying
representation. Its feature values are supplied by redundancy
rules applying after various spread rules, thus accounting for

the asymmetric behavior. (See Pulleyblank 1984 on Yoruba.)

Adopting a theory of underspecification has consequences
beyond simplifying both representations and rules, for example

in the characterization of sound systems. Certain vowel
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Chapter 2 ~-- UNDERSPECIFICATION

systems are preferred in the languages of the world. A three
vowel system is most frequently /i, a, u/, and a five-vowel
system is most frequen:ly /i, e, a, o, u/. See Troubetzkoy
(1929), Liljencrants and Lindblom (1972), and Reid (1973).2 A
four vowel system contrasts with this in that, although most
four vowel systems contain /i, a, u/, the guality of the
fourth vowel is relatively (but not entirely) unpredictable
when there is no fifth vowel in the system. The questions
both of how to characterize these preferred combinations of
vowels and how to characterize the contrast between the
predictable membership of three and five vowel systems
compared to the unpredictability in four vowel systems is
closely tied to the question of what constitutes a marked or
unmarked segment and a marked or unmarked rule. "Markedness"
is discussed in Chomsky and Halle (1968) (henceforth SPE) and
Kean (1975, 1979) in response to the observation that without
some formal notion of markedness, unlikely rules are valued
equally or better than highly likely rules. For example,
(2.1)

a. i. 1 =-->u b. i. t -->'s

ii. 1 --> 4 ii. t --> 8

In Yawelmani we have an example of (2.la): If the suffix
(?)iday ‘'contemporaneous gerundial' follows a root with the

vowel /u/, the vowel /i/ of the suffix surfaces as [u], not as
e 3
ful:

——— o~ — - -

2. These sources cannot bhe taken overly seriously, since they
examine surface vowels only. For example, Klamath is cited as
having an /i, e, a o/ vowel system in Liljencrants and Lindbom
(1972), yet examination of the phonology suggests this is best
regarded as a /i, e, a, u/ system. (See Levin in prep).

3. The rule of rounding harmony is discussed in detail in this
and the following chapters.
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(2.2) .
dub+(?)inay --> [dub?unay] 'while leading by the hand' 136

In English we have an example of (2.1lb): If we add the suffix
-ive to words with the morpheme mit, the final /t/ surfaces as
{s], and rnot as [&].

(2.3)
permit/permils]ive remit/remif[s]ive

*permi[6]ive *remi[6]ive

In each pair in (2.1), the (i) rule requires that more
features be changed than are changed in the (ii) rule: In
(2.1ai), both [back] and [round] change while in (2.laii) only
[back] changes. In (2.1bi), both [continuant] and [strident]
change while in (2.1bii), only [continuant] changes. Yet most
phonologists agree that the (2.1i) rules are more likely in
the languages of the world, despite the fact that the (2.1i)
rules are formally more complex (since they mention two
features rather than one). Thus, for the theory to be
complete, we need some means of formally encoding the

differences between the rules in (2.1) above.

2.1 Full, Partial, and Underspecification

The assumption that some degree of abstractness is
necessary coupled with the assumption that there are
principles governing underlying representations gives rise to
three possibilities for these principles governing underlying

representation:
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(2.4)
a. FULL SPECIFICATION a value for every feature is
(loosely Markedness assigned to every phoneme;:
Theory) there are no features with

no values

b. PARTIAL SPECIFICATION for some features a value is
(structuralists) assigned for every phoneme;
for other features values
are not assigned

c. UNDERSPECIFICATION there is no feature such
that some value is specified
for that feature in every
phoneme

I discuss each in turn. For purposes of this discussion, let
us assume three binary distinctive features [F], [G], and [H]
available in Universal Grammar and in the language under
consideration, the three phonemes /A/, /B/, and /C/, with the
following feature composition:4

(2.5)
C

o]
+ 1+ P>
+ 4+ 1

2.1.1 Full Specification

The figure (2.5) above is the underlying representation
if Full Specification is assumed: Every feature has some

value assigned for each phoneme in the inventory. There is no

T e e

4. This matrix could be a real partial matrix like the
following:

w T

+ 1+ 0

++1c
)
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feature [F'] which has no value assigned to some phoneme.

Phonological rules operate on these representations.

The SPE and Kean (1975) "Markedness Theory" is similar
to full specification in that all features are specified
before any phonological rules take effect. In underlying
representations, however, features are assigned u(nmarked) or
m(arked).5 This allows expression of certain generalizations
about sound systems, generalizations which cannot be expressed
assuming Full Specification. Markedness Conventions translate
the "u"s and "m"s to "+"s and "-"s prior to application of
phonological rules. All specifications are present before
application of phonological rules and so the absence of
specifications does not have an effect on the phonology at
all.

2.1.2 Partial Specification

Here our hypothetical grammar has the following

underlying representation:

(2.6)
A B C
F + - -
G - + -
H

Two features, [F] and [G], are fully specified for all

phonemes in the inventory. The third feature, [H], which has
the same value on all three segments, is not specified in the
inventory at all. Some rule, universal or language specific,

fills in the missing value.

S. In SPE, four types of markings are allowed, "+", "=", "u",
and "m". Kean (1975) reduces all universal markings to "u" or
"m", and posits universal markedness conventions which
translate the "u"s and "m"s into "+"s or "-"s.
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(2.7)
{ 1 --> [+H]

Assuming Partial Specification means that there is no feature
[F'] which has specifications for some phoneme and no

specifications for another phoneme, i.e.

* A B'
F' +
if Partial Specification is assumed. Since only features

which are not distinctive have no values supplied in
underlying representation, any rule which might be written in
terms of the unspecified feature ([H] in the above) may
equally be formulated in terms of the features which are fully
specified. 1If for example [H] is filled in as [+H], then any
rule which refers to [+H] in the focus of the structural
description applies to all segments and so referring to [+H]
in that rule is irrelevant. The same logic is applicable if

[+H] is in the environment of the structural description.

With Partial Specification once again the lack of
specification is not available for use in the phonological
rules. If Underspecification is assumed, however, the lack of
values may be exploited -- but only if specifications are
in:serted after at least some phonological rules have applied,

not before.

2.1.3 Underspecification

The underlying representation of our hypothetical

- o - — . —— -

6. The suggestion that not all features are fully specified
(2.4b or c¢) in underlying representation is not new. There
have been "archiphonemes" in many analyses, at least since
Troubetzkoy (1969).
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language is considerably streamlined if underspecification is
assumed.6 This means that the language learner has less to

learn and less to memorize.

(2.8)

Rules (universal for the most part) fill in missing values:

(2.9)
a. [ ] --> [-F]
b. [ ] --> [-G]
c. [ ] --> [+H]

Assuming Underspecification means that an underlying
representation where a feature has specifications for all
phonemes is ill-formed:
(2.19)
* A B C
H + + +

It also means that both values cannot be represented for a
given feature:
(2.11)

F +

Both of these points follow from (2.4c), which says that there

is no feature which has a value specified for every phoneme.

In the hypothetical system assumed here, the phoneme /C/
is totally unspecified. The prediction made is that such a
phoneme may behave asymmetrically with respect to the other
phonemes of the language. In elaborating the theory of
Underspecification we examine examples of this asymmetry, and
see that the asymmetry extends beyond phonemes to the behavior

of specific features as well, particularly in the case of
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Yawelmani vowel harmony and Latvian Raising.

2.2 The Alphabet

In Underspecification Theory, the concept of distinctive
feature has a highly significant role. In a language's
underlying representations only the features that are
distinctive in that language, that is, features which actually
are necessary to distinguish two sounds, have values
specified. Any feature which is non-distinctive in some
environment is a redundant feature and its values are supplied
by redundancy rule. The elaboration of this theory is as
follows: First we consider possible underlying matrices and
the sources of redundancy rules which specify these matrices.
Then, in a detailed analysis of the Yawelmani vowel system, a
constraint on the interaction of the redundancy rules with the
other phonological rules in the grammar is motivated. 1In this
discussion, the term inventory is used to refer
non-theoretically to the collection of sounds in a grammar.
The underlying inventory refers to the set of sounds available
in underlyiig representations, without making any claims about
the representation of these sounds. That it is possible to
discuss inventories at all is due to the intuition that
languages have alphabets, that is, a subset of the sounds
possible in natural human language is selected by each
language as the building blocks of the words of that

language.

In Underspecification Theory, the alphabet has a very
particular structure. The alphabet contains a matrix
component, an array of the underlying distinctive feature

combinations of the sounds of the language. This array, of
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course, does not have all values represented on all features.
Consequently, the alphabet also contains a rule component, a
set of redundancy rules filling in some the values not
specified in the matrix component. If the matrix component
undergoes application of all the rules in the rule component,
fully-specified matrices result. However, these fully
specified matrices do not necessarily correspond to the

sur face matrices, because phonological rules proper can also
apply to the matrices. Underlying representations are
constructed from the members of the matrix component, and
rules (redundancy and phonological) apply to these

representations:

(2.12)
MATRIX

alphabet

REDUNDANCY == =emmmmm—— > phonological
RULES ~ <(-~—ceemmmmmem rules

surface representation

Redundancy rules and phonological rules consequently have
different roles in the grammar. A means of formally
distinguishing the two is needed. Redundancy rules have as

the focus something either obligatorily without the inserted

feature/structure, here [+F]:

(2.13)

® - X
[(+F]

or optionally without the inserted feature/structure:

(2.14)
X --> X
|
[+F]

Phonological rules, on the other hand, are rules which either
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change feature values or change structure. The focus
obligatorily has a feature/structure which gets changed. To
encode this we include the specification in the rule itself:
(2.15)

X -=-> X

| |
[aF] [+F]

Of the following rule pairs, the first is a redundancy rule
and the second is a phonological rule because the first does
not obligatorily have feature/structure on the focus and the

second does have a specified focus:

(2.16)
a. i. [ ] --> [-voice] / 44
ii. [a voice] =--> [-voice] / ##
bo 1. ,1
e (i.e. make an unsyllabified
X' X slot the onset)
ii. ,1
I% ., (i.e. resyllabify into
X X X the onset)

The redundancy rules, i.e. rules filling in the

unspecified values, are of three types:

(2.17)
a. Default Rules Rules which are part of Universal
Grammar. These are cost-free.

b. Complement Rules Rules created by a process called
Alphabet Formation (2.55), which
is part of Universal Grammar.
Alphabet Formation requires
language particular information to
create the Complement Rules.

These are cost-free.

c. Learned Rules Language particular rules which
must be learned. These are not
cost-free.
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There are two ways in which these rules differ, (i) whether
they are cost-free (i.e. given in some way by Universal

Grammar) and (ii) whether they are language dependent:

(2.18)
default complement learned
language n e es
dependent © yes Y
cost~-free yes yes no

Default rules are discussed in 2.3.2 and complement rules in
2.3.3.

2.2.1 The Rules

The feature redundancy rules insert but 4o not change
feature values and are of the form:
(2.19)

{1 --->[aF]/ Xx Y where a is + or -
and F is a feature

Values may be inserted only if there is no value already

present. This follows from the Distinctness Condition (2.20),

given below.7

(2.20)
The Distinctness Condition

The input to a redundancy rule is not rendered
distinct from the output by application of the
redundancy rule.

Distinct is defined below:

7. This condition may be derivable from the Strict Cycle
Condition (1.20).
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(2.21) "Two units U, and U, are distinct if
and only if there is at least oné feature F such
that U, is specified [a F] and U, is specified [b F]
where 3 is plus and b is minus... Two strings X and
Y are distinct if they are of different lengths,
that is, if they differ ip, the number of units that
they contg%n, or if the i unit of X is distinct
for the i unit of Y for some i."

SPE, p. 336

The Distinctness Condition (2.20) and the definition of
"distinct" (2.21) block application of redundancy rules for a
given feature to matrices already specified for that feature.
This is because [a F] and [-a F] are distinct, but [a F] and
fa F] (or [-aF] and [-a F]) are not distinct. If a feature is
specified in underlying representation as [a F], then there is

a rule inserting [-a FJ:

(2.22)
1 -->1[-arF]

The value in the lexical item ([a FJ]) surfaces and the
redundancy rule (2.22) is blocked. Consider the two schematic

lexical entries below:

(2.23)
lexical entry l: ...X [é éj Y...
+

lexical entry 2: ...X [ E] Y...
+ G

If we attempt to apply the redundancy rule (2.22) to the
entries in (2.23), we derive from lexical entry 2 :
(2.24)

lexical entry 2: ...X [_a P] Y...
+ G

With lexical entry 1, however, redundancy rule (2.22) is
blocked by the Distinctness Condition (2.20) and so no change

is made. Without something like the Distinctness Condition
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(2.20), (2.22) does apply to lexical entry 1, the output is
distinct from the input, and the underlying specification is
lost. Thus, if tle Distinctness Condition (2.20) (or some
other principle including this effect) is not part of
Underspecification Theory, the Underspecification Theory is
meaningless because all values specified in underlying
representation are wiped out by application of the redundancy

rules.

Notice that in underlying underspecified
representations, phonemes are not distinct, according to the
definition in (2.21). They are potentially distinct, and will
become distinct through the application of rules. The
Distinctness Condition (2.20) prevents their becoming
non-distinct through application of redundancy rules.

However, as we see in the discussion of Latvian Raising
(immediately below), phonological or morphological rules may

render underspecified matrices non-distinct.

2.2.2 The Matrix

Let us now turn to the question of the matrix in the
underlying alphabet. There are various assumptions possible
about what constitutes the most highly valued minimally
specified matrix. These break into three categories,

algorithms based on:

(2.25)
a. the rules necessary to supply the missing feature
values
b. the number of feature values (i.e. the number of
pluses and minuses) in underlying representation
c. the number of features in underlying representation

Consideration of these options ranks the third above the other

two, and the second above the first.
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As noted above in the discussion of redundancy rules
(see 2.17), there are three classes of these rules, two of
which are provided by Universal Grammar (default rules and
complement rules). Thus, counting the number of rules needed
to supply missing values reduces to counting the number of
learned rules. This is relevant, but it is relevant only in
languages where rules must be learned. This option is not
relevant in the majority of cases, where there are no learned
rules in the set of redundancy rules in the grammar.
Furthermore, the number of rules can be reduced to the number
of segments in the language, one rule per segment, if rule
formation is unconstrained. Such an approach is purely

mechanical.

Counting the number of specifications necessary,
i.e. the number of "+"s and "~-"s, leads to conceptual
problems, and a misuse of underspecification. Given a
phonology using n features, we can define n+l phonemes simply
by supplying a single value to a single feature for each

phoneme, and leaving one featureless:

(2.26)
Pl P2 P3 P4 ...
Fl +
F2 +
F3 +
This uses only three feature values. If we decrease the

number of features, we are forced to increase the number of
values specified, creating a more costly system. Yot if we do
not decrease the number of features, in theory we will at some
point be using non-distinctive features to discriminate
phonemes. Furthermore, in a system with only a few sounds,
like a three- or four-vowel system, there is more than one
representation of the vowels. An illustrative example is the

Latvian underlying vowel system which contains four vowels,
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/i, e, a, u/.8

Below we see three different feature count systems, all
of which mention three feature values to distinguish the four

sounds.

(2.27)

AW x
+

Three feature values must be marked but there is

ambiguity as to which features and which values are relevant.

Now consider the third option, presented in (2.28)

below.

(2.28)
Feature Minimization Principle

A grammar is most highly valued when underlying
representations include the minimal number of
features necessary to make different the phonemes
of the language.

Consider the following underlying representation for the
Latvian vowels, adopting the Feature Minimization Principle
(2.28):

(2.29)

- ——— - - — -

8. Thanks to Morris Halle for assistance with the Latvian
data. Steinbergs (1977) discusses a fifth underlying vowel,
/®/. /®/ and /e/ are almost in complementary environments,
according to Steinbergs. /®/ may also be a phoneme of
Latvian; however, it is not available as a stem vowel, where
Raising takes place. 1If /®/ is an underlying vowel, then
(2.29) must also include a vowel that is [+low, -back], namely

/2/ .
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This is an intuitively attractive system since it is
symmetrical, with two high vowels and two back vowels.9 Also,
this is the only feature combination possible under the
Feature Minimization Principle: The Feature Minimization
Principle (2.28) is restrictive. No other combination of two
features results in a four-way division between the vowels, as
shown below. The circled vowels are identical in these

representations.

(2.39)
i ®@ u D e a @
H + + H + ¥
R + L +
D © a u @G a u
L + L +
R + B - -
®@® a u
R +
B - -

2.2.3 Latvian Raising

The representation in (2.30) has further empirical
consequences as well. In Latvian, noun stems end with one of
the four underlying vowels, with feminine stems ending in one
of /i, e, a/ and masculine in one of /a, i, u/. The following
paradigm illustrates feminine nouns in the locative, dative,

and accusative singular.

— . -~ - ——

9. The values of these two features could of course be the
opposite. In the discussion of Raising, selection of [+high]
over [-high] is motivated. Since [+high] is the
representation of the accusative singular suffix, [+high] must
be available for underlying representations. 1In the
discussion of Alphabet Formation (2.55), there is motivation
for selecting [-back] over [+back] -- then the default rule
supplying [+back, -round] on [+low] vowels is applicable.
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(2.31)
feminine 'sister’ ‘mother’ 'fish’
sg. loc. ma:sa: ma:te: zivi:
sg. dat. ma:say ma:tey ziviy
sg. acc. ma:su masti zivi

From the locative and dative singulars, we see that ma:sa
'sister' has a stem vowel /a/, ma:te ‘'mother' a stem vowel
/e/., and zivi 'fish' a stem vowel /i/. 1In the accusative
singular, this vowel is replaced in the /a/- and /e/-stems by
a [+high])] vowel which agrees in backing with the stem vowel:

(2.32)
a -->u e —=> i in the accusative singular

In (2.33), the masculine paradigm is given, and the same

process of Accusative Raising occurs: /a/ surfaces as [u].

(2.33)
masculine 'horse’ ‘market’ ‘swan'
sg. loc. zirga: tirgu: gulbi:
sg. dat. zirgam tirgum gulbim
sg. acc. zirgu tirgu gulbi

In (2.33), the stem vowels are /a/, in zirga ‘horse', /i/, in
gulbi 'swan', and /u/, in tirgu ‘'market'. In the accusative
singular of zirga, the /a/ surfaces as [u], a [+high] vowel

agreeing in backness with /a/.

Suppose that the accusative singular marker is a rule

assigning [+high]:

(2.34)
Accusative Raising

[ ] --> [+nigh] / ————]accusative singular

When the accusative singular is affixed to a noun, if the stem

vowel is /a/ or /e/ there is no value for [high] present, the
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[+high] feature is assigned to that stem-final vowel:

X X X X X X X
m a H zirg

L+H]

XX X
* [
+

The accusative singular affix results in all stem final
vowels being linked to [+high], but no other feature changes
take place. But once [+high] is added to the underlying

representations for /e/ and /a/, the derived representations

are identical to the underlying representions for /i/ and /u/

respectively:
(2.36)
underlying i e a u
representation H + +
B - -
accusative i e a u
raising H + + + +

B

The representations for /e/ and /i/ and for /a/ and /u/ are
now identical. The redundancy rules necessary to produce [i]

from underlying [+high, -back] and [u] from underlying [+high]

—— —— — ——- o

132. The redundarncy rules, intrinsically ordered as given, are

a. [ ] --> [-high]

b. [ ] -->[-1ow] / [ , —-back]

c. [ 1 -->1[+lowl / T ___, -hign]

d. [ ] --> [+back, -round] / [ , +low]
e. [ ] --> [+back]) —__

£. [ ] -->1[aroundl /[ _ , -low, a back]

Rules (a) and (e) are "Complement Rules” and rules (c,d,f) are
"Default Rules”". See 2.17). Both types of rules are provided
by Universal Grammar, and are not explicitly learned. Rule
(b), on the other hand, is a learned rule. These types of
rules are discussed in the rgmainder of this section.
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give the same vowels, [i] and [u], from underlying /e/ and /a/
19

respectively.

There are certain predictions made by the Feature
Minimization Principle (2.28). 1In the above example, we see
that the set of possible underlying representations is
restricted by this principle. Also, this principle forces the
use of the same features for consonants as are necessary for
vowels. In Latvian, for example, there is evidence in the
vowel system for representing [back] in underlying
representation, rather than, say [round] (see footnote 9).
Consequently, the most highly valued consonant system in
Latvian is one which does not use the feature [round]. The
Feature Minimization Principle (2.28) means that Universal
Grammar prefers an underlying system using the smallest number
of features possible. If [round] is not needed for vowels,
but is for consonants, a feature is added to the alphabet, an
undesirable result. Furthermore, if it uses the feature
[back], the only possible value is [-back]. Since [-back] is
marked on vowels, specifying [+back] on some consonants means
both values of [back] are specified in underlying
representation. This is possible only if the environments
differ, since the following twn complement rules (see section
3.3 of this chapter) can not coexist in a language:

(2.37)
a. [ ] --> [-back]

Of course, two rules can specify different values if an

environment is included on one of the rules:

(2.38)
a. [ ] --> [-pack] / ([ , +consonantal]

b. [ ] --> [+back]
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The notion "distinct" depends crucially on the
uncontroversial assumption that there must be motivation for
rules and underlying representations. It also depends on the
order in which rules (both phonological and redundancy) are

allowed to apply. This is the focus of the next section.

2.3 Underspecification Theory

In this discussion, four issues are addressed, (i) the
features which are represented underlyingly, (ii) the values
of these features which are presen' underlyingly, (iii) the
rules supplying the missing features, and (iv) the constraints

on the system.

Loosely, the features represented in underlying
representation are the features which distinguish members of
the alphabet of the language in question. A simple example
comes from considering the contrast between vowels and
consonants. Once it is known that something is a vowel, the
values of many features are also known, for example the values
of features like [continuant] and [strident]. Also, there are
a few features for which the value is probably known, for
example [voice] and [nasall]. 1In a language with only oral,
voiced vowels, these features are not distinctive in
underlying representation, and so are not even present.
Nothing at all must be learned about these features. A
universal default rule supplies the missing feature with the
appropriate value:

(2.39)
a. [ ] --> [-nasal] b. [ ] --> [+voice] / [ ;J
+s0

By contrast, in a language which has underlying distinctive
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nasal vowels, the nasal vowels must be specified as [+nasal]
in underlying representation. The vowels surfacing as oral
have no specification for [nasal] in underlying
representation. The universal rule (2.39a) fills in
[-nasall.

(2.49)
underlying representation application of (2.39a)
V1 V2 V1 V2
nasal + nasal + -

Whether a feature is distinctive or not depends on the
language system, not solely on abstract universals. This
contrasts with the SPE theory, in which the markedness of a
given segment has a universal value, and the underlying
specifications for each feature of a given segment are

determined universally, not system-specifically.

The above discussion has dealt with the question of
which features are represented underlyingly, namely, the
features that are truly distinctive in a particular language.
The question remains of which values are represented for those
features. 1In general, the values of the underlying features
are those values which are unpredictable. In a given
environment, only one value is present in underlying
representation, and the other is supplied by a rule. The
value that is unpredictable depends partially on Universal
Grammar, but also on the system in which the feature is
found. This is a second point on which the proposal here
differs from SPE. In SPE, a given segment has a given
markedness value, independently of the rest of the language.

I propose instead that the least specified segment in a
language is dependent on the alphabet of that language as well

as on Universal Grammar, in a sense to be defined shortly.
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2.3.1 Default Rules and Complement Rules

Let us first look at specific languages providing
evidence for an unspecified vowel. Spanish, Japanese, and
Telugu all have five vowel systems, /i, e, a, o, u/.ll Each
language also has at least one epenthesis rule. Now, if
epenthesis is represented as the insertion of a syllable-head
position, devoid of phonemic material, the simplest account is
the one which supplies the quality of the inserted vowel by
the same rules that supply features for the vowels in
general. Compare the following rules, where "[V]" stands for

the features of some vowel:12

(2.41)
a. @ -->X /Y 2 b. 8 --> [\lll /Y 2

X

By the normal standards of simplicity, (2.4la) is the
simpler rule: It mentions fewer features. Thus, if the
guality of the epenthetic vowel is provided by independent
means necessary to supply features to the vowels of the
language in general, the entire grammar is simpler.
Furthermore, there are languages (like Spanish) which have
more than one epenthesis rule (see, e.g. Harris 1980 for four
rules inserting vowels) yet the quality of the inserted vowel

is always /e/. This distribution is expected with (2.41la) but

- — - ———— o

11. Thanks to Jim Harris for help with the Spanish facts, to
Paul Kiparsky for help with Telugu, and to Anne-Marie Grignon
for help with Japanese.

12. I am not concerned here with the proper formulation of the
environment for epenthesis, which I assume is determined by
syllable structure, and I have not presented an explicit
environment since the environment is irrelevant to the present
discussion.
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coincidental with (2.41b).

What is particularly interesting about these three
languages is that, although the vowels are the same, and each
has an epenthesis rule, the epenthetic vowels are different.
In Spanish, the epenthetic vowel is /e/, in Japanese, it is
/i/, and in Telugu it is /u/ (see Harris 198d, Grignon in
prep, and Romaro 1976, respectively). If it is correct to
assume that the epenthetic vowel is the maximally unspecified
one, then the underlying representations of the vowels in
these three languages are different, despite the fact that the
sur face vowels are identical. Consider Spanish. The vowel

inventory is represented below.

(2.42)
i e a o u
H + - - - +
L - - + - =
B - - + + +
R - - - + +

If /e/ has no values, then the values of its features
are not specified on /e/ nor on any vowel which shares these
features. For example, /o/ is not specified for [high] nor
for [low], since both of these are supplied by the same rule
which supplies the values for /e/. Below, we see the value
"-" removed from all features in the matrices in (2.42), since
/e/ is [-F] for all [F]:

(2.43)
1 e a o u
H + +
L +
B o+ o+
R + o+

One of [back] and [round] must be specified for /o/ (and /u/)
since otherwise it is filled in as [-round] and [-back] by the
same rule that specifies /e/ "-" for these features. However,

since these vowels agree in roundness and backness, we do not
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need to specify values on both features. I remove [back].

(2.44)
b & e a (o] u
H + +
L +
R + o+

The following redundancy rules fill in the blanks. The
sources and ordering of these rules are discussed in the
following sections. Some of the rules are universal default
rules, marked "DR" in (2.45), and some are complement rules,
marked "CR" in (2.45). Universal default rules are discussed
in section 3.2 and complement rules in section 3.3. The

ordering is intrinsic, and is discussed in section 4.

(2.45)
a. [ ] --> [-high] CR
b. [ ] --> [-low] CR
c. [ ] ~--> [+back, -round] / [ _ , +lowl] DR
d. [ ] --> [-round] CR
e. [ 1 -->T[abackl] /[. __, -low, a round] DR

In the other languages, the case is similar except that the
maximally unspecified vowel is not /e/. Representations and

rules for Japanese and Telugu are given below.

(2.46)
Japanese Telugu
i e a o u i e a o u
H - - H - -
L + L +
B + + B - -

It is proposed in the ensuing sections that certain redundancy
rules are provided by universal grammar and further that the
redundancy rules are intrinsically ordered. As a consegquence,

all of the rules supplying feature values in Japanese and
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Telugu are non-learned rules, just as they were with

Spanish.13

(2.47)
Japanese rules
a. [ ] -->(-high) / [ __, +low] DR
b. [ ] --> [+high] CR
c. [ ] --> [-1low] CR
d. [ ] --> [+back, -round] / [ 4+ tlow] DR
e. [ ] --> [-back] CR
£. [ 1 -->[aroundl /[ _ , -low, a backl DR

(2.48)
Telugu rules
a. [ ] -->[-high] / [ __, +low] DR
b. [ ] --> [+high] CR
c. [ ] --> [-1ow] CR
d. [ ] --> [+back, -round] / [ ., +low] DR
e. [ ] --> [+back] - CR
f. [ ] -->Taroundl /[ _ , -low, a backl] DR

What these three languages illustrate is that although
the inventories of underlying segments are identical, the
representation of the underlying segments may differ
radically. The underlying matrix and redundancy rules,

i.e. the alphabet, is closely connected to the way those

segments are used in the language's phonological system.

2.3.2 Redundancy Rules

Of interest now is the question of how the missing
values get assigned to the segments. The rules assigning
missing values are called redundancy rules. For the most
part, these are assigned by universal means, that is, by rules
which do not have to be learned. There are two types of

redundancy rules which do not have to be learned. One is a

13. To be precise, in Japanese, a learned rule specifies the
[+high, +back] vowel as [-round]: ([i], not [u].
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set of universal rules, called default rules, similar to the
rules proposed in SPE and in Kean (1975). The other is a set
of rules automatically created when a given underlying
representation is learned, called complement rules. Rules of
the latter type are not found in SPE-like treatments of
markedness.14 See (2.17) for a classification of the three

types of redundancy rules.

There are certain configurations of vowel features which
are required:

~low +low

Other combinations are extremely common:
(2.49) cont.

c. +1low a. -low e. -low
-round -round +round
+back ~-back +back

By positing universal default rules creating these
combinations, the learnability of systems including these
feature combinations is captured. Claiming that the default
rules creating these configurations are universal rules means
that a language which uses these rules is simpler than a
language which contradicts these rules. The latter type of
language is one in which both the alphabet and some redundancy
rules must be learned. The language which uses the default
rules as redundancy rules is one in which the rules need not

be learned, only the underlying representation.

—— o — - —— —

14. Kean (1975) uses the general concept of "complement”" in
censtraining markedness rules. The rules in Kean (1975) are
universals, however, not language dependent like the
complement rules discussed here.
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Some universal default rules are given below.

(2.59)
Universal Default Rules
[high] and [low]

a. [ ] --> [-high] /
+low

b. [ 1-->(-lowl/ [

_jhigﬂ]

c. [ 1 ~-->[+1ow]l / [
_-high]

d. [ 1 --> [+high] / [’—'1_03]

(2.50a-d) create the two "required" feature combinations given
in (2.49a,b). These are required in the sense that if either
[+high] or [+low] is present, the opposing feature must be
filled in as "-". This necessity is expressed by the
existence of the rule pairs, both creating [a high, -a low]
matrices. The configurations in (2.49a,b) contrast with those
in (2.49c,d,e) because in the latter case the combinations are
common, or preferred, but may be violated. Here, we simply
establish values for [back] and [round] dependent on the value
for [low] (and, if [-low], on the value for [back] or [round],
whichever is present in underlying representation).

(2.50) cont.

Universal Default Rules:
[back] and [round]

- U1 -= [round] / [ ]
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£. [ ] --> [a round] / i
a back
~-low _

a round
~-low A

g. [ ] --> [a vack] / [ ]

Rules (2.50a-d) create [+high, -low] and [-high, +lowl
matrices; (2.50e) states that the preferred [+low] vowel is
/a/, as it is [+back, -round]; (2.50f,g) capture the fact that
for non-low vowels, the unspecified arrangement is where

backing and rounding agree.

These rules also rank the five vowels /i, e, a, o, u/.
If there is no phonological evidence in the language about
vowel quality, /a/ is the least marked vowel: Specifying
[+low] or [-high] is sufficient to distinguish the vowel /a/.
All other values are filled in by universal default rules.
Specifying [+high] or [-low] and some value for [back] or
[round] distinguishes /i/ and /u/. To distinguish /e/ and
/o/, both [-high] and [-low] must be specified (either in
underlying representation or by rule) as well as some value
for [back] or [round]. Consequently, all else being equal,
the vowels are ranked:

{a} < {i,u} < [e,o0}

Furthermore, this generates certain of the vowel systems
discussed in the literature on vowel typologies

(e.g. Liljencrants and Lindblom 1972 and Troubetskoy 1929),
namely the odd-numbered vowel systems:

(2.51)
a. a b. i u c. i u
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However, these rules do not supply all the missing
values, even in simple systems like the three considered
above. Consider the underlying representations we have for
Spanish: We can apply the Universal Default Rule (2.50e)
since /a/ is specified [+low], specifying /a/ as [+back,
-round] as well. Also, Universal Default Rule (2.58a) fills
in /a/ as [-highl: /a/ is now fully specified for the
relevant features for vowels.

(2.52)
Spanish
i e a o u i e a o u
H + + ===> H + - +
L + L +
B + + B + + +
R -

Another rule may apply, (2.50b) which supplies [-low] to the
(+high] vowels:

(2.53)
i e a o u i e a o u
H + - + =m=) H + - +
L + L - + -
B + + + B + + +
R - R -

Without filling in any more values, we cannot apply any
other Universal Default Rules because the correct environments

are not met, and /i/, /e/, /o/ and /u/ are incompletely
specified.

2.3.3 Complement Rule Formation

We have assumed that Universal Grammar predisposes
language learners to isolate feature oppositions, i.e. to
isolate pairs of sounds distinguished by one feature. We have
assumed further the set of universal default rules (2.59).
These oppositions, the default rules, and additional

information about the phonological system, e.g. the quality of
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an epenthetic vowel, serve as input to a procedure, the output
of which is a set of Complement Rules and a minimally
specified matrix component. Recall that a matrix and a set of
rules is the alphabet of a language. Thus, the procedure is
one of Alphabet Formation.

(2.54)
oppositions ALPHABET

phonological yalphabet —) matrix component
information formation

complement rules
default rules

The procedure includes principles like those noted above:
Minimize the number of features and minimize the number of
marks. It also include the formation of complement rules and
the selection of matrix values. Ideally, Alphabet Formation
is an algorithm which takes certain information and
automatically produces alphabets. I have not yet been able to
formalize this algorithm beyond the statements below.

(2.55)
Alphabet Formation (Universal)

1. Given an opposition [a F] -- [-a F] in environment
Q in underlying representation, one value "b" is
selected as the matrix value for F in Q and the
other value is specified by an automatically formed
complement rule:

(1-->0{-bF]/Q
2. 1In the absence of language internal motivation for
selecting a value as the matrix value for a

feature F, the value "b" is selected as the natrix
value where

() -->[-bF]l/Q

is a member of the set of default rules.

In underlying representation in Spanish, vowels are

specified [+highl], [+back], and [+low]. The specification
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[+high] automatically creates a complement rule assigning
[-high] elsewhere:

(2.56)
L 1 --> [-nigh]

The specification [+back] automatically creates a complement
rule assigning [-back] elsewhere:

(2.57)
£ ] --> [-back]

and the specification [+low] automatically creates a
complement rule assigning [-low] elsewhere:

(2.58)
L ] --> [-low]

Once these complement rules apply to the underlying
representations for Spanish, the environments for other
default rules are met. Recall that /a/ has been fully
specified by the default rules. Below, we see the application
of the rules formed automatically by Alphabet Formation
(2.55). 1In (2.59), rule (2.56) applies, assigning [-high] to
all matrices unspecified for [high), that is the matrices of

/e/ and /o/:

(2.59)
1 e a O u b § e & o u
H + - + H + - - =+
L + ===> L *
B + + + (2.56) B i+ o+
R - R -

Rule (2.57) supplies [-back] to matrices unspecified for
(back], namely /e/ and /i/.

(2.59) cont.

i e a o u i e a o u
H I H + - - = o+
L + ===> L +
B + + + (2.57) B - -~ + + 4+
R - R -
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The value [-low] is specified on all vowels but /a/ by (2.58):
(2.59) cont.

i e a o u i e a o u
H + - - - + H + - - - +
L + ===> L - - 4+ - -
B - - 4+ + + (2.58) B - - + + +
R - R -

Now the rule supplying values for [round] (2.50f) applies.

(2.59) cont.

i e a o u i e a o u
H + - - - + H + - - - +
L - =t - - ===> L - - + - =
B - - + + + (2.50f) B - - + + +
R - R - - - + +

The Japanese and Telugu examples are similar.

In this exposition, we have not paid particular
attention to the ordering of the rules. The set of rules as

applied here is given below.

(2.608)
a. [ 1 -->C[-highl / [ ] (=2.504)
L+low
b. [ ] --> [-round] / (=2.50e)
[;bagg ] +10W] ©
c. [ ] --> [-high] (=2.56)
d. [ ] --> [-1low] (=2.58)
e. [ ] --> [-back] (=2.57)
f. [ ] --> [a round] / [ ] (=2.50f)
a back
-low

All of the ordering here is intrinsic, or there is no
ordering. Rules (2.60@a,b,c,d) are unordered with respect to
each other. (2.60a) and (2.60c) are unordered by the

Elsewhere Condition (1.21) since the outputs are
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non-distinct. (2.60b) must precede (2.60e) however, since the
outputs are distinct, ordered by the Elsewhere Condition
(1.21). Finally, (2.60f) must follow (2.60d,e) since
(2.604,e) provide values mentioned in the structural
description of rule (2.60e). This ordering is provided by the
Redundancy Rule Ordering Constraint (2.88), discussed below.

There is one other type of rule which supplies missing
values, and that is a rule which must be learned for a given
language. Some of these rules are rules which fill in values
in the manner of the complement and default rules above, some
are autosegmental spreading rules, or other "phonological"
rules, like those in harmony systems, lowering rules, and the
like. We examine rules of both types in Yawelmani.15

Notice that for the five vowel system /i, e, a, o, u/,
regardless of the quality of the unspecified vowel, no learned
rules are necessary to complete the specification of the vowel
features once the underlying representation has been
established. The default and complement rules are
sufficient. The same holds for the three vowel system /i, a,
u/. If we were to switch one of the vowels in these systems
for any other vowel, we would need to add a rule to be learned

as well as learning the underlying representations.

Consider the following five-vowel systems as a

demonstration, where the circled vowel is the default vowel.

— - - . —— o ——

15. Is the discussion of Latvian, there is a rule filling in
the va."~ [~low] on /o/, in footnote 6. This is a learned
rule, not predictable by Universal Grammar.
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(2.61)
a. Nez Perce b. Sarangani Manobo
i u i i u
o 3
€ a a

Consider Nez Perce first (data from Aoki 1965). The vowels
divide into two harmonic classes, both of which contain /i/,
which suggests that /i/ might be the default vowel since it is
neutral. The following underlying representation results

through Alphabet Formation (2.55):

(2.62)
Nez Perce: i 2 a o u
H - a. [ J --> [+high]
L + + b. [ ] --> [-1low]
B + + o+ c. [ ] --> [-back]

The values on /i/ ([+high, -low, -back, -round]) have all been
removed in (2.62), as well as the redundant [-high] on the
[+low] vowels. [Round] has been removed as well, since it is
predictable for the [-low] vowels and does not distinguish

between the two [+low] vowels.

Three features are used to distinguish the five vowels.
The default rules (2.58) and the complement rules (2.62a-c) do

not correctly supply all the missing values:

(2.63)
Nez Perce: i 2 a o u
H + - - = +
L - + 4+ - -
B - - + + %
R - + +

A rule must be learned to specify the [+low] vowels as
[(~round]:

(2.64)
{1 -->[-round] / [, +low]
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Nez Perce has a more complex system than Spanish,
Japanese, or Telugu, because a rule must be learned, even
after Alphabet Formation (2.55). Sarangani Manobo (Reid 1973)
has a more complex vowel system, too. Its complexity lies in
the fact that four features must be present in its alphabet --

but no rules must be learned.

(2.65)
Sarangani i &2 u a3 a
Manobo H - a. [ ] --> [+high]
L + b. [ ] --> [-1low]
B - c. [ ] --> [+pack]
R + d. [ ] --> [-round]

A five vowel system not composed of /i, e, a, o, u/ is
complicated either in that a rule (or more) must be explicitly
learned (Nez Perce) or in that more than three features are
required to distinguish the vowels of the system (Sarangani
Manobo). With the /i, e, a, o, u/ system, al) feature values
are filled in without learning any rules at all, and the
logically minimal number of features (three) to distinguish

the five vowels is sufficient.

A further word must be said about four-vowel systems.

Using the four features [high, low, back, round], we predict
six combinations of four-vowel systems specified with the
minimal number of features, two. There are only three
alphabets, however, which are least costly for four vowel
systems, those using the feature [high] with either [back] or
{round] and one using [low] with [back]. These are given
below, where it is arbitrarily assumed that "+" is the

specified value.

(2.66)
Vl V2 V3 V4
a. high +  + i. [ ] --> [-nhigh]
back + 4+ ii. [ ] --> [-back]
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b. high + + i. [ ] --> [-highl]
round + + ii. [ ] --> [-round]

c. low + + i. [ 1 --> [-low]
back + + ii. [ ] --> [-back]

There are of course other feature combinations
possible: [low, round], [low, high], and [round, back]. The
first is extremely costly for four vowel systems because a
[+low, +round] segment is not easily distinguished
perceptually from [+low, -round] nor from [-low, +round]. A
rule marking a [+low] vowel [+round] and vice versa is
undesirable. We formally encode this by including

(2.67)
a. [ ] --> [-round] / ( , +low]

b. [ 1 -->[-low]l / [, +round]

in Universal Grammar, ordered intrinsically after (2.50@0e)
(which supplies [+back, -round] on [+low] vowels. (2.67) must
be a rule separate from [2.50e), else /2/ is valued equally
with /a/, yet this apparently is not the case (see
Liljencrants and Lindblom 1972 for a listing of four-vowel

systems).

The other two systems, [high, low] and [back, round],
are undesirable also. In examining the vowel harmony systems
in Yokuts (Chapter 3, section 1) we sce evidence for
separating [high] from [back, round]. If we assume that
features are grouped in certain ways, one of these ways being
tongue height features in one group and backness and roundness
in another, then highly valued systems are ones which exploit
both groups, selecting a feature from each (one of [high, low]
and one of [round, back]). A system using only one group
(e.g. [back, round] does not exploit the natural grouping and
so is harder to learn. The tongue height features are readily

grouped by being a common articulator. The features [round]
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and [back] are grouped because each enhances the other (see

Keyser and Stevens 1983 on enhancement).

The [high, low] system is logically ruled out for
four-vowel systems also. It is impossible to register both
[+high] and [+low] on a non-contour segment. Thus, [high] and

[low] distinguish only three segments, not four.

Given the possible alphabets, the following are the
least costly systems (since they maximize the use of the

default rules provided by universal grammar):

(2.68)

a. i u i u o a c. i u
H + + + + L
B + + + B +

a a2 b. -2
+

+ + 0

H
+ R
If 2.68a should actually produce /i, u, a, e/ in its least
costly state some other default rule must be added. It might
be desirable to make this move, since 2.68b,c cannot produce

/i, u, a, e/ yet this system intuitively is not as marked as,
say /i, u, a,®/.

Other systems can be produced from the alphabets in
(2.68) but they involve learned rules, and so are more

costly.

2.4 Yawelmani Vowels

We turn now to a detailed examination of the Yawelmani
vowel system. Three independent rules, Epenthesis, Harmony,
and Dissimilation converge on the underlying representations
of Yawelmani vowels predicted by the theory of

underspecification outlined above.

page 72



2.4 -- Yawelmani Vowels

2.4.1 Underlying Representation

It has long been recognized that there are four vowels
in underlying representation in Yawelmani, while there are
five on the surface (see, for example, Kuroda (1967)). I do
not dispute the observation: The underlying and surface

vowels are given below in (2.69).

(2.69)
underlying sur face
i/ii i/ii
a/aa e/ee
o/ oo a/aa
u/uu o/oo
u/uu

The surface alternations are due to a variety of rules,
indicated in Newman (1944) and made formal in Kuroda (1967),
rules of vowel harmony, lowering, and sy}labification
primarily. (These are the focus of the ensuing chapter.)
Here, we consider the minimal specification of the underlying
vowels and the interaction of this specification with Harmony,

Epenthesis, and Dissimilation.
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The feature matrices for the four underlying vowels are
given in (2.70) below. 1In this discussion, only the features
[high], [low], [back], and [round] are considered. This is of
significance: These are the only features which provide
phonetic distinctions among the various Yawelmani vowels. The

other features, e.g. [nasal], [voice],..., have the same value

for all four vowels and consequently have been ignored.16
(2.79)
i a o u
high + - - +
low - + - -
round - - + +
back -+ + +

Splitting along the high/low and round/back axis, we see
immediately that [high] and [round] are the distinctive
features in Yawelmani, not [low] nor [back]. The feature
[high] divides the vowels into two equal groups, those which
are [+high] (i,u) and those which are [-high] (o,a). The

feature [low] does not divide the four segments evenly -- only
one is [+low] (a) and the rest are [-low] (i,u,0). The
feature [round] divides the vowels evenly as well -- two are

[+round] (u,o0) and two are [-round] (i,a). [Back], however,
does not do this: Three vowels are [+back] (u,0,a) while only

one is [-back] (i).

- - . ——— - -

6. The feature [ATR] has different values for vowels of
different heigat values if totally unspecified, supplied by
the following defaul* rule:

(3 -->TanarrR] /[__, -a low]
Presumably Yawelmani follows this pattern: [ATR] could be

included in the representations in the text and has been
omitted simply for brevity.
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(2.71)
i a o u
high + - - +
round - - + +

This much can be discerned simply from the underlying vowels
of the language. Add to this the knowledge that /i/ is the
epenthetic vowel. This means that the values for the features
of /i/ are given by rule, not in the underlying
representation. We are left, then, with the alphabet below,
with minimal specifications of the two features and the
relevant complement rules:

(2.72)

u

high
round

|
+ 10

+

a. [ ] --> [+high]
b. [ ] --> [-roundl

Note that no other combination of two features can capture the
distinctions between these four vowels. Consider specifying
[1low] and [round] instead of [high] and [round]:

(2.73)
i a o u
L +
R + o+
The matrices for /o/ and /u/ are identical. A third feature

must be added to distinguish them. Since they are both
[+back], the feature [high] must be added.

(2.74)

T o
<+
+

Once [high] is added, there is no motivation for representing
[low] in the alphabet.
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Specifying [high] and [back] leads to essentially the

same problem, two segments, /a/ and /o/ are not distinguished:

(2.75)

i@ © u
H - =

B + + +

We must add [low] or [round], a third feature, to distinguish
/a,o/. If [round] is added, [back] becomes unmotivated.

Combining [high] and [low] or [back] and [round] is
equally unsatisfactory. 1In each case a third feature must be

added to differentiate the two identical matrices (circled

below).
(2.76)
® @ a o i a © @
L + B + F %
H - - R + o+

The only minimal representation of the four vowels of
Yawelmani is that given in (2.72), but the complement rules do
not suffice to fill in all of the unspecified values. We also
need rules supplying values for [back] and [low]. Some of

these, of course, are provided by universal grammar:

(2.77) (=2.72 cont.)

c. [ 1 --> [+low] /
[rhigh]
[ 1 --> [-low] / ________]
+high
d. [ ] --> [+back /T
[;roun ;+louJ
e ( J] --> [a back]l / [ ]
-low
la round

These rules, however, predict a low, round vowel with an

unknown value for [back], instead of /o/. 1If the hypothesis
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made with respect to (2.67) is correct, there is a universal
rule inserting [-low] on the [+round] vowel. Otherwise, a
language particular rule must be learned to produce [o]

instead of a back or front low round vowel.
(2.77) cont.

f. [ ] --> [-low] / [ ]
+round
~high

Given the representations in (2.72) and the redundancy rules
in (2.77a-f), we can derive the completely specified matrices
for the four underlying vowels in Yawelmani. However, as
listed in (2.77), the rules are in the wrong order, in
particular (2.77c) must follow (2.77f), else /o/ is specified
as [+low] by (2.77c) and (2.77f) cannot change the value.
Given the formulation of the rules above, the Elsewhere
Condition (1.21) provides the correct ordering. (2.77c,f£)
must preceed (2.77d,e) since otherwise there is no value on
the feature [low] to act as trigger in (2.77d,e). We return
to this point in the discussion of the Redundancy-Rule
Ordering Constraint (2.88) in section 4.3 of this chapter.

Notice further that, given the representation in (2.72),
there are only two possible unbounded spread rules, spread of
[-high] and spread of [+round]. These are the only unbounded
harmony rules available in Yawelmani. Any other spread rule
must be bounded because spreading a value unspecified in
underlying representation necessitates supplying the value
prior to spread. But once the feature's values are inserted,
spread is stopped by the associations between slots and melody
units. We return to this point after introduction of the
Redundancy-Rule Ordering Constraint (2.88). Yawelmani has, in
fact, a rule spreading [+round]. 1In the next section, this
rule and its interaction with the redundancy rules is

discussed.
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2.4.2 Vowel Harmony in Brief

The rule of vowel harmony rounds (and backs) /i/ to ([u]
after /u/, and rounds (and raises) /a/ to [o] after /o/. This

is illustrated below.17

(2.78)
a. i --->u/uc
lihimhin < lihm + hn ‘ran' 137
hoginhin < hogn + hn ‘floated’ 122
batinhin < batn + hn ‘fell down' 138
2ugunhun < 2ugn + hn ‘drank’ 151
silhin < sil + hn ‘saw’ 145
yoloowinhin < yoloow + in + hn ‘assembled’ 122
cawhin < caw + hn 'shouted’ 135
duyduyhun < duy + dy + hn ‘stung rep.' 122
b. a--->o0/ oC
di?sal < di?s + al 'might make' 120
xatal < xat + al ‘might eat' 120
hotnol < hotn + al ‘might take the

scent' 120

soogal < suug + al ‘might pull out' 120

— . - — -~

17. Numbers after each form indicate the page in Newman (1944)

on which the example may be found. The first morpheme in each
sequence is the verb root. 1In (2.78a), the other morpemes are
hn 'aorist', in 'mediopassive', CC (reduplication)
"repetitive'.” In (2.78b), the other morphemes are (a)l
‘dubitative’, (h)atn 'desiderative', xoo ‘'durative', Xa
‘imperative', hn ‘'aorist', and ? 'future'. For discussion of

the parenthesized /h/ in (h)atn, see Chapter 4, section 3.3.1,
of the parenthesized /a/ In (a)l see Chapter 3, section 2.4.4.
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pintatinxok 'be trying to ask!'

< biniit + (h)atn + xco + Xa 104
tawhatinxoohin ‘was trying to win'

< faw + (h)atn + xoo + hn 104
hudhatinxo? 'wants to know about'

< hud + (h)atn + xo00 + ? 114
doshotinxoohin 'was trying to tell'

< dos + (h)atn + xoo + hn 114

Harmony spreads the feature [+round] onto a sequence of
vowels with the same value for [high]. The exact formulation
of this rule is motivated in the following chapter.

(2.79)
Harmony

[4+round]

-
-
-~
-
-~
™ -
-~

(a high] [;‘Bigh]

In order for precisely this rule to apply, and not a
rule spreading [+round] on [-high] vowels for example, the
values [+high] and [-high] must be present at the point in the
derivation that Harmony (2.79) applies. This necessitates
ordering (2.77a), the redundancy rule which inserts [+high],
prior to Harmony (2.79). We return to this point in the
following section (4.3 immediately below). For the moment, we
simply stipulate that when Harmony (2.79) applies, the
following are the feature matrices of the vowels:

(2.59)
vowels after application of [high] default rule (2.77a)
i a o a
high + - - o+
round + +

What is of interest to us is to consider what happens to
the matrices for /i/ and /a/ after Harmony (2.79) has
applied. When the feature [+round] is added to the matrices
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in (2.80), the representations of /i/ and /a/ collapse with
those of /u/ and /o/ respectively. This is seen below, where
the circled values have been added by Harmony (2.79).

(2.81)
vowels after application of Harmony (2.79)
i a o u
high + - - +
round O ® + +

The rules needed independently to get [ul] from [+round,
+high] and to get [o] from [-high, +round] (given in (2.77)
and again below in (2.82) for convenience) give [u] and [o]
respectively from underlying /i/ and /a/ if Harmony has
applied.

(2.82) (=2.77 reordered)
Default Rules for Yawelmani Vowels

a. [ ] --> [+hignh]

b. [ ] --> [-low] / { ]
+round

~-high
c. [1-->1"[a1lowl/ [_ ,_‘__J
-a hig
d. [ ] --»> [+back I:
roun Tow

e. [ ] --> [-round]

(a back] / [; 4]
low
roun

The complete derivations of the vowels are seen in

m
(o]
(-

i
I
v

(2.83). In the first four columns we see the four underlying
vowels and Harmony (2.79) does not apply to any of them. 1In
the last two columns, we see underlying /i, a/ which surface
as [u, o] respectively, due to the effects of Harmony (2.79)
at the second step in the derivation. From that point on, the
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harmonized matrices are non-distinct from those of underlying
/u/, /o/, and so no differ=:nce in derivation occurs. The

values inserted by each rule are circled.

(2.83)
no harmony harmony
i u a o i a
UR H - - -
R + +

i u a o i a

Redundancy H ®@® - - -
Rule Z2.82a R + +

i u a i a

Harmony H + + - - + -

2.79 R + + ® @

i u a o i a

Redundancy H + + - - + -

Rule 2.82b R + + + +

L S) S

Notice that rule (2.82b) fills in [-low] both on the
underlying /o/, which is [-high, +round] in underlying
representation, and on the harmonized /a/, which is [-high]
underlyingly and which is assigned [+round] by Harmony (2.79),
thereby meeting the environment for (2.82b). Rule (2.82c) now
fills in values for [low] elsewhere.
(2.83) cont.
i u a
Redundancy H + + -
Rule 2.82c¢ R

L 00 ®

Application of (2.82d) assigns [-back, +round] to the

i + 10
1+ 1w

(_l)++;-

[(+low] vowel. It cannot apply to the harmonized /a/ because

this vowel is not [+low].
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(2.83) cont.

u o i a
Redundancy q + + - + -
Rule 2.824 + + +

a

% +
+
Now, (2.82e) applies to fill in [-round] on /i/. Application
of (2.82e) to the harmonized /i/ is blocked by the

Distinctness Condition (2.20) because the harmonized /i/
already has a value for [round].

R
3
L

(2.83) cont.

i u a o i a

Redundancy s + + - - + -

Rule 2.82e R e + - + + o+
B +

L - - 4+ - - -

Finally, (2.82f) applies to assign values to the feature
[back]. The feature [+back] is added to the hamonized /i, a/

because Harmony (2.79) assigned [+round] to each.

(2.83) cont.

i u a o i a
Redundancy H + + - - + -
Rule 2.82f R - + - + + +
B QOQ® + ® ® ®
L . - -
no harmony harmony
UR i u a o i a
SR i u a o u o

Notice that if we assume the matrices are fully
specified in underlying representation, then we fail to
account for /i/ backing (as well as rounding) to [u)] and /a/
raising (as well as rounding) to [o] by Harmony (2.79). We
could get around this problem by introducing the two features

[back] and [low] into the harmony rule, thereby obscuring the
basic rounding process.
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2.4.3 The Redundancy-Rule Ordering Constraint

We now consider certain constraints on the ordering of
the redundancy rules.

First, as already mentioned, these rules are subject to
the Elsewhere Condition (1.21). Thus, if in underlying
representation some feature [F] is learned as (a F] in
environment Y, then, by alphabet formation we also have a
(complement) rule supplying [-a F] in environment Y:

(2.84)

UR: B Complement Rule

A
F a ()] -->T[-aF]l /Y
Y .

Y
The Elsewhere Condition (1.21) means that if a language
particular rule, like harmony, supplies a value for some
unspecified feature, the language particular rule takes
precedence over the redundancy rule. This happens with

Latvian Raising (see section 2.2.3) and with Yawelmani harmony

(see this section).

A second constraint, implicit in the above discussion,
is that all redundancy rules apply as late as possible. This
is in direct contrast to the assumptions in SPE and in Kean
(1975), where it is assumed that rules providing feature
values apply prior to any phonological rule in the familiar
sense. Late application of the redundancy rules puts the
feature-specifying rules in the same position in the grammar
as the "phonetic clean-up rules", a traditional grab-bag used
informally to simplify phonological rules. We have seen two
examples already of the redundancy rules operating in the
grammar in a manner similar to "clean-up" rules, Latvian
Raising and Yawelmani Harmony. In Latvian, the following

alternations occur:
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(2.85)
a --> u e -=-> 1
i - + H - +
L + - L - -
R - + - -
B + + b - -

In Yawelmani, the alternations are:

(2.86)
a -->o i=-=>u
H - - H + +
L + - L - -
R - + R - +
B + + B - +

The following rules effect the change common to both pairs:

(2.87)
Latvian: V --> [+high]

Yawelmani: V --> [+round]

However, as noted above, other features change as well.
"Clean-up" rules have been claimed to account for these
alternations, rather than obscuring the basic processes by
changing all features which change by the application of one
rule. I know of no formal account of these "clean-up" rules.
The theory of underspecification provides (i) a formal and
principled means for filling in "phonetic details", via
redundancy rules not ordered in the phonology and (ii) an
explicit procedure for knowing when a feature can not be
supplied by a late redundancy rule, that is, if it is present
in underlying representation, inserted by a phonological rule,
or referred to in the structural description of a phonological
rule and so reordered by the Redundancy-Rule Ordering

Constraint (2.88), which we now turn to.

Not all redundancy rules apply "last thing". Beyond
being ordered by the Elsewhere Condition (1.21), the

feature-specifying rules (both complement and default rules)
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are subject to the following Redundancy-Rule Ordering

Constraint:

(2.88)
Redundancy-Rule Ordering Constraint

A redundancy rule assigning "a" to F, where "a" is

"+" or "-", is automatically ordered prior to the
first rule referring to [a F] in structural
description.

In other words a specific redundancy rule (either default,
complement, or learned) which supplies [a F] is ordered
immediately preceding the first rule mentioning [a F] in its

structural description. This includes the following points:

- The structural description includes both focus and

environment.

~ The ordering is absolute (not local). This means that if
a redundancy rule R is ordered by the Redundancy-Rule
Ordering Constraint (2.88) prior to some phonological
rule Pn‘ then rule R applies prior to all rules Pm where
Pm is ordered after Pn‘ regardless of whether Pn actually
applies

- Depending on the stratum the redundancy rule is placed

in, its application is cyclic or non-cyclic.

* Only the relevant redundancy rule is reordered. All

other rules are unaffected.

In particular, only the redundancy rule inserting [a
F] is reordered. A redundancy rule inserting [-a

F], if one exists, is not reordered.

Consider the phonological rules in (2.89a,b) and the two
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redundancy rules in (2.8901,11)318

(2.89)
a. A -->B/ _ [+F] b. [+F] --> B

c. 1i. (] -->[+F] / __Q
ii. [ ] --> [-F]

Since in (2.89a), the environment of the phonological rule
mentions [+F] and in (2.89b) the focus mentions [+F], in both
cases the redundancy rule (2.89ci), which supplies [+F], is
ordered prior to the (2.89a,b) rules, as noted above. This is
a constraint on rule ordering, not on derivations, so the

orders
ci<a<cii and ci<b<cii

are absolute. If there is a rule (d) ordered after (2.89a) or
after (2.89b), (2.89ci) also precedes (d). Also, in the |
reordering, only (2.89ci) is reordered. The redundancy rule
(2.89¢cii), although it inserts the feature [F], does not
insert [+F), and so is unaffected by the Redundancy-Rule
Ordering Constraint (2.88).

A similar constraint was proposed and rejected in SPE,
because it was conceived of as a constraint on derivations,

not on rule order.

- - - ————

18. The formal difference between redundancy rules and
phonlogical rules is that in the structural description of
phonological rules, a feature or structure to be changed is
necessarily mentioned. Redundancy rules do not, since they
never change structure. Redundancy rules can change
structure/value in an derived environment (i.e. subject to the
Strict Cycle Condition 1.208) if the redundancy rule does not
specify that the segment being changed has no structure/value.
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(2.90)
“A grammar is not well-formed if in any derivation
the rule

A -->B/ X Y

is available for application to a matrix M which
is not distinct from XAY and of which XAY is not
a submatrix."

SPE, p. 384

(Distinct is defined in 2.21).

The constraint above limits derivations. Hence, with
(2.90) it is impossible to tell if a grammar is well-formed
simply by examining the grammar itself. Examination of all
possible derivations to test whether a given grammar is
well-formed puts too great a burden on the language learning
process. To quote Chomsky and Halle (1968):

"A grammar represents a particular speaker's
competence in some language. Since only well-formed
grammars are acquired and since such grammars are
acquired in a reasonably short time, the gquestion of
well-formedness must be decidable hy a procedure
that terminates quite rapidly. Under condition
(147) [=90 --DA], this is not the case:; therefore,

it follows that this condition cannot realistically
be imposed on grammars."

SPE, p. 384

With the Redundancy-Rule Ordering Constraint (2.88),
examination of the grammar itself, not of specific
derivations, decides whether or not the grammar is well

formed.

There are both theoretical and practical results to be
gained from the Redundancy-Rule Ordering Constraint (2.88). I

address the theoretical points now, and return to the
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practical point in further discussion of Yawelmani Harmony
(2.79). A problem for an unrestricted theory of
underspecification is that it allows for ternary use of binary
features, the objections raised by Lightner (1963) and Stanley
(1967). They observed correctly that if a feature F is
represented as any one of [+F]}, [-F] and [ ] (or "[® F1") in
the same environment, then three distinct matrices can be
derived from these three matrices, thus allowing [ ] to act as
a third feature value. As noted above, if we adopt the
Redundancy-Rule Ordering Constraint (2.88), there is no
motivation for the configurations in (2.91) occuring in the
same environment.

(2.91)

A B C

+

F

By the Redundancy-Rule Ordering Constraint (2.88), the
redundancy rule supplying [+F] (or [-F]) and so filling in C
must apply prior to the first rul.:- refering to that value for
(F] in its structural description. Consider the following

grammars:

(2.92)
Phonological rule: a. [ ] --> [-G]) / [ . *F]
Redundancy rules: b. [ ] --> [+F]
c. [ ] --> [+G]

The Redundancy-Rule Ordering Constraint (2.88) automatically

reorders (2.92):
(2.93)
b. [ ] --> [+F]
a. [ J~-->1[-6) /[ __., +F]
c. [ 1 -->1[+c]
Application of (2.93b) to (2.91) gives (2.94), where A and C

are identical:
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(2.94)
A B C
F + - +
. G
The first rule that could distinguish between A and C (or B
and C, with the redundancy rule [ ] --> [-F]) on the basis of
[F] (which we are assuming is the only difference between A,
B, C) is not able to distinguish because of the
Redundancy-Rule Ordering Constraint (2.88). As a consequence,
there is no motivation for positing the underlying
representations in (2.91), but only for those below:
(2.95)

A B A B
F + F -

Thus, the Lightner-Stanley objection is dismissed.19
A second result obtained from the Redundancy-Rule
Ordering Constraint (2.88) is that "alpha-notation" can only
be used to refer to both "+" and "-", as distinct from each
other. If a rule refers to [a F], then both [+F] and [-F]
must be present prior to application of the rule. Consider

the Yawelmani harmony rule:

—— . v - oo, - v w— -

19. Kiparsky (1982) also discusses the Lightner-Stanley
objections to underspecification. Kiparsky's proposal is to
constrain the grammar by stipulating that both values may not
be assigned to the same feature in the same environment in
underlying representation. This constraint is a stipulation
focussed directly on the Stanley-Lightner objections. This
contrasts with the Redundancy-Rule Ordering Constraint (2.88)
which, as shown in the text, has implications beyond
preventing ternary use of binary features.
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(2.96) (=2.79)
Harmony

[+round]

-
S~
-~
-~
-

(a high] fg‘high]

Recall the Yawelmani vowel system (2.72). The Redundancy-Rule
Ordering Constraint (2.88) forces filling in of [+high] prior
to application of the rule (2.96), resulting in the following
matrices:

(2.97)
i u a o
high + + - =
round + +

Now consider the following sequences of [+round]--[ ] vowels:

When Harmony (2.96) applies to the representations in (2.97),
the following forms result:

(2.98)
UR u 1 o i o a u a
high + + - + - - + -
round + + + - + + + -

As seen above, the redundancy rules (2.82) fill in the rest of
the features.

(2.99)
UR u i o i o a u a
high + + - + - - + -
round + + + - + + + -
back + + + - + + + +
low - - - - - - -~ +
SR u u o i o ©° u a

Suppose instead that we apply Harmony (2.96) before
filling in all values for [high]. Now, since only one of the
two values is present, we must define "0" as either distinct
from or non-distinct from a specified value. If "@" is not

distinct from + (or -), then the [+high] and [ ] act the same:
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(2.100)
[ ] and [a F] are not distinct
UR u 1 o i o a u a
high - - - -
round + + + + + + + +

Universal default rules then give (ignoring [back] and [low]):

(2.121)
UR u 1 o i o a u a
high + + -+ - - + -
round + + + + + + + +
SR u u o u o o u o

which contrasts with the results in (2.99) where all values
for [high)] are filled in prior to application of (2.96).
Furthermore, there is a simpler way of writing the rule to
account for the data in (2.101), namely

(2.102)
[+round]
€] 1]
since the values for [high] do not matter. This is

essentially the rounding harmony rule of Khalkha Mongolian and

(with [+back] replacing [+round]) the backing harmony rule of
Turkish.

The second coption is to consider [ ] as distinct from
"+" or "-~": Here, the rule spreads [+round] if both vowels
are [-high) and nothing spreads if either is [ J:

(2.183)
[ J] and [a F] are distinct
UR u 1 o i o a u a
high - - - -
yround + + + + +

Universal default rules now give us (again ignoring [back] and
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[low]l):
(2.1084)
UR u i o i o a u a
high + + - - - - + -
round + -~ + - + + + -
SR u i o i o o u a

again a different result from (2.99) and again there is a
formulation for precisely this rule:

(2.105)
[ +round]

-~
—
-~
—
-~
-~

[-high] [“high]

The rule in (2.1€5) is essentially the rounding harmony rule
of Turkish (with [+high] replacing [-high]) and the backing
harmony rule of Khalkha Mongolian (replacing [round] with
[back]). (See Clements and Sezer 1982 and Steriade 1979 on
Turkish and Khalkha Mongolian respectively.)

Since in principle we do want to be able to express all
three types of rule and if we maintain underspecification
theory, there must be some property of Universal Grammar which
allows expression of the distinction between the three rules,
(2.96), (2.102), and (2.185). The Redundancy-Rule Ordering
Constraint (2.88) has exactly this effect, as well as ruling
out ternary values.

A third result has been alluded to already: There are
severe constraints on unbounded autosegmental spreading
rules. Recall the Yawelmani vowel alphabet, repeated below

for convenience:

(2.106)
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If we want to spread [-round] instead of [+round], then
[-round] must be inserted by the Redundancy-Rule Ordering
Constraint (2.88). Yet if [-round] is inserted, then all
X-slots bear some value for [round] and unbounded spread may

not apply:

(2.197)
{-round] [a round] [b round]
\\\\\\
~o ‘-{
~
~ el
Xy X2 X3

The association between [a round] and X2 blocks unbounded

spread of [-round].

A rule spreading [back] or [low] has similar problems.
To spread [back] (+, -, or "a"), all values of [back] must be

inserted. The relevant rules are:

(2.128)
a. [ ] --> [tback, -round]l / [ __ , +low]
b. [ ] --> [a back] /[ ___, a round, -lowl

The first rule supplies only [+back], but the second rule also
supplies [+back] and so [a back] or [+back] spread may not
precede application of the two rules in (2.198), by the
Redundancy-Rule Ordering Constraint (2.88). Also, [-back] is
supplied simultaneously with [+back] so both values are
present prior to application of a rule spreading [-back].

Hence spread of the feature [back] can only be bounded.

With [low], there are three relevant rules:

(2.199)
a. [ ] -->T[-10w]) /[ , +round, -high]
b. [ ] --> [+low] / [~ 7, -high]
c. [ 1 -->T[-1owl / [ —, +high]

A rule spreading [-low] cannot apply until all values of [low]

are inserted since the last of the three rules inserts
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[-low]. A rule spreading [a low] is similarly restricted. A
rule spreading [+low] is permitted to apply after /o/ is
specified [-low] by (2.1@9a) and /a/ is specified [+low] by
(2.199b), but before /i,u/ are specified [-low]. The
Rrzdundancy-Rule Ordering Constraint (2.88) and the theory of

underspecification thus predicts asymmetries in spread rules.

2.4.4 Two Other Rules -- Epenthesis and Dissimilation

As is discussed in Chapter 3, section 2, there is an
epenthetic vowel in Yawelmani which surfaces as [i] or [u],
[u] occuring in harmony environments only. Thus we may say
that the epenthetic vowel is underlyingly /i/. But this is
precisely what we expect if we epenthesize a position only.
The other features are filled in automatically by the
redundancy rules (2.82), needed anyway. Thus, the theory of
underspecification allows the simplest representation of
epenthesis (at least in this case), the insertion of a
skeletal position, with all other results following from
independently needed rules, most of which are provided by

universal grammar.

A second rule, discussed further in section S of Chapter
4, operates in certain noun paradigms to insert a vowel with a
value for [high] opposite that of the preceding vowel. (Forms
are given with underlying vowel quality and gquantity, not
sur face. Results of Harmony, Shortening, and Epenthesis are

not depicted.)

(2.1109)
plural singular
a. 4insert /i/ after /a/ 207
naa?id < naZaad ‘older sister’

naaptim < napaatm ‘male relation by marriage’
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b. insert /i/ after /o/ 207
noopip < nopoop '*father’
foordtim < tohootm 'transvestite'’

c. insert /a/ after /i/ 206
nii?as < ni?iis 'younger brother'’
tiipan < tipnii ‘one endowed with magic powers'
d. insert /a/ after /u/ 206
nuusas < nusuus 'paternal aunt'

huuisac < huluusé ‘one who is sitting down'

With full specification, the rule uses alpha notation to
capture the values of [back] and [low] as well as of (highl:

(2.111)
@ --> [-a high] / [a highl] in certain noun
~round paradigms
a low
a back

The dependence of [back], in particular, and {1ow] on the
preceding vowel's value for [high] is an unintuitive move at
best. Consider the rule in terms of underspecification,
however:

(2.112) (=4.112)
Dissimilation

@ --> [-a high]) / [a high] in certain noun paradigms

Dissimilation (2.112) must follow (2.82a), the rule
which inserts values for [high], by the Redundancy-Rule
Ordering Constraint (2.88). However, (2.82a) is the only
redundancy rule that must precede Dissimilation (2.112). Once
a value for [high] is inserted, the remaining features
spelling out [i] or [a) follow from the Yawelmani Redundancy
Rules (2.82a-f).

Thus, three different rules, Harmony (2.96), Epenthesis,

and Dissimilation (2.112), converge on the same underlying
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representations of vowels, if we assume this theory of

underspecification.

2.5 Yawelmani Consonants

In the preceding discussion, underspecification theory
is developed with respect to vowel systems. Here, an account
of the thirty-three Yawelmani consonants is provided, with
some suggestions about how Underspecification Theory applies
to consonantal systems. There is one alternation in the
Yawelmani consonant phonology, "Glottal Infection" discussed

in Chapter 4, section 3.3.2.20

Examination of systems with a
rich consonant phonology is of course necessary to better

understand the role of Underspecificaticn Theory.

The following are the consonants of Yawelmani (from
Newman 1944, p. 13):

20. There is one other consonantal alternation, which I do not
discuss here. Glottalized sonorants lose the glottalization
immediately following a consonant of any sort:

[(+constricted] --> @ / C [ ]
+sonorant
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(2.113)
Labial Dental Alveolar Palato- Palatal
Alveolar

Stops
intermediate
aspirate
glottalized

e Q

oo o
(T o
AAN

Afficates
intermediate
aspirate
glottalized

0N N

Fricatives X

Sibilants s

-0

Nasals
plain
glottalized

3.3
fo M)

Semivowels
plain
glottalized

LI 3
o S

Laterals
plain 1
glottalized !

Aspiration
Glottal stop

w Y

For the most part, symbols are standard. There are a few
exceptions, however. The symbols normally reserved for voiced
obstruents (b, d, g, etc.) here make reference to voiceless
unaspirated obstruents (what Newman calls intermediates, sece
Newman 1944, p. 14). The symbol z represents a voiceless
unaspirated affricate, not a voiced continuant. A subscripted

dot, C, indicates alveolar articulation.

Notice that in Yawelmani, voicing is entirely
redundant: There are no voiced obstruents and no voiceless
sonorants. Consequently, the feature [voice] is not necessary

in underlying representation in Yawelmani.
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The distinctive feature matrices assumed here for the

thirty consonants in (2.113) are given below in (2.114).21
(2.114)

pppmmdttsnnzcddttsgkKxwwllyyh
SON = = = + + =~ = = = + + = = = m . e .. m - =+ 4+ + + + + +
cont = = = = = = = = + = = YV VYV = = =+ = = = + %+ + = =~ + + +
strid = = = = = = = = + = = VYV V = = = 4+ = = = 4 = @ =@ @ - - -
ant + + + + + + + + + +t + F F b - == ... e e - = - - -
COr - = = = = + + + + + + + + + + + + + = = = = =~ = + 4+ 4+ + =~
round + + + + + = = = = = =@ 4@ 4 4 2 ... . e . e .- - -
high = = = = = = = =& & & m e e e m e =+ + + 4+ + 4+ =~ -+ + =
back = = = = = = = = = = = = = = = = = =+ + + +t +t F =~ = = - =
loWw = = = = = = = = = = 2 - - m m e e . e = e m e e e = - -
nasal - - - + + - - - - L T e T
lat = = = = = = = = = = & & . . m . m e e mm .= = b o~ = -
spr - + - - -+ - - - T e T A T »
const = = + = 4+ = = + = = $ = = F = = F = = = F = =~ F =~ 4 - 4 -

The symbols + and - are as in SPE. The symbol v indicates
that the melody unit is a contour unit, that is the melody
unit bears two sequentially ordered values for the so-marked
feature. The affricatives are represented as [continuant]

contours (following Leben 198@):

[other features]

[-continuant] [+continuant]

Another option is to represent the affricates as two
independent melody units, e.g. /t/ and /s/, not /¢/. This
proposal must be rejected because the affricates pattern like

single segments with respect to syllabification (See Chapter

21. I use the label [round] with vowels because it abbreviates
easily with "R", as distinct from "L", meaning [low].

However, [round] and [labial] are only one feature, and
[1abiall is the more accurate label since [labial] refers to
the lips and so can include any kind of lip gesture. Thus, in
the discussion of consonants, I use the feature [labiall. See
Walli 1984 for more discussion of this feature.
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3, section 2) and linking to skeletal slots (see Chapter 3,
section 2.1.2). Furthermore, in the sequence account, there is
no explanation for the distribution of /z/ and /s/, which

occur only in the "sequences" and nowhere else.

2.5.1 Sonorants

Consider the sonorants first,
/m,m,n,4,1,Y,w,w,y.¥,2,h/. The nasals and laterals are
[+sonorant], but redundantly so since [+nasall] and [+laterall]
are always [+sonorant]. This is expressed in the following

universal default rules.

(2.115)
[ ] --> [+sonorant] / [, +nasall
{ 1 --> [+sonorent] / [, +laterall

It remains to examine /h,?,w,w,y,y/. The alphabet for these
sounds is motivated by the phonological process of Glottal
Infection (2.116), fully discussed in Chapter 4 section 3.3.2,
a process by which a glouttal feature "[+G]" docks on a

skeletal slot which is also linked to a [+sonorant] segment,

thereby glottalizing the sonorant.22
(2.116) (=4.135)
Glottal Infection
[+sonorant]
[c x* é
[+\23]
Note that in Yawelmani, /?/ patterns with the sonorants. This

contrasts with the assumption in Kean (1975) that /?/ is
[-sonorant]. Although /h/ patterns with the obstruents, I

22. See Chapter 3, section 2 on the "Cx" notation.

page 99



2.5 -- Yawelmani Consonants

assume that it is also a sonorant. This necessitates
principles of Feature Conflict Resolution, discussed with
(2.123) below.

[+G] sometimes docks on an empty skeletal slot, and
surfaces in these cases as a glottal stop, [?]. Since [+G]
surfaces as [?] if it links to an empty skeletal position, we
assume that [+G] is identical to the underlying representation
of a glottal stop. The features of a glottal stop are seen in
(2.114) above (the rightmost column). The specification
[+constricted] distinguishes the glottal stop and glottalized
sounds from the "plain" sounds, so [+constricted] may be used
to defined /?/ in underlying representation. Also, since it
docks on [+sonorant] consonants, [+sonorant] is also specified
in underlying representation. This way, [-sonorant] is
supplied (by redundancy rule) only very late, since it is
never mentioned in any phonological rules. The underlying

representation and complement rules for /?/ are given below.

(2.117)
?
constricted + [ ] --> [-constricted]
sonorant + { 1 --> [-sonorant]

Since /y/ and /w/ each "absorb" the glottal feature
without changing place of articulation, it follows that each
must have some feature distinct from those for /?/, given in
(2.117), in underlying representation. Otherwise, if one of
these sonorants is specified simply as [+sonorant], and
[+constricted] is added by Glottal Infection (2.116), the
underlying sonorant surfaces incorrectly as [?], not as a

glottalized sonorant with the original articulation.

Values for [coronall], [high], and [continuant] differ
for /y/ and /?/. Because of the vowel system, [+high] is not
available as a specification for /y/, and [continuant] does

not determine place of articulation. The feature [coronal]
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remains, creating the alphabet below:
(2.118)

b4
coronal + [ ] --> [-coronall
sonorant + [ J --> [-sonorant] (2.117)

Anticipating the results of considering the rest of the

consonants, we specify /w/ as [+anterior]:

(2.119)
Yy w
coronal + a. [ ] --> [-coronall (2.118)
anterior + b. [ ] --> [-anterior] (2.117)
sonorant + + c. [ ] --> [~-sonorant] (2.118)

Notice that (2.119a,b) are necessary to specify features of
/?/: In considering /y,w/ we find that these rules are
complement rules, automatically created as part of Alphabet
Formation (2.55).

Certain other rules are needed for the glides; these may
also be universal default rules. The first specifies that the
[+anterior] sonorant /w/ is [+back].

(2.129)
[ 1 --> [+back] /
+anterior

+sonorant
-nasal

The second rule specifies the [+coronall] sonorant /y/ as
[+high].
(2.121)
L 1 --> [+hignh] /
: +coronal

+sonorant
-nasal

One point of interest is the different underlying
representations of the glides /y/ and /w/ when compared to the
vowels /i/ and /u/. The features are not identical. This
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supports claims by Guerssel (1983) and Cairns and Feinsteiﬁ
(1982) that glides and high vowels may have different featural
representations. In languages as diverse as Yawelmani,
Berber, and Sinhalese there is motivation for non-identical
representations; in a language like Spanish or Klamath,
however, there is a glide/high vowel alternation which
suggests that in these languages the two have the same
underlying representation (on Spanish see Harris 1983; on
Klamath see Kisseberth 1973b, Clements and Keyser 1983, Levin
to appear).

The result of applying Glottal Infection (2.116) to /?/
is [?]: The glottal stop does not change and the glottal
feature does not surface elsewhere. When Glottal Infection
(2.116) applies to /h/, [+G] is not absorbed by the /h/, but
surfaces elsewhere if there is a vacant skeletal position. In
each case, the result is not unexpected. The following figure

represents the configurations after Glottal Infection has

applied:
(2.122)
a. [fspread b. [}constricted]
+sonorant +sonorant
| |
| l
X X
| |
[?constricted [%constricteé]
+sonorant +sonorant

In (2.122b), "[+G]" has docked on an underlying /?/.
The features on the two planes are identical. Specifying all
featurz2s for the two segments, or specifying them only for the
underlying segment results in no conflicting feature values:

[?] surfaces.

In (2.122a), where [+G] docks on /h/, a position is
labeled [+spread] and [+constricted). The two values conflict
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universally (as do [+high] and [+low], or [-continuant] and
[+strident]): It is impossible for the two to be represented

23 The rule governing docking (2.116) refers

on the same slot.
only to whether [+sonorant] is linked to the slot, and /h/
satisfies this criterion, hence the representation in (2.122a)
arises. Something must be done to remove either
[+constricted] or [+spread] from the skeletal slot. I call
this Feature Conflict Resolution. If a rule associates [aF]
with some slot already linked to [bG], and [aF], [bG] are
universally incompatible, then one of the following principles
is selected:

(2.123)
Feature Conflict Resolution

i. dissociate [bG]
ii. do not link [aF]
iii. dissociate both [bG] and [aF]

In this case, (2.123ii) is relevant: Glottal Infection
(2.116) does not apply, so [+constricted] does not associate
to a slot already associated with [+spread], and "[+G]" links
elsewhere if a slot is available. I suggest that the above
three options are the only choices available in Universal
Grammar for feature conflict resolution (so deleting the slot

is not an option, nor is dissociating all features, etc.)

The underlying glottalized sonorants have the same
representation as the derived ones, except that all features

are on a single plane:

- - ——— = w-—

23. Different values for a given feature, or for universally
conflicting features, may surface if the segment is contour.
In the case of Glottal Infection, [+G] must be on a separate
plane (see Chapter 4, section 3.3.2), and so this is not a
contour segment. On contour segments, see Leben (1980),
Steriade (1982).
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(2.124)
2 h y § w o w
sonorant + + + + + + [ ] --> [-sonorant] (2.119)
constricted + + + [ ] --> [~constricted]
spread + { 1 --> [-spread]
anterior + + { ] -->» [-anterior] (2.119)
coronal + + [ ] --> [-coronall (2.119)

The same difference is observed with the other
sonorants, /m,m,n,n,l1,1/ when glottalized. The only
alternation is the addition of [+constricted], either in
underlying representation or by Glottal Infection (2.116). We

turn to these sonorants and the obstruents now.

2.5.2 Obstruents, Nasals, and Laterals

There are four "place of articulation" series in the
obstruents, containing stops and/or affricatives. These
series are subdivided by glottal features (voiceless
aspirated, voiceless unaspirated, and voiceless glottalized),

and [continuant], [nasal], and [lateral]:

(2.125) ,
P: b p P m m
T: 4 t ¢t n n s z c &
T: 4 t ¢ 1 Y s
K: g k Xk X

The four categories, P, T, ? and K, are distingjuished using

[anterior] and [coronall:

(2.126)
P T

coronal +

anterior + +

+or3
=

[ J] --> [-coronall (2.124)
[ ] --> [-anterior] (2.124)

The remaining distinctions are expressed with the features

[nasal]l, [laterall], [continuant], [spread], and [constricted]:
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(2.127) ) ’ : ,
d ¢t £t nn 8 z ¢ ¢ 1 1
constricted + + + +
spread + +
continuant + v v v
nasal + +
lateral + +
anterior + + + + + + + + +
coronal + + + + + + + + + + +
a. [ 1 --> [-constricted] (2.124)
b. £ ] --> [-spread] (2.124)
c. [ ] --> [-continuant]
d. L ] --> [-nasall]
e. [ 1 --> [-lateral]
f. [ ] --> [-anterior] (2.124)
g. [ 1 --> [-coronal] (2.124)

As noted above in the discussion immediately following
(2.114), the v for [continuant] under /z/, /c/, and /c/
indicates a branching configuration:

(2.128)
£ 1 other features

/\

L 13 [ ] continuant

Segments with two [continuant] specifications tend universally
to be [-continuant][+continuant], nc% the opposite order and
not free variation. This can be expressed by a universal
default rule

(2.129)
]

[ 1 --> [+continuant] / € ][ __
\/
L 1]
which precedes (2.127c) above (intrinsically ordered by the

Elsewhere Condition 1.21).

In Yawelmani, affricates behave as a single segment with
respect to linking to skeletal slots and to syllabification.

Since there are both [+continuvant] and [-continuant] segments
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in the series containing affricatives, the two values for
[continuant] must be registered in some way on each segment.
This means that an empty matrix, "[ ]", is distinguishable
from nothing at all:

(2.130)
X # X

L1

and the underlying representation of the affricates is

precisely as in (2.128).

The feature [strident] is distinctive only on
[+continuant, -sonorant] segments, otherwise sounds are

[~strident]. The default rules are given below:

(2.131)

a. [ ] --> [+strident] /
+continuant
~sonorant

b. [ ] --> [~strident]

By (2.13la), any [+continuant, -sonorant] is [+strident] by
default.24 All other sounds are [-strident] by default rule
(2.131b). A segment specified in underlying representation as
[-strident] must also be specified as [+continuant] since (i)
[-strident] is the inviolable default valutraint (2.88) and
the theory of underspecification thus predicts asymmetries in
spread rules. he Redundancy-Rule Orderis that in a language

with only [+strident] c¢.ntinuants, and no [-strident]

24. Keyser and Stevens (1983) propose a phonetic basis for
(2.131a,b), which they call enhancement. With respect to
these features, continuancy is registered phonetically by
means of irregular high frequency noise. Stridency increases
the amount of high frequency noise. Thus, if a continuant is
also strident, it is more noticeable than one which is not
strident because its high frequency noise has been enhanced by
stridency. See Keyser and Stevens (1983) for more detail.
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{continuant] is specified in underlying

representation but no value for [strident] is specified. A

language with both strident and non-strident continuants must

include both [continuant] and [strident] in underlying

representation, a more costly arrangement by the Featurg

Minimization Principle (2.28).

non-strident continuants apparently has two choices,

A language with only

(i) list

both [strident] and [continuant] in underlying representation

or (ii) list only one ([continuant]), and learn a rule filling

in the value of the other ([strident]).

latter is possible given the theory developed here,

contains the generalization that all continuants are
[-strident].

However, only the

since it

A grammar of this sort is more costly than one

with only strident continuants, however,

learned.

since a rule must be

2.5.3 Underlying Representations and Redundancy Rules for

Consonants

consonants are given,
rules introduced thus far.
marked DR,

learned rules are marked LR.

Below,

(2.132)

spr
const
ant
cor
nasal
cont
lat
son

b

q'-

+ +
+ + 'O«

3

-+

+ + 4+ 3
+ -+

the underlying representations of the Yawelmani

followed by the relevant redundancy

+ +
+ + +

+

S.

+++ +

those which are complement rules are marked CR,

+

Those which are default rules are

and

+ + + +
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(2.133)
a.

b.

c.

[+sonorant] / [ . +nasall
[(+sonorant] / [ ., +laterall
[-spread]

[-constricted]
[-anterior]

[-coronall

[-nasal]
[+continuant] / [ J[_ ]
\/
£ 1
[(+strident] /
+continuant
-sonorant
[-strident]
[-continuant] / ]
+nasal
[-continuant] / ]
+lateral
(+continuant] / [ ]
+sonorant

[-continuant]

{-lateral]

[-sonorant]

DR

DR

CR

CR

CR

CR

CR

DR

DR

DR

DR

DR

DR

CR

CR

CR

(2.115)
(2.115)

(2.127)

(2.127)
(2.127)

(2.127)

(2.127)

(2.129)

(2.131a)

(2.131b)

(2.127)

(2.127)

(2.124)
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q. [ 1 --> [+back] / [ ] DR/LR? (2.120)
+anterior
+sonorant
|-nasal 4

r. [ ] --> (+highl / [ ] DR/LR? (2.121)
+coronal

+sonorant
| ~-nasal A

What remains to be discussed are the rules inserting
values for the features [high], [low], [back], and [labiall.
These are the four features relevant to the Yawelmani vowel
system. The problem here is that up to this point, nothing
has been said about the featural differences between vowel and
consonant melody units. Some distinction must be made,
however, since the two must be represented on separate planes
in this language (as in other languages, for example Arabic as
argued in McCarthy 1979). (In Arabic, there is a clear
argument that the vowel melodies form separate morphemes.
Here, there is no such argu<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>