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ABSTRACT

Solvent separation is an energy intensive process. The separa-
tion of hexane from polybutadiene (PBD) after solution polymerization
requires approximately 5000 BTU's per pound of rubber. This represents
about 10% of the final product cost. The theoretical lower bound on
the other hand, is only 5 BTU/1b rubber. The goal of this thesis was to
reduce the separation energy. In view of the large quantity of solution
polymerized éynthetic rubbers consumed and produced in the United
States ( 10 1bs of PBD consumed in 1977), even a small improvement in
this area could have an enormous impact on the industry.

Energy reduction schemes under three broad catagories were inves-
tigated; 1) solvent reduction, 2) efficiency improvement by means of a
heat pump cycle, and 3) separation techniques that avoided the liquid-
vapor transition. The most attractive scenario is based upon a high
temperature phase transition. By this method 70% of the solvent can be
separated for only 300 BTU/1b-rubber. To show the feasibility of this
method required resolving three major issues; 1) the determination of
the phase diagram, 2) the determination of the recycle-ability of the
dilute phase, and 3) the physical separation of the phases. Each of
these issues is addressed in detail in this thesis. The determination
of the phase diagram is straightforward but complicated by the broad
molecular weight of the polymer, and the mixed nature of the solvent.
The recycling of the dilute phase with terminator does not affect the
reaction if the dilute phase is properly dried. By far the most diffi-
cult problem, however, is the physical separation of the phases.

Under most circumstances the dilute phase nucleates, yeilding a very
unfavorable arrangement for gravity settlement. This problem can be re-
solved by properly entering the unstable region of the phase diagram,
called the spinodal decomposition regime. Several practical methods

for accomplishing this are described and supported by experimental evi-
dence. The final proposed low energy separation scenario would require
only 610 BTU/1b-rubber (assuming perfect efficiency).

Thesis Supervisor: Nam P. Suh

Title: Professor of Mechanical Engineering
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CHAPTER 1

INTRODUCTION AND SUMMARY

Many important polymer manufacturing processes are done in a
polymer-solvent solution. Adding solvent to the polymer greatly
reduces its viscosity and,in general, improves all of the transport
properties. Polybutadiene, as well as other important synthetic
polymers, are made in a solution by a process called solution poly-
merization. By this process alone can a very high quality, elastic
polybutadiene suitable for the sidewall and tread material of tires
be made. After polymerization, the polymer and solvent are separated
into pure components. The solvent, in this case, isomers of hexane,
is recycled for continued use. The polybutadiene is baled, and sent
to a tire making plant where it is subjected to further processing
before it is formed into a tire carcass and vulcanized (crosslinked).

The separation process usually involves, in one way or another,
the evaporation of the solvent. Sometimes this process is aided by
an intermediate agent such as hot water or steam which effectively
heats the solution and supplies the necessary latent heat of evapora-
tion of the solvent. In general these separation processes were
designed 20 years ago when energy costs were low. Consequently, a
typical separation process for a hexane-12% wt. polybutadiene solu-
tion requires 5000 BTU's per pound of rubber. This is comparable
to the energy necessary to mix carbon black into rubber [1-1]* and

is one of the most energy intensive steps in the production of

*References, given in brackets, are Tisted at the end of each chapter.
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solution polymerized rubbers. In some cases the separation process
may account for 10-15% of the final product cost.

The goal of this project has been to reduce the energy
necessary to separate hexane and polybutadiene. The limits of this
problem are shown in Fig. 1.1. The upper limit is set by the present
commercially employed processes. Next to this is the latent heat of
evaporation of hexane. Since many commercial processes are based
upon evaporation, they must have an overail efficiency of about 0.2.
The lower bound set in Fig. 1.1 is the negative of the Gibbs free
energy of mixing. In general, we can see that there is a three order
of magnitude improvement theoretically possible. In view of the large
amount of polybutadiene produced and consumed yearly in the
United States (see Ch. 2) even a small improvement over the present
method could represent millions of dollars in savings.

In general, three different approaches to this problem were
tried. The first was to identify the solvent requirements, and look
for ways to reduce the needed solvent. Since the energy of separa-
tion is directly related to the amount of solvent to be separated,
less solvent means less energy. The second approach was to live
with the original quantity of solvent, but employ a heat pump cycle
between the evaporation and condensation of the hexane. The third
approach was to concentrate the original solution using some method
that avoided the Tiquid-vapor-liquid phase changes for the solvent.
In this approach we tried to take advantage of certain obvious

physical and chemical differences between the two components. Energy
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8TU/1b-rubber

10,000

1,000

100

10

«— Upper Bound, based on present
industrial methods

+ <— Heat of Vaporization for
hexane (AH ), assuming 12%
Wt. rubber

<«—— Theoretical Lower Bound (-AGM)

Fig. 1.1  Energy scale for hexane-polybutadiene
separation,
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reduction methods that employed waste heat, or even the heat of
polymerization, were not considered. Such methods could be employed
to augment our proposed "low energy separation scenario."”

A brief Tist of the energy reduction methods that were consid-
ered is given in Table 1.1.

These methods are discussed in some detail in Chapter 3. The
bulk of this thesis however is devoted to a discussion of a separa-
tion scenario based upon a high temperature liquid-liquid phase
transition.

Freeman and Rowlinson [1-2] discovered in 1960 that, upon
heating, a polymer-solvent solution would break up into two compo-
nent solutions, one more concentrated than the original solution,
and the other more dilute. This was recognized by Anolick and
Goffinet [1-3] as a potential means for concentrating polymer solu-
tions. A possible separation scenario based on this phenomenon
would involve, heating, physically separating the phases, cleaning
and recycling the dilute phase, and removing the remaining solvent
from the concentrated phase. The key problems involved in employing
such a scenario are:

i. determining the phase diagram -- too high a temperature or
too little concentrating could make the process unfeasible,

2. physically separating the two 1iquid phases -- this is a
key problem; to be economical, reactors must operate at farily high
concentrations, at these high concentrations the 1liquid phases do

not readily separate by gravity -- additional measures are necessary.



Energy Reduction Methods

Method

Bulk Polymerization

Improved heat transfer in
reactor vessel

Heat pump cycle

Two solvent system

Reverse osmosis

Liquid-liquid phase
separation

- 20 -

TABLE

1-1

Comment
Timited by heat transfer

limited by viscous
shaft work

promising, but mechani-
cally complex

now solvents must be
separated

limited by low mass flux
rates

very promising, basis
for "low energy separa-
tion scenario"”
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In general continuous centrifuging is not a realistic method to

handle the very high viscosity concentrated solution; and

3. recycling the dilute phase -- polybutadiene requires a
terminator to stop its reaction, recycling the dilute phase with the
terminator could stop polymerization, recycling without the termina-
tor means that polymerization was taking place during the high tem-
perature heating -- with a probable dramatic change in kinetics,
molecular wt. and physical properties.

This thesis is about solving these problems. Removal of the
remaining solvent from the concentrated solution can be done in a
straightforward way -- using a vented barrel extruder for example.
The final result is something we call the Low Energy Separation
Scenario. At perfect efficiency it will require only 12% of the
energy of the present separation methods, and even at an efficiency
of 0.2 it will only require 64% of the energy of present methods.

An outline of this thesis is given in the Table of Contents.
The basic results and conclusions concerning the proposed Low
Energy Separation Scenario are given in Chapter 8. A basic descrip-
tion of this method is given in Section 3.5 of Chapter 3. The rest
of the thesis is support material. The key problem concerning the
implementation of the proposed separation method is the physical
separation of the two phases. This is discussed in detail in Chapters
6 and 7. Chapter 3 gives a small amount of detail concerning several
alternative methods that were considered. A detailed development
of the thermodynamics of separation is given in Chapter 4. Such a

development was not found in the literature.
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CHAPTER 2

POLYBUTADIENE AND ITS PRODUCTION

Polybutadiene (PBD) is an important synthetic rubber that is
used primarily in tires. In the "cis" conformation it is a very
elastic rubber, with low hysteresis.* This leads to low heat build-
up in the constantly flexing sidewalls of tires,and therefore
improved tire life. PBD was first discovered in the early 1930's.
Mass production, which required certain improvements in the polymeri-
zation technique, began in the 1960's. Now polybutadiene occupies
the number two position among synthetic rubbers, second only to
enulsion-polymerized styrenebutadiene rubber (SBR). 1In 1977 U.S.

8 1bs. of polybutadiene [1-1].

tire firms consumed 6.1 x 10
Polybutadiene is similar in structure to natural rubber (poly-

isoprene). The repeating units for PBD and polyisoprene are shown

in Fig. 2.1.
H
o Cq3 q
C=2¢C C=¢C
/ \ / \
(- CH, CH, - ), (- CH, CH, - ),
Polybutadiene Polyisoprene

Fig. 2.1 Repeating units for polybutadiene and polyisoprene

*Incidentally, the "superballs" that children play with are made of

polybutadiene.
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The only difference between the two is the CH3 (methyl) group that
replaces the hydrogen on the second carbon atom. The development of
PBD rubber was very much dependent upon the break-throughs necessary
to synthesize natural rubber. The polymerization of the two is

represented in Fig. 2.2.

CR - CH — CR = CH
/ \ / \ + heat
CH2 CH2 -CH2 CHZ-
where R = H for polybutadiene, or

R

CH, for polyisoprene

3

Fig. 2.2 Polymerization of diene monomers

The breaking of two carbon-carbon double bonds and formation of a
single double bond results in the liberation of heat. The important.
detail of the natural process that was difficult to reproduce in
the laboratory was how the double bond in the polymer chain was
formed. There are at least three different possible end results of
polymerization. These are shown in Fig. 2.3.

The cis and trans molecules are restricted in their rotation
by the carbon-carbon double bond in their backbone structure. These

two distinct types of rubber yield very different mechanical



CR - CH CR = CH
4 \ — / \ (cis)
CH2 CH2 - CH2 CHZ-
CR - CH /CHZ -
V4 \ — ' /CR = (trans)
CH2 CH2 - CH2
CR - CH
Z N\ (vinyl)
CH2 CH2 _— - CH2 - CH -
|
CH = CH2

Fig. 2.3 Possible polymerization sequences

properties. Since the elastic nature of rubbers is due to the coil-
ing of the long chain molecules, one can see that the more extended
trans molecule will be stiffer than the cis. Similarly the extended
trans molecules will be more 1ikely to crystallize. In the case of
polyisoprene, the cis conformation yields "natural rubber," where as
the trans conformation yields a very stiff material called Gutta-

Percha. In the case of PBD it is the high cis type rubber that we
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are interested in. In natural rubber, the cis conformation is cata-

lyzed by certain enzymes. In the laboratory, all attempts to produce
cis polyisoprene failed until the 1950's when Karl Ziegler in Germany
and Giulio Natta in Italy performed extensive research on new types
of catalysts. For their work in understanding the synthesis of
natural rubber Ziegler and Natta received the Nobel Prize for
Chemistry in 1963.

This work also opened the way for the production of high cis
polybutadiene. Polybutadiene can be made in several ways. According
to Morton [2-1] and referring to Fig. 2.3, we can say in general
that, emulsion polymerization leads to a high trans structure, Na
and K catalysts lead to a high vinyl structure, and solution polymer-
ization can yield a high cis structure. It is the purpose of this
thesis to analyze the end product of solution polymerization.

Polybutadiene rubber with a high cis content can be made by
polymerizing in 2 nonpolar solvent using a special ionic catalyst.
The solvent must be nonpolar so as not to interfer with the ionic
coordination of the incoming monomer unit. . This is shown in Fig.

2.4.

The single carborn-carbon bond in the center of the monomer allows
rotation (although a rotational energy barrier may favor the trans
conformation). The role of the ionic catalyst is to coordinate the
incoming unit. For the caseofalithium catalyst this is shown in

Fig. 2.5 [2-3].
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CH CH CH
V4 N V4
CH - CH CH - CH
J

H,C

trans cis

Fig. 2.4 Conformation of the monomer

CH - CH

v4 N\

HZC ,CH2

N
~ B $ 4
~ ’

~ d
\L./
1

Fig. 2.5 Effect of lithium catalyst on monomer conformation
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Oncecoordinated, polymerization will proceed to predominantly

the cis conformation. The important role of the nonpolar solvent

can not be over-emphasized. Even small amounts of polar contaminants

(1ike water) can kill the reaction or change the conformation.

Odian shows the results of polymerizing isoprene in pentane or in

a slightly polar, or very polar solvent on the polymer structure [2-3].

TABLE 2-1
Catalyst Solvent Structure of Polymer (%)
cis, 1-4 trans, 1-4 vinyl
C4 H9 Li 100% Pentane 93 --- 7
90% Pentane/
C4 H9 Li 10% Tetrahydrofuran --- 26 74
C4 H9 Li 100% Tetrahydrofuran --- --- 100

The 10% tetrahydrofuran, a polar solvent, completely changes the
polymerization from predominantly cis, to predominantly vinyl.

As mentioned earlier, this reaction is exothermic, with an
enthalpy of polymerization of AH = -17.4 K cal/mole. Since the
molecular wt. of the monomer is 54 and its heat capacity is about
.5 cal/gr °C, this heat of polymerization would lead to an adiabatic
temperature rise of 644°C. Such a temperature rise is completely
unacceptable. Removal of this heat therefore limits the rate of

reaction. Also as the reaction proceeds the polymer chains grow,
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which greatly increases the solution viscosity. So in addition to
providing a polymerization medium, the solvent is needed to aid in
heat transfer. It does this by reducing the solution viscosity and
allowing convective heat transfer against the cooler walls of the
reactor vessel. In some cases the solvent is also allowed to boil
off, removing heat in the phase change. The effect of reducing
viscosity also improves mixing and reduces shaft work. The output of
the reactor vessel is a viscous solution not very different from
rubber cement. The polymerization process is shown schematically in
Fig. 2.6. The viscosity of the resulting "cement" depends strongly
on concentration, and less so on temperature. For a solution of 12%
wt PBD in commercial grade hexane the viscosity at room temperature

is about 5000 cps. At a concentration of 30% the viscosity increases

to 5 x 105

cps, where 1 cps = 100 gr/cm-sec.

The system we are considering here is made up of a broad mol-
ecular weight polymer and a mixed solvent. Typical values for the
number average, weight average, and z-average molecular wts are
Mn = 105, Mw =4 x 105, MZ =1.7 x 106. For a monodisperse polymer
all of these averages would be identical. The solvent is made up of
a variety of hexane isomers, but predominantly n-hexane, Table 2-2
shows the composition, by weight percent, of the commercial
grade hexane used in the work reported in this thes”

After exiting the polymerization vessel the reaction is
terminated. This can,in principle,be done by almost any polar

substance, including water or some alcohols. Antioxidants and oil
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Fig. 2.6 Schematic of polymerization process-
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TABLE 2-2

Composition of commercial grade Hexane
in weight percent

n-hexane 64.4
methylcyclopentane 20.1
3 methylpentane 7.6

2 methylpentane and
2,3 dimethylbutane 4.9
other isomers 3.0
100.0

extenders are added and the solvent is then separated from the
rubber. After separation, the rubber is baled and then sent to
a tire manufacturing plant.

In summary then, the solvent is used as a passive medium in
which the ionic polymerization of polybutadiene can take place.
Any variation in the nonpolar nature of the solvent may strongly
effect the final polymer conformation. Perhaps the main reason for
the presence of the solvent, however, is to improve heat transfer.
This is, to maintain adequate control over the kinetics of
polymerization. In addition, the solvent aids in mixing the

monomer, catalyst and polymer, and reduces the shaft work.



- 32 -
References, Chapter 2

2-1 Chemicalweek 126, 19, May, 1980.

2-2  Maurice Morton (ed.) Rubber Technology, Van Nostrand Reinhold
Co., 1973.

2-3  George Odian, Principles of Polymerization, McGraw-Hill, 1670.




- 33 -

CHAPTER 3
SEPARATION PROCESSES

This chapter is intended to give a brief glimpse at some
separation process improvements that, by and large,won't work.
This discussion is intended to clarify the Timits on these processes,
because under some circumstances they may be quite applicable.
There are two notable exceptions to the "won't work" Tist however.
The heat pump cycle looks very promising but is mechanically
quite complex. In addition, some clever evaporation scheme must
be worked out to implement this idea. One possible evaporation
mechanism, based upon spinodal decomposition of the solution is
discussed in Chapter 7. The other promicing separation improvement
is based upon liquid-liquid phase separation. It is discussed in
the last section of this chapter, and throughout the remainder of

this thesis.

3.1 Bulk Polymerization

If solvent removal is a problem, the obvious first question
to ask is, why not polymerize without a solvent, i.e., in bulk?
In fact some polymers can be made this way. Polymethyl methacrylate
(PMMA) can be polymerized in bulk by casting it into sheets, or
by stirring it in its own monomer, and then removing the polymer
before 100% conversion. In either case the key probiem is heat
transfer. High heat buildup will accelerate the reaction which

in turn will generate more heat. Such an unstable condition
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(called autoacceleration or the Tromsdorff effect) can lead to an
undesirable molecular weight distribution, degradation of the
polymer, and in some cases a violent explosion. In this respect,
the fact that PMMA has a much lower heat of polymerization than PBD
is of considerable advantage. It should also be pointed out that
hexane, and butadiene (a gas at room temperature and pressure) are
extremely flammable, and in some cases the catalysts are pyroforic.
So safety, as well as the control of the reaction, are issues here.
One way of solving this problem would be to cast polybutadiene
in continuous sheets, thin enough to allow heat diffusion. For a
sheet cooled on both sides and subjected to a constant temperature,
the appropriate terms of the energy equation, and the boundary

conditions are [3-1].

2 W
o1 . Doy (3.1)
dx
and dT  _ -
o 0 at x =0

where k is thermal diffusivity, W is the heat of polymerization

poly
rate, and the sheet is of thickness ZXO. This results in a para-

bolic temperature distribution in the sheet.
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Now to maintain adequate control over the molecular weight
distribution it is necessary to restrict the temperature gradient
in the sheet to AT < 10°C.

The solution of equation (3.1) yields

x02 - %W- (3.2)
poly

4 cal

Substituting k = 5 x 10 " —=Z5o wpo]y = 17.4 kcal/mole,

and a reaction time (tr) of 1 hr. yields,

x
n

5 cm

So other problems aside, if we go to thin enough sheets, (2X0 < lcm)
this method should allow adequate heat transfer. However, for

large producers, the combination of thin sheets and fairly long
reaction times will lead to enormous area requirements and con-
sequently large capital investments. For example if a producer

can make 106 tons/year they must devote more than 8 football fields

in area to this operation. One possible way around this is to

shorten the reaction time. Note, however, that this will increase

, since wpo1 is fixed and X 1A/Npo]y so, Area /f; and

Wooly y
a large change in tr is needed.

Volume production rate
thickness ( ~ /f; )

X reaction time (=tr)

Area =
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3.2  Improved Heat Transfer in the Reactor Vessel

A second approach to this problem, which also recognizes that
heat transfer is the number one reason for the solvent, would be
to improve heat transfer in the reactor vessel. Then the reaction
could occur at a higher polymer concentration. This also means,
however, a higher viscosity. So this approach would involve a
tradeoff between heat-transfer and viscous shaft work. Heat trans-
fer in a reactor vessel can be characterized by the convective

term of the energy equation [3-1].

a7
X 3X

)
The idea is to generate flow in the direction of the temperature
gradient in order to improve heat transfer. Viscous shaft work is
characterized by the term

ﬁ"\:uvz

One needs to maximize one term and minimize the other, but both
velocities Vx and V are related to the shafts rotational rate w and
so the equations are coupled. Consequently, a large improvement
by this approach is not foreseeable.

One other approach to this problem, which is generically similar,
would be to increase the heat transfer area in the reactor vessel.

This is often tried by inserting cooling pipes or tubes into the
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X
X

Fig. 3.1 Vortex reactor vessel. Grooved, rotating, inner core
generates vortex motion in annulus. Coils on outside
wall, and core can be cooled or heated.
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reactor vessel. Alternatively, one could design a vessel with a

cooled core, such as the one shown in Fig. 3.1. In this vessel,
the grooved core generates vortex pairs which provide convective
currents between the cooled core and the cooled wall. A vessel
like this one was evaluated in some detail and is presented in
Appendix A. In general it suffers from the problem of high
viscous work at high heat transfer rates and so is probably much

better suited to heating rather than cooling applications.

3.3 Heat Pump Cycle

Heat pumps make it possible to transfer heat from a low tem-
perature to a high temperature with the application of some work.
This is exactly what is needed if the separation process being con-
sidered includes the evaporation, and then recondensation of hexane.
In fact, the hexane could be used as the working fluid for the
heat pump cycle. In such a scheme, the hexane would be evaporated,
compressed, and then condensed at a higher temperature. This would
allow us to use the latent heat of condensation to supply some
of the needed latent heat of evaporation. A schematic of this

basic idea is shown in Fig. 3.2. The steps involved would be,

0-1 evaporation of the hexane at constant temperature and
pressure,

1-2 adiabatic compression of the hexane vapor,

2-3 constant pressure condensation, and

3-4 constant enthalpy expansion.
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By some means then, Qout at TH would be used to supply some of Qin
at TL, where TH > TL, and AT = TH - TL. The temperature-entropy
diagram for this process is shown in Fig. 3.3 [3-2]. The coefficient

of performance n, for the heat pump cycle, 0-1-2-3-4, is given as,
Q
=, (3.3)
Cc

where QOut = AHcondensation, and wc = the compressor work. For pur-
poses of this discussion, it is convenient to consider an approximate

cycle A-1-B-3. Then n can be given as

= ._H (3.4)

Now it is clear how the efficiency of this cycle depends on AT.
This same AT is needed, however, to transfer Qout to supply AHvapor.
The heat transfer rate using some over-all surface heat transfer

coefficient U, and area A would be [3-1],

éin = AUAT. (3.5)

It is clear then, by equations (3.4) and (3.5) that rate and

efficiency are coupled. This is a reoccurring theme for all separa-

tion processes.

Implementation of this proposed heat pump cycle would require
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Fig. 3.3 Typical idealized heat pump cycle
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optimizing AT, which in turn will depend upon the method of heat
transfer. As the idea is shown in Fig. 3.2, the rubber cement is
spray dried in a large chamber. Heating coils on the parameter of
such a large vessel would probably be ineffective. Heat transfer
to the drying particles in the container would require some carrier
gas, which would then be compressed with the hexane, increasing com-
pressor work, and reducing heat transfer efficiency in the condensor.
Alternatively, the cement could be preheated, and then adiabaticaily
evaporated. This would require a preheating of AT = 170°C which is
out of the question for two reasons; it would degrade the polymer,
and require an enormous compressor. Furthermore, and more importantly
the auto ignition temperature of hexane is about 260°C; with a reactor
temperature up to 130°C a possibility, any leaks to the atmosphere
would be catastrophic.

A more realistic process, would probably use some combination
of preheating and heat transfer during evaporation, perhaps taking
place on a scraped drum. Spinodal decomposition could be used to
aid in the rapid evaporation of hexane from the thin layers of cement
{see Chapter 7).

In spite of the mechanical complexities inherent in any heat
pump cycle separation scheme, however, the energy requirement does
make the method look attractive. Fig. 3.4 shows a possible cycle
running between 120°C and 150°C, AT = 30°C. The various steps,

and enthalpy changes for this process are given in Table 3.1.
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Fig. 3.4 Low temperature cycle.
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TABLE 3.1

Low Temperature Heat Pump Cycle for Hexane

0-1 evaporation, P = const. Ah = 69.0 cal/g
.1;2 heating, P = const. Ah = 8.8 cal/g
2-3 compression, dQ = 0 Ah = 7.9 cal/g
3-4 condensation, P = const. Ah = 62.8 cal/g
4-5 cooling, P = const. Ah = 21.5 cal/g
5-0 expansion, H = const. Ah = 0 cal/g

The energy required then is

69 + 8.8+ 7.9+ 21.5 - 62.8 = 44.4 cal/g

If 1000 BTU/1b-rubber are required for evaporation, this
process only requires 640 BTU/1b-rubber. This is a considerable
reduction, and there are several possible ways to improve upon
this cycle. Increasing the temperature to TH = 190°C and TL = 160°
will not improve the energy situation however, contrary to what
might be implied by equation (3.4). A high temperature cycle is
shown in Fig. 3.5. This process would require 810 BTU/1b-rubber
not including the heat necessary to bring the reactor output up to

160°C.

3.4 Reverse Osmosis
The next group of separation process improvements considered,
all deal with the separation process explicitly. The energy scale

shown in Chaptar 1 suggests that processes that avoid the
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liquid-vapor-liquid phase transitions for hexane have the potential
of greatly reducing the energy required. One of these processes,
reverse osmosis, has the potential of operating near the theoretical
energy minimum.

Reverse osmosis is a process by which only certain chemical
species are allowed to pass through aspecialfilter called a semi-
permeable membrane. Essentially the process involves squeezing the
hexane out of solution. Fig. 3.6 shows the main features of reverse
osmosis. We start with pure solvent, and a solution separated by a
semipermeable membrane which allows only solvent molecules to pass.
This is shown on top. . On the right, the pure solvent will
have a higher chemical potential causing the solvent molecules to
migrate from right to left through the membrane. At some point the
added pressure caused by the influx of solvent molecules will balance
the chemical potentials and the system will be in equilibrium.
In Fig. 3.6, the added pressure, called the osmotic pressure m,
is shown as a hydrostatic head, m = pgh. If we now insert a piston
on the left hand side and exceed the osmotic pressure, we can
cause the solvent molecules to flow from left to right. This process,
called reverse osmosis (R.0.), will have the effect of concentrating
the solution on the left hand side of Fig. 3.6. Methods like this
one can be used to generate pure water from salt water [3.3], and
can concentrate some polymer solutions.

If for the moment, we ignore the issue of membrane design,

there are two important problems concerning reverse osmosis. In the
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Fig. 3.6 Reverse Osmosis.
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first place, the osmotic pressure increases with concentration in a
logarithmic manner, and so the method rapidly becomes impractical
at high concentrations. For a 12% wt. soluticn of PBD in hexane
the osmotic pressure was measured at room temperature, after eight
days, to be about .07 atm (1 psi). At a concentration of 50% wt.
the estimated osmotic pressure would be about 5.4 atm (80 psi).
Such high pressures would require some kind of mechanical support
for the membrane, which would greatly 1imit the possible filter
geometries. This is particularly important because the character-
jsticaliy low solvent flux rates for R.0. require very large filter

areas.
The second problem is called concentration polarization. As

the solvent exits the solution, it leaves behind a solute rich layer
on the solution side of the membrane. For further concentrating,
the remaining solvent must now diffuse through this layer before
joining the pure solvent. The result is that the solvent flux is
diffusion limited, and in general decreases with time. To minimize
this problem, the solution can be stirred, or the membrane scaped,
but the effect is difficult to eliminate.

The mass flux, and energy consumption for reverse osmosis can
be characterized by two simple approximations. The energy E required

for the process can be given as

E =/ (P-m)Qdt (3.6)

where P is the applied pressure, m is the osmotic pressure, Q is the

volume flux rate, and t is time. The solvent flux can be approximated
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as, =1 A(P-7) (3.7)

R
where R is the flow resistance, and A the flow area. These equations
are coupled, and imply that some trade-off is needed. The osmotic
pressure effect is shown in the termP -, since only P> 7 will
cause reverse osmosis. The concentration polarization effect is
accounted for in the resistance R. To obtain adequate flux rates,
to make a process commercially viable, involves minimizing R, and
maximizing A and P. In practical terms, the issues are,
1. reducing the concentration polarization effect, and/or
improving upon the design of the membrane,
2. increasing filter area and, consequently, the capital
investment, and
3. increasing the pressure, which requires providing adequate
mechanical support for the filters, and consequently re-
sults in increasing the energy consumption.
The order of magnitude for R for a 10,000 molecular weight cut off,
polysulfone Millipore filter can be estimated from Fig. 3.7.
Assuming that equation (3.7) is approximately correct, at least
locally, the slope of the lines in Fig. 3.7 correspond to 1/R.
The reverse osmosis value applies to the flux from a quiescent
reservoir from time equals zero to 1000 sec. In general this value
will decrease with time.
The pure solvent curve gives an upper bound flux rate, or

lower bound resistance. It represents the total elimination of the
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Fig. 3.7 Solvent flux rates vs. applied pressure
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concentration polarization effect. Unfortunately even these flux
rates are extremely Tow. Water flux rates through semipermeable
filters, for example, can be six times greater or more [3-4]. In
fact, these values are so low, and in view of the other problems
involved, that reverse osmosis does not appear to be a practical
method for separating solvents from solutions in the concentra-
tion range we are considering.

Improvements in the filter that reduce the concentrations
polarization effects might be possible. Due to the slightly polar
nature of PBD, and the nonpolar solvent, a nonpolar membrane,
perhaps out of polyethylene might discourage the polymer build-up.
Increasing the filter pore size won't help due to the broad mole-
cular weight distribution of the rubber. Even the 10,000 molecular
weight cut off filter we used allowed some Tow molecular weight
PBD species through. In short a large improvement in the filter

design is not foreseeable.

3.5 Liquid-Tiquid phase separation

In general, polymer solutions will phase separate if subjected
to sufficient heating or cooling [3-5]. As mentioned earlier, this
phenomenon could be used in principle to concentrate polymer solu-
tions. In either the heating, or cooling case, a solution at an
original concentration of Co’ will separate into two new solutions,
one more dilute C' < CO, and one more concentrated C" > CO. Con-
sequently these separations are between liquid phases. The amount
of separation will depend upon the amount of heating or cooling

beyond the phase separation temperature. For a 12% wt. solution of
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PBD in commercial grade hexane, the high and low phase separation
temperatures are 133°C and -10°C (see Chapter 5 for more details).
Since the reactor can operate between 70°C and 120°C depending

upon the details of the particular polymerization process, we can
readily see that it is the high temperature phase separation
phenomenon in which we are interested. The phase diagram for the
high temperature separation of a simple binary mixture (a polymer

of a single molecular weight, and a single solvent) is shown in Fig.
3.8. This shows all of the essential features of the phenomenon.

If a single phase (1¢) solution of concentration C, js heated to T,
it will break up into two phases (2¢) at concentrations C' and C".
Physically, the solution becomes cloudy at the phase boundary due to
the difference in the refractive indices of the two solutions.

The phase diagram is a little more complicated for a broad molecular
weight polymer, so a discussion of these details is deferred until
Chapter 5.

In general the dilute phase C' is quite dilute, in many cases
around 1 to 2% wt. The concentrated phase C", on the other hand,
can in principle, be made as concentrated as desired simply by rais-
ing the temperature. The ratio of the weight of dilute phase W' to

the concentrated phase W' can be determined from the tie Tines join-

ing C', C and C",
0

=

—9 (3.8)

E
t

=
]

(]

]

.
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Fig. 3.8 Phase diagram for high temperature
separation of binary polymer-sclvent
system.
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where W' + W" = wo, wo is the original mass or weight of solution
Co. So as the solution Co is heated, Bw increases, and more and
more dilute phase is generated. Now if the dilute phase could be
recycled as "solvent" to the reactor, the high temperature phase
separation phénomenon could be used as a method to concentrate
polymer solutions. The steps of this method would be,

1. Heat the solution above the phase separation temperature,

2. Physically separate the dilute and concentrated phases,

3. Recycle the dilute phase, to the reactor, and

4. Remove the remaining hexane from the concentrated phase.
A schematic of this method is shown in Fig. 3.9. The major issues
that have to be addressed to show even preliminary feasibility for
such a method are energy consumption, physical separation, and
dilute phase "recycle-ability."

3.5.1 Energy consumption

The energy consummed by this method will involve two major
terms, one to account for the heating required, and the other to
account for the removal of the remaining hexane from the concentrated
phase. Because the solution becomes more concentrated at higher
temperatures, there is less hexane to remove. So the second term
decreases with increasing temperature, and the first term increases.
An optimum value can be calculated, once the phase diagram is known
in detail, this is done in Chapter 8. It turns out that the optimum
occurs at 170°C, and the energy consummed is 610 BTU/1b-rubber.
This is only 12% of the energy required for the commercial separation

process. Also the concentrated phase is of sufficient viscosity to
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Fig. 3.9 Separation scenario based upon high temperature phase
separation.
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be handled in a vented barrel extruder.
The amount of solvent removed this way can be calculated as

follows, at 170°C and Co = .123, the resulting solutions are C'=.015
and C" = .30, so

=

1.64

=

Using W' + W" = W =1, and C' = vT.—"i—s— where w' = the weight of
rubber in the dilute phase and s' = the weight of solvent in the
dilute phase, and W' = w' + s', you can then calculate the amount

of solvent in the dilute phase s' and the amount of original solvent

SO as

So 70% of the original solvent is removed by the phase separation
method, and 30% is removed in the vented extruder

3.5.2 Physical separation

As already mentioned in Chapter 1, to be economical, reactors
must operate at fairly high concentrations, and at these high
concentrations the 1iquid phases, obtained after phase separation,
do not readily separate by gravity. This is due to the arrangement
of the two phases. With By = 1.64, there is considerable dilute
phase. Unfortunately however, it is often arranged as bubbies sur-

rounded by the viscous concentrated phase. This situation is
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hopeless. On the other hand, if the arrangement of the phases
were reversed, settlement by gravity would be quite rapid. The exact
arrangement of the phases depends on where you are in the phase
diagram, and how you got there. In general, there are two different
phase separation mechanisms that we must consider here, nucleation
and growth, and spinodal decomposition. For the range of concentra-
tions that we are interested in, the key to rapid settlement is to
get into the spinodal decomposition regime as rapidly as possible.
This can be done in several ways,

1. heat rapidly

2. heat at high pressure and then drop pressure rapidly,

3. mix in more solvent, or a non-solvent rapidly.
For polymer solutions of characteristically Tow thermal conductivity,
heating rapidly usually won't work, but the other methods do. In
fact these techniques can change settlement times by six orders of
magnitude or more. In short, practical separations-by-gravity
methods can be designed. These are discussed in Chapters6and 7.

3.5.3 Dilute phase recycle

Polybutadiene requires » terminator to stop it's reaction, so
there are two options concerning the heating of the solution. One
is to heat before adding the terminator, and the other is to heat
after adding the terminator. In the first case, the reaction will
proceed into the heating stage, this should make it easier to
recycle the reacting dilute phase, but it should also greatly

accelerate the reaction. The result maybe a reaction that is very
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difficult to control, and perhaps a marked change in the molecular

weight of the resulting polymer. In the second case, the terminator
travelling with the dilute phase, may degrade the reaction in the
reactor vessel once it is recycled.

The second method, terminating and then heating, is the
simpler of the two and in fact it works. At Goodyear a series of
bottle polymerizations were run with various percentages of re-
cycled dilute phase (up to 20%) added to their standard premix. For
comparison, similar portions of pure hexane were added to the premix
and polymerized also. The results are that the monomer conversion

and catalyst usage were the same. (See Table &.1 in Chapter 8)
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CHAPTER 4

CHEMICAL THERMODYNAMICS OF POLYMER-SOLVENT SYSTEMS

The goal of this chapter is to develop the background material
necessary to discuss liquid-1iquid phase separations in polymer-
solvent systems. Much of the information contained here will be
used in later sections of this thesis to explain and analyze thermo-
dynamic data and certain observed phenomenological results. By and
large this chapter is a lTiterature review drawing heavily from
the works of others. First, I will review the thermodynamics of
mixing and separation for any general liquid-Tiquid system. In
the later part of this chapter, the discussion will turn to theories

which are specific to long chain molecules mixed with smaller solvent

molecules.

4.1 The Thermodynamics of Mixing

Two components will mix if the resulting solution has a lower
Gibbs free energy than the sum of the individual components. This
can be expressed in terms of the Gibbs free energy of mixing AGM
[4-1, 2].

_ _ 0
GM - G]Z(T, P, n]! nz) G](T3 P’ n'[)

- GZ(T, P, n,) (4.1)



_6]..
Here, G]2 = the Gibbs free energy of the solution

[<p)
o
1)

the Gibbs free energy of a pure component

the number of molecules of a particular species

e}
il

1 = solvent

2 = polymer

T = temperature, and
P = pressure.

For convenience, it is always assumed that the pure and mixed com-
ponents are taken at the same temperature and pressure. Since G is
an extensive property, there is a mass balance implied among the
terms in equation (4.1). This can be shown explicitly by using
some intensive form of Gibbs free energy. Mass fractions, site
fractions, and mole fractions are commonly used. Using intensive

quantities,
Agy, = - X,¢% - x.q° (4.2)
M T 912 - M9y - A9, .

where X] + X2 = 1 and the g's are in the appropriate units, and
the temperature and pressure dependencies are implied. If g is the
Gibbs free energy per unit mass of solution, then X] =1 -C and
X2 = C, where C is the concentration (weight fraction) of component
2.

Applying the definition G = H - TS, where H = enthalpy, and

S = entropy, AGM can be written at constant temperature and pressure

as [4-1, 2, 3],



5G, = OH (4.3)

or Ag. = Ahm - Tas (4.4)

when AGM <0, or Agm < 0, spontaneous mixing is implied. This is
the well known criterion for thermodynamic mixing. If AGM = 0, the
pure and mixed components are in equilibrium.

AHM and AS,, are also mixing functions, and can be expressed

M
individually in forms similar to equations (4.1 or 4.2). Their
signs and magnitudes will determine mixing behavior. In general,
41t Tow temperatures, the second term, TASM, becomes less impertant
and mixing behavior is dominated by enthalpic considerations. At
high temperatures the details of the entropy term become important.
The enthalpy of mixing AHM is the heat of mixing at constant
pressure. For polymer-solvent systems, it is associated with the

making and breaking of intermolecular bonds. Several types of

mixing behavior are possible.

\4

AHy 0 implies endothermal mixing

AHM 0 implies althermal mixing, and

AHM < 0 implies exothermal mixing.

In practice, all of these are observed. At temperatures around
room temperature and for reasonably nonpolar molecules, and in the
absence of hydrogen bonding,AHM is positive and can be estimated from

the solubility parameters § [4-3],
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ARy = 610,(8,-8 )2 (4.5)
IS ARSI :
where ¢ is the volume fraction, and the subscripts 1 and 2 refer to

the solvent and polymer, respectively. For n-hexane 6] = 7.24

(cal/em®)* [4-3] and for polybutadiene &, = 8.6 (cal/em3)? [4-4].

AhM then depends on the concentration, with typical values ¢1 = .9
and ¢2 = .1,
- 2 3
Ah, = (.9x.1)(7.24-8.6)° = .17 cal/cm

M

Since hexane and polybutadiene do mix at room temperature, it must

be that TAS,, > 0 and is sufficiently large to overcome this bond

M
energy barrier. Mixing is then entropy driven. The entropy of mix-
ing ASM has two contributions. The first is due to the geometrical
rearrangement of the mixing molecules. It is called the combina-

torial entropy AS The second term accounts for the entropy of

comb”
the individual molecules in their specific environment. It is called

the noncombinatorial entropy Asnc‘ These two terms are additive,

Sy = BS.omh * BSic , (4.6)
and can be expressed individually in a form similar to equation
(4.1).

The combinatorial entropy term Ascomb recognizes that the

unmixed state is a very ordered state, and therefore, in terms of
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geometrical arrangements, very improbable. The mixed state, on the
other hand, is quite probable. This idea is expressed in Boltzmann's

equation

AS = kanQ + constant (4.7)

where k = Boltzmann's constant, and @ = the probability that a given
state will exist. Since Qvixep >> Qunmixep 21 1t 1s always true that
comb > 0. ASnC is affected by the intermolecular contacts, and by
volume changes upon mixing. Both of these could act to restrict

AS

(or amplify) the available vibrational states of the molecules and
thereby reduce (or increase) the noncombinatorial entropy. Asnc
becomes very important for polymer-solvent systems at high tempera-
tures, where it makes a large negative contribution to the entropy
of mixing. This behavior is directly related to a negative volume
change upon mixing which restricts the available vibrational states of

the solvent molecules.

In general then,

AGy, = AHM - T(aS

” + ASnc) (4.8)

comb
and two possible simplifications for polymer-solvent systems arise.
At Tow temperatures, AHM > 0 dominates the mixing behavior. At

high temperatures the relative magnitudes of AS > 0 and ASnc <0

comb

are important.
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Examples of possible plots of AGM @r‘AgM)versus the concentra-
tion of component 2 are shown in Fig. 4.1. By definition AGM = AgM==0
at ¢ = 0and ¢ = 1. Fig. 4.1a shows a system that does not mix, that
is, it is totally immiscible in all proportions. Fig. 4.1b shows
total miscibility, and Fig. 4.1c shows a system that mixes (AgM < 0)
but not at all concentrations. It is only partially miscible.

In principle, a system may exhibit all of these behaviors by vary-

ing certain parameters, such as temperature or pressure. In practice,
only the situations shown in Figs. 4.1b and c can be obtained for

the hexane and polybutadiene system with which we are concerned.

A typical (temperature-composition) phase diagram for a simple
two component polymer-solvent system is shown in Fig. 4.2a. At
temperatures around T] the solution would exist as a single phase
(1) and its Gibbs free energy of mixing plot would look like
Fig. 4.1b. At temperatures around Tz,only solutions at the extremes
of concentration could exist as a single phase. In the central
region a solution would tend to separate into two solutions or
phases (2¢). One would be more dilute than the original phase and
one would be more concentrated. This is the region of partial mis-
cibility. Fig. 4.2b shows the details of this region. If a solu-
tion originally at concentration Co were heated to T2 it would
separate into two new solutions C' and C". The line joining C'
and C" is called the tie line and the ratio of distances along this

line will give the mass balance between component phases. That is
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Fig. 4.2a Phase diagram for polymer-solvent system.
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Fig. 4.2b Details of liquid-liquid phase separation
at T,.
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where W' = the mass of the dilute phase, W" is the concentrated
phase and wo = W' + W", is the mass of the original solution.

Separations in this region are called liquid-liquid phase
separations. If we tried to obtain total immiscibility by varying
temperature alone we would degrade the polymer at the high tempera-
tures, or crystallize the solution at the low temperatures. The
pressures in Figs. 4.2a and b are the appropriate vapor pressures;
increasing the pressure would only improve solubility.

It should be pointed out that phase separations at high
temperatures are in general, rare phenomena for molecules of similar

S > 0, so as temperature is increased

sizes. In many cases AS

M = A comb

AH,, becomes insignificant and

M

AG,, = -TAS <0

M comb
So mixing usually improves at high temperatures. The unique situation
for polymer-solvent systems is due to the large free volume difference
between the two species. Upon mixing, the volume contraction greatly
restricts the available vibrational motions of the solvent molecules.
This results in an ordering effect which is accounted for in the
noncombinatorial entropy term. At sufficiently high temperatures,
this effect becomes overwhelming and separation occurs. The mixing

of polymers and solvents at high temperatures then, with some
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exaggeration, is 1ike the condensation of a gas (solvent) into a
dense medium (polymer) [4-5].

The 1iquid-Tiquid phase separations at lTow temperatures shown
in Fig. 4.2a, are controlled largely by enthalpic differences. At
sufficiently low temperatures the reduced entropic term is not
adequate to overcome the endothermic heat of mixing.

Phase diagrams, similar to Fig. 4.2a have been found in bio-
logical systems and gels, as well as for polymer-solvent systems.
For example, John Clark and George Benedek determined the phase
diagram for cell cytoplasm from the calf lens [4-6]. In this case,
the phase transition is associated with the reversible opacification
known as cold cataract. In a recent paper by Tanaka, he has shown
a similar phase transition in gels [4-7]. Here the volume change at
separation is related to the collapse of the vitreous gel which

causes eye retinal detachment.

4.2  The Thermodynamics of Separation

Since AGM is written by definition between pure and mixed com-
ponents, AGM < 0 does not guarantee that two components will be
miscible in all proportions. An example of a partially miscible
system that satisfies the mixing criterion is shown in Fig. 4.lc.
In this case, while a solution of concentration CO will have a Tower
free energy than the individual unmixed components, a rearrangement
of C0 into Cd and Cc would have a still Tower free energy. This can

be shown by writing the change in Gibbs free energy locally as
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26 gca. = 6(C,) - 6(Cy) - B(C,). (4.9)

If AGLOCAL > 0, then separation is implied. Implicit in equation
(4.9), due to the extensive nature of G, is a mass balance between
the component solutions. If this is written explicitly, in terms of
the Gibbs free energy of mixing per unit mass of solution, then
¢ G o~ Y
MocaL = 2uC) - T, da(Cy) -, daw(C) - (4.10)
C d o d
An expansion of the right hand mixing terms according to
equation (4.2) will verify the mass balance coefficients, and

ultimately yield equation (4.9). Here we have used the following

notation.
AGM = wAgM,

W= Wpoys Weoyng +p,n,, W=y +on,, 0 =0,/0, (4.11)

n
c=—2, (1-0) =
i

]

Zl!_?

W is weight, or mass, p is the molecular density.

Now it should be apparent from Fig. 4.1c that the separation
criterion may be satisfied by a number of new solution pairs (Cd, CC),
where Cd < Co, is more dilute than the original solution, and

CC > Co’ is more concentrated. We are interested in the particular
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values Cd = C' and Cc = C", that represent the lowest free energy

states into which the original solution C0 can physically re-
arrange itself. We therefore want to maximize AgLOCAL' To do this
it is helpful to recognize that for a given Co’ AgLOCAL may be
thought of as a function of two independent concentration variables
CC and Cd.

89 0caL = 29gcaL(CesCy)

The Cc and Cd dependencies appear explicitly in the coefficients,

and in the Gibbs free energy of mixing terms as follows;
AgM(CO) is independent of C. and Cys
AgM(Cd) depends only on C,, and

AgM(CC) depends only on Cc'

The concentrations C' and C" can be obtained by applying the

conditions

at constant pressure and temperature. )
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These vield,

30y _ 3hgy l
C T Bt
c=¢' c=¢C"

(4.12)

I
3

and

ngy(C") - agy(C*)
m = Cll _CI

(4.13)

That is, tangents at the points (agy(C'), C') and (agy(C"),C") have
the same slope as a straight line drawn through these points. This
is shown in Fig. 4.3

Result (4.12) is equivalent to the well known condition that
the chemical potentials of the coexisting phases must be equal [4-1].
Result (4.13) uniquely defines the coexisting phases. Since AgM(CO)
was given as independent of Cd and CC, any C0 which satisfies
A9 ocaL > 0 and does not violate conservation of mass will separate

into C' and C". For the conditions shown in Fig. 4.3, this is true

for any Co such that C' < Co < C".

The chemical potential is very useful in describing this phase
separation behavior because it has the following simple properties:
in an equilibrium situation the chemical potential of a particular
species will be equal in all phases, and in a nonequilibrium situation,
a particular species will tend to migrate from a region of high

chemical potential to low chemical potential [4-1]. By definition
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Fig. 4.3 Partially miscible system, Co will
separate into C' and C".
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9AG
Ap, =

(——
1 an]

M
)Tmmz (4.14)

This is the difference in the chemical potential of the solvent in

o
solution less the chemical potential of the pure solvent, Au] = Uy Hy-
Using the notation of equations (4.11) one can write

aAGM aAgM

A Tl Tt TR (4.15)

Taking the difference between the dilute and concentrated phases

yields

l " 1 ] naA gM ' aAgM
By - duy = Agy(C') - ogy(CY) + e | - Ci
c=c" c=C'

Substitution of equations (4.12) and (4.13) into the above expres-

sion then gives
buy = A, (4.16a)

or My (4.16b)

"
=
—

In a similar manner, the chemical potential of the polymer is given

by

M, = (M) (4.17)
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and between coexisting phases it is true that

Bu, = Ay, (4.18)
A typical phase diagram, along with a plot of Agy, and Auy is
shown in Fig. 4.4. Note that for concentrations between the co-
existing phases C' and C", the chemical potential goes through a
minimum, an inflection point and a maximum. These points are of
considerable interest because they help determine the manner in

which the phase separation will occur.

4.3 Mechanisms of Liquid-Liquid Phase Separation

Gibbs, in his classic treatment of heterogeneous equilibrium
derived a necessary condition for the stability or metastability of
a fluid phase, namely, that the chemical potential of a component
must increase with increasing concentration of that component. For

a two-component system, this may be written as [4-2, 9, 10]
82AgM

5> > 0 . (4.19)
aC

Since C is the concentration of component 2, we may write the con-

ditions for stability using the chemical potentials as follows,

BAu] 3Au] BzAgM

S(T0) =~ 3¢~ ¢ 2 >0 (4.20)
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Fig. 4.4 The phase diagram, Gibbs free energy,
and chemical potential for a partially
miscible system.
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and
by, 3%Ag y
—c = A(1-C) v > 0 (4.21)

These conditions describe the familiar situation in which a ..
chemical species will tend to migrate from a region of high concen-
tration to Tow. Fig. 4.5 shows a stable solution in equilibrium
divided by an imaginary Tine. In real solutions the components are
in a constant state of thermal motion and the concentration in any
particular sub-region will tend to fluctuate about some mean value
C. If at some time a certain species 1 migrates from one region of
the solution to another, as shown by A in Fig. 4.5 there will be
a change in chemical potential. Since this solution is stable, it
will tend to equilibrate by the migration of a molecule of this same
species 1 from high concentration to low, as shown by B in Fig. 4.5,
By this means, a stable solution will always maintain some mean con-
centration C, with small f]uctuationB§Zgut that mean.

8C2M < 0 something very differ-

ent happens. This is shown in Fig. 4.6. Now if a molecule of species

In an unstable solution where

1 migrates from right to left as shown by A, it will Tower, not
raise, the chemical potential of the left side. Since chemical
species always go from regions of high chemical potential to low,
there is a tendency for another species 1 to migrate from right to
left. This is shown as B. But this only results in lowering the

chemical potential on the left hand side even more, and so more and
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Fig. 4.5

2y

ny or (1-

A stable solution.
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Fig. 4.6

\J

ny or (1-C)

An unstable solution.
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more species 1 will migrate from right to left. Now since this is
a closed system, the migration of species 1 will also affect the
chemical potential of the other species 2 (not explicitly shown in
Fig. 4.6). This interrelationship is shown by equations (4.20) and
(4.21) i.e.

— < 0 implies — <0

an] an2
So while component 1 is moving from right to left, component 2 is
moving from left to right. This is the essence of unstable phase
separation. Notice that the unstable region in Fig. 4.4 is in-
t 1)
between the minimum and maximum of Auqs marked CS and CS. Remember

that (1-C) is the concentration variable for species 1, so

3(1-C) ~ ~ oC

and so the slope is negative in this region. The boundary for

stable 1iquid-liquid phase separation is then given by — = = 0,
Bn] an2

or more simply,

BZAQM

= 0 (4.22)
NG

This is called the spinodal. Phase separations in the region

BZAQM

<0
32
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are said to take place by spinodal decomposition. For Fig. 4.4 this
is the same unstable region Cé <(C < Cg. In this region phase
separation is by spontaneous decomposition of the original phase into
two new phases. In the early stages of this mechanism, the entire
composition range between the extreme compositions exists. In
later stages, only the end states C' and C" will exist. Cahn [4-10]
showed that compositional fluctuations of one particular size tend
to grow much faster than any other. So growth is not in extent, but
in amplitude. The resulting two-phase structure can best be described
by a picture. Fig. 4.7 shows computed sections through a 50:50 two
phase structure [4-10]. The spacing between sections is about 1/5
of a characteristic wavelength A, starting at the top left, then
right, and finishing at the bottom right. Notice that all of the
particles are interconnected. It is obvious then, that the situa-
tion presented in Fig. 4.6 actually applies to a sub-region of char-
acteristic dimension . In general then, spinodal decomposition
can result in an interpenetrating network of two phased regions.
Since there is no energy barrier, this process can proceed quite
rapidly. This is very different from what is obtained in the other
phase separation regions.

In the concentration range C' < C < C¢ and C; <C<C(C",
the solution is stable, but not in its Towest energy state, con-
sequently it is called metastable. Phase separation in these regions

is by nucleation and growth. By this mechanism, a newphase starts

from small regions held together by surface tension, which grow in



Fig. 4.7 Two phase structure (50:50) resulting from
spinodal decomposition, from Cahn [4-10].
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extent. Atany time the structure consists of two phases, with the
mother phase supplying material to the nucleated phase. Hence the
mother phase changes in composition from the original solution C0
to some end state, while the nucleated phase is at all times at the
other end state. The final two phase structure would than consist of
pockets, or bubbles of the nucleated phase, C' or C", surrounded by
the other phase C" or C'. Of considerable interest here, is the
question, "Which phase nucleates?" This situation is shown in Fig.
4.8a,b and c. There are only two possibilities, 1) a polymer mole-
cule migrates from CO to form C", or 2) a solvent molecule migrates
from Co to form C', any other situation would violate the conservation
of mass. Now referring to Fig. 4.4 again, we can see that in the

region Cg <C <"
Buy(C) > dug(C) = au(C")

Hence, a solvent molecule can lower its chemical potential by mi-
grating to form either the dilute phase C' or the concentrated

phase C". Since only one of these is permitted, the dilute phase
must be formed, as shown in Fig. 4.8c. As solvent is depleted from
CO, the mother phase, it gradually changes to C". The resulting

two phase structure in this case, would then be solvent rich pockets
surrounded by the viscous concentrated phase (C'/C").

In a similar manner, it can be shown that in the region

C'<C‘: '9



Fig. 4.8a How do the new solutions C' and C" form from CO?

Fig. 4.8b Migration of a polymer molecule to form C".

Fig. 4.8c Migration of a solvent molecule to form C'.
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buy(C) > bun(C') = auy(CY),

and the concentrated phase is nucleated by the migration of the
polymer species, as shown in Fig. 4.8b. In this case, the mother
phase gradually changes from C0 to C', and in the end we would expect
polymer rich pockets surrounded by the dilute phase (cr/c').

The resulting two phase structures are then very different
depending upon the particular region of the phase diagram a solution
may find itself. This is particularly important, if one is concerned
with the physical separation of these phases. While all of these
structures; C'/C", C"/C', and the spinodal structure, are unstable
with respect to gravity and surface tension, the rate and form in
which they rearrange themselves is vastly different. For example,
one would not expect pockets of the denser concentrated phase sur-
rounded by the dilute phase C"/C' to persist in that form for very
Tong. In a very short time, the concentrated phase will settle due
to gravity. For the reverse situation however, (C'/C") gravity
settlement (which is manifest by the dilute bubbles rising) is very
slow and surface tension causes the dilute phase to coalesce. In a
similar manner, the two phase structure shown for spinodal decompo-
sition in Fig. 4.7 will also change with time and under some condi-
tions can be made to gravity separate quite rapidly. So the phase
separationnmchanignhasveryimportantimp]ications<n1thephysicalsepara-
tion of the phases. Thisproblemis discussed in detail in Chapters 6and 7.

The locations of the different phase separation mechanisms
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as well as the chemical potential of the solvent at temperature T]
are shown in Fig. 4.9. Note that as the temperature is varied from

T, the form of the chemical potential plot will vary. As T is

1
decreased, for ex§mp1e, below T] the point Cé and Cg will come closer
together. Finally, at the point where the spinodal and binodal

touch, Cé = Cg. At temperatures just below this point the solution
will not separate, the chemical potential would be a smooth monoton-
ically decreasing curve, and the Gibbs free energy of mixing would
Took 1ike Fig. 4.1b. The point where the spinodal, and the binodal
touch is an important point because this is the point where, going

up in temperature, one would first observe phase separation. This
point is called the consolute,or critical point, or the point of
incipient phase separation. It occurs when the minimum, inflection

point, and maximum in the chemical potential all merge into one

point. Hence the .conditions for incipient phase separation are
(3“1/3C)T,P =0 . (4.23)
2 2 _
(3% /3C) 1 p = O

This point is of particular interest in experimental polymer solution

thermodynamics and will be used in the next section of this chapter.

4.4 Flory-Huggins Theory

It is convenient to conceptualize the mixing of polymers and
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metastable region (nucleation and
growth of the concentrated phase)
unstable region (spinodal decomposition)

‘////// té//i}ability boundary (spinodal)

metastable region
(nucleation and growth of

the dilute phase)

two-phase boundary (binodal)

C')w

\

Fig. 4.9 Phase diagram for binary system, showing
separation mechanisms and their relation-

ship to the chemical potential.
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solvents as taking place in a lattice of solvent sized units.
Polymers are represented on this lattice as connected segments, each
segment equal in size to a solvent molecule. Fig. 4.10 shows the
segments of a chain polymer molecule located in a liquid lattice.
Inherent to this model is the assumption that the polymer is flexible
enough to conform to this lattice arrangement, also, since the
lattice units are of the same size before and after mixing, there is
no change in volume upon mixing, AVM = 0.

The mixing of polymers and solvents, then consists of arrang-
ing the polymers on the liquid Tattice. By keeping track of the
different possible arrangements, and using Boltzmann's equation and
Stirling's approximation, Paul J. Flory [4-11], and at about the
same time, Maurice L. Huggins, [4-12, 13, 14] were able to calculate
the combinatorial entropy of mixing for polymer-solvent systems.

For a single polymer (monodisperse molecular weight) and solvent

the resulting expression is

AS -k [n]zncp] +n22n¢2] (4.24)

comb

where ny and n, are the numbers of solvent and polymer molecules,
2n is the natural logarithm and 9 and %0 are the volume fractions. That
is

% nFxm

xn2
Y27 W F g, (4.25)
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Fig. 4.10

connected solvent-sized segments

on a liquid Tattice.



- 90 -
and x is the number of solvent sized polymer segments, i.e. the ratio
of molar volumes,

_ Maley

X = g (4.26)
Mi/eq

M = molecular wt., p = molecular density.

Equation (4.24) can be extended to the case of a broad mole-
cular weight polymer by adding new contributions for each species
or molecular weight. For convenience most of the arguments presented
here will be for the monodisperse case. The more general case will
be dealt with later in Chapter 5. The enthalpy and the noncombina-
torial entropy terms can be handled in a similar manner once it is
recognized that they both depend on interactions with nearest neigh-

bors. AHy can be written as [4-8]
AHy = AWyoPyy) (4.27)

where w = bond energy between nearest neighbors, P12 = the number of

unlike pairs, and

= 1
AWyy = Wip = 3 (w]]+w22). (4.28)
This is the energy to break pairs of polymer-polymer bonds and
solvent-solvent bonds subtracted from the energy to form polymer-

solvent bonds, put into stoichiometric form.
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In a similar fashion the noncombinational entropy depends on

its specific interaction with its neighbors and can be written as

[4-8]
AS, . = BSqoP1p (4.29)

where As,, can be expressed in a form similar to equation (4.28).

To determine Py2s let z be the number of first neighbors; z is called
the lattice coordination number. For a cubic lattice as shown in
Fig. 4.10, z = 6, however other lattices are possible and in general
it is expected that 6 < z < 12 [4-8, p. 4997. If x is the number of
solvent sized segments in a polymer, then the number of contacts

per polymer molecule can be approximated as zx, where
zx = (z-2)x + 2

Since there are n, polymer molecules, then there is a total of zxn,
first neighbors with the polymer. Some of these will be solvent
molecules, and some will be polymer segments. For reasonably con-
centrated solutions, and in the absence of strong preferential
attractions the probability that any particular site is a solvent

molecule can be estimated by ¢], the volume fraction of solvent.

Then

Py = ZXNphy = 20, (4.30)
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Equations (4.27), (4.29) and (4.30) can now be combined into a
single contribution to the Gibbs free energy of mixing. This is

conventionally written as

AHy - TAS . = kTgn, o, (4.31)

M

where

g = z0gy,/KT (4.32)

and Ag]2 = AWy, - TAS12. g is called the interaction parameter
(written as X1 by Flory) and it represents the interaction free
energy per solvent molecule divided by kT. The final expression
of the Flory-Huggins theory, for the Gibbs free energy of mixing
can be obtained by combining equations (4.24) and (4.31). This

gives
AGy = kT[n]2n¢] +n, ¢, + gny ¢2] (4.33)
Alternatively, this can be written as the Gibbs free energy per
mole of lattice sites AGM , where there are N = N + xn, lattice
. - 1
sites, and N/Nyyo moles, (NAVO = Avogadro's number) then

AGM = RT[q)],Q,nd)] + d)zx']lnqnz + g¢]¢2] (4.34)

These expressions are of considerable use because they show the
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concentration dependence explicitly. This allows us then to derive
a number of important relationships including the chemical poten-
tial, the osmotic and vapor pressures, the conditions for incipient
phase separations, and the spinodal. Consequently, the unknown g can
be determined in a number of ways.

Equation (4.34) is particularly insightful for evaluating the
effect of polymer chain Tength on the entropy of mixing. For mix-
tures of similar sized small molecules x = 1, however for long
chain molecules x can be large, perhaps 103. In effect then, the
connectivity of the polymer molecule greatly reduces the number of
possible mixed states, as compared to small molecules, and conse-
quently greatly reduces the entropy of mixing. Since dissolution of
polymers is usually an entropy driven process, this explains why it
characteristically takes so long

Differentiation of (4.33) with respect to Nys and multi-
plication by Avogadro's number NAVO yields the chemical potential

per mole of the solvent,
- 1S = RT[n(1-0,) + (1-T)o, + 2] (4.35)
b By 2 x’% T 9% .

where u; = the chemical potential of the pure solvent. This same

relationship can be derived from equation (4.34) by using

) aAGM
Mt = AGM + d)2 T"‘]— (4.36)
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In a similar manner the chemical potential of the polymer may be

obtained from (4.33) or (4.34) as

by = 85 = RT[EN0, = (x-1)(1-8,) + gx(1-6,)°] (4.37)
Equation (4.36) can be used to derive the vapor pressure of the
solvent, and the osmotic pressure. To the extent that the vapor
may be regarded as an ideal gas, the vapor pressure of the soclvent
py» compared to its pure state pj, is given by [4-8],

u1-u§
RT

n El = = n(1-9,) + (]-J-)¢ + ¢2 (4.38)
2 x /%2 7 9% .

8

and similarly, in as much as the solvent is incompressible, the

osmotic pressure m is
_ _RT 1 2
V]_ [9'"(]"¢2) + (1";(‘)(192 + 9¢2] (4.39)

where Yy is the molar volume of the solvent.

Using the osmotic pressure measurement mentioned in Chapter
3, m = .07 atm at T = 20°C, for a 12.3% wt. solution of PBD in
hexane, we can now determine the interaction parameter g,andAGM
which would be the minimum thermodynamic energy necessary for separa-
tion. The various constants are, Py = .66 and Py =.92, so ¢] = .909

. 10%7.92 _ 834

and ¢2 = ,091, V-l = 86/.66 = 130.3 and x = 86/ .66 Now

employing equation (4.39) yields g = .502. Substitution into
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equation (4.34) gives AGM = =113 J/mole, or

AGM(20°C) = -4.3 BTU/1b-rubber

At the reactor temperature of 120°C, g will be estimated in Chapter

7 to be .525, this yields
AGM(]20°C) = -5.5 BTU/1b-rubber

So the minimum energy necessary to separate hexane and polybuta-
diene is about 5 BTU/1b-rubber. This is three orders of magnitude
less than present commercial separation processes.

The real purpose of deriving the Flory-Huggins expression for
the Gibbs free energy of mixing is to gain insight into the phase
separation process. To do this we will apply the conditions for
incipient phase separation, equations (4.23), to equation (4.35),
these yield the critical volume fraction ¢2c’ and the critical value

of the interaction parameter 9%:

1
= 4.40
¢2c 1 x X% ( )
21,1
gC - §'+ ;i (4.41)
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Equation (4.40) tells us that the critical composition will occur

at a very low volume fraction, for x = 834, ¢2c = .03. Furthermore,
we can now see that the asymmetric nature of polymer solvent phase
diagrams is directly related to the dissimilarity in molecular sizes.
For mixtures of similar sized small molecules x = 1 and ooc = %

and we might expect a symmetrical phase diagram.

Equation (4.41) tells us that there is a critical value of
the interaction parameter g that will cause phase sepa ation. Smaller
values of g, g < 9cs represent weaker interactions which can be
overcome by the combinatorial entropy term, so separation does not
occur. Only when g > g. will separation occur. To explain phase
separation behavior then, it becomes very important to determine

the temperature dependence of g. Recall that
g = f%-LAw]z -TAS]Z] . (4.42)

As a first approximation Flory assumed that Aw]2 and As12

were roughly independent of termperature, and so g could be approxi-

mated by [4-8]

g = %— + B . (4.43)

where A, and B were molecular constants independent of temperature
and concentration, and A > 0 for dispersion forces. This simple
function has gained fairly wide acceptance because it agrees well

with the solubility parameter approach which gives [4-15]
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Y 2
g = (6, - 8,)% +8 (4.44)

(see equation 4.5, V] is the molar volume of the solvent).

The success of this approach is that it correctly predicts
the Tow temperature phase separation phenomenon. That is, as the
temperature is Towered, g becomes increasingly large until at

some critical temperature Tc
=— + B = 9c (4.45)

the critical interaction parameter is obtained, and incipient phase
separation occurs. Furthermore, since 9c is a function of molecular
weight (equation 4.41), the Flory-Huggins Theory correctly predicts
that high molecular wt. species, which have a lower critical value
9> will come out of solution before lower molecular wt. polymers.
This is shown in Fig. 4.11. These curves are labeled as the cloud
point curves, because upon phase separation fhe solution be~omes
cloudy. For simple binary solutions of a polymer of one molecular
weight in a solvent, the cloud point curve and the binodal are the
same, and in effect are synonymous with the phase diagram. For
broad molecular wt. polymers the situation is not so simple. This
case is discussed in Chapter 5. Note also in Fig. 4.11 that the
critical concentration shifts away from the T axis with decreasing

molecular wt. as predicted by equation (4.40).
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%7

Fig. 4.11  Cloud point curves for solutions of the
same polymer, but different molecular
weights M] > M2 > M3.



- 99 -

The great drawback of the approximation (4.43) is that it fails
to predict the high temperature phase transitions. To do this,
the more recent free volume theories are needed [4-3, 5, 15]. Before
getting into these rather complicated theories, however, a farily
simple approach can be used to make a slightly more sophisticated
approximation of the temperature dependence of g [4-16].

The temperature dependencies of enthalpy and entropy of mixing

can be related to the heat capacity ACp by

9AH _
s ACp (4.46)
and
AC
S _ _p
3T T (4.47)

Since for many liquids the temperature function of Cp is approxi-

mately linear, it is reasonable to assume that
T) (4.48)

Since the combinatorial entropy is not strictly a temperature func-
tion, and assuming a concentration dependence for ACp similar to

AHy and &S (equation 4.34) we can integrate equations (4.46),

M
(4.47) with (4.48) and subsitute into (4.42). This yields the

following approximation [4-16]
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%
g=gytrtgl+g,anT (4.49)

The fourth term in equation (4.49) is not very sensitive to varia-
tions in T and for this discussion can be ignored. This yields a
temperature dependence more in keeping with physical observations
of polymer solutions and one which conforms, within certain approxi-
mations, to the results of the free volume theories [4-17, 18]
9%
g=g;t v *tg,T (4.50)

Now for 93> 0 it is apparent that at sufficiently high temperatures
g will dincrease monotonically and it will be possible to exceed 9e
and cause phase separation.

In general g behaves as the curve shown in Fig. 4.12 [4-3].
It is therefore possible to exceed g on heating or cooling. In
both cases higher molecular weight polymers will have lower critical

interaction parameters. In the limit for infinite molecular wt.

Additional topics which can be developed from the Flory-Huggins
Theory will be discussed in other chapters. The effect of a broad
molecular wt. distribution, and the determination of the spinodal

will be discussed in Chapter 5 and Chapter 7 respectively.

4.5 Limitations of the Flory-Huggins Theory
The Flory-Huggins theory represents a significant improvement

over previous mixing theories for polymer-solvent solutions. In
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Fig. 4.12 Variation of the interation
parameter g as a function of
temperature T.
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particular, the combinatorial entropy term has had good success in
explaining qualitative results, as well as providing insight into
the polymer dissolution process [4-19, 20]. The interaction param-
eter however, has been less successful. Flory himself [4-8] showed
that in some cases g will depend on concentration. This, of course,
is contrary to its development. Further studies verified Flory's
original suspicion, that the concentration dependence is most
noticeable for polar systems [4-20, 21]. These same studies go on
to say, and fortunately for us, that for nonpolar systems, g is vir-
tually independent of concentration. In as much as hexane and
polybutadiene are markedly nonpolar it is quite justifiable then
for us to assume that the interaction parameter for our system is
concentration independent.

The greatest weakness of the Flory-Huggins theory however,
has been its inability to predict the high temperature phase trans-
jtion. This is the problem we have already addressed by patching
up the temperature dependence of the interaction term. The problem,
however, runs deeper than this because the origin of the high
temperature phase separation can be directly related to the free
volume difference between the polymer and the solvent and the
subsequent change in volume upon mixing. That is AVM # 0. This
directly violates one of Flory's original implicit assumptions.
Fortunately though, the volume change is sufficiently small so as
not to significantly change the combinatorial entropy term as

developed by Flory and Huggins. Consequently, while the development
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is formidable, the end results of the newer free volume theories
are similar to our previous equation for the temperature dependence
of g, i.e. equation (4.50). And in essence, we may apply the
results of the Flory-Huggins theory to our system with little
apology. We must, however, keep in mind that the nature of the
interaction termis decidedly complex, and contains many subtleties
not expressed in equation (4.5). See Appendix B for a brief

discussion of the free volume theories.
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CHAPTER 5
EQUILIBRIUM THERMODYNAMIC DATA FOR HEXANE AND POLYBUTADIENE

The feasibility of the proposed Low Energy Separation Scenario
depends upon the details of the phase diagram for the hexane and
polybutadiene solution we are considering. Of considerable interest
is the question, to what extent can the solution be concentrated
when heated above the high temperature phase transition. Further-
more it is important to point out how material variations might
affect the phase diagram, so that proper monitoring and control
procedures can be employed. These problems will be addressed in this
chapter. Also considered here is the effect of pressure on the
phase diagram. Varying pressure provides a convenient and rapid way
to enter certain regions of the phase diagram. This idea will be
exploited later in our discussion of spinodal decomposition and

gravity settlement given in Chapters 6 and 7.

5.1 Quasi-binary Solutions

A1l previous discussions of the phase diagram for polymer-
solvent solutions have been for strictly binary systems. Solutions
that contain mixed solvents or broad molecular weight polymers are
not strictly binary. Our system of hexane and polybutadiene contains
both a mixed solvent, and a broad molecular weight polymer. The
solvent is actually a mixture of isomers of hexane (predominantly
n-hexane), and the polymer spans at least two orders of magnitude in

4

molecular weight (from 10" to 106) with a number average value of
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about 105. The actual solvent mix, and the various molecular weight
parameters were given in Chapter 2.

Theoretically, the solvent mix can be handled in a fairly
straightforward way. Provided the solvents are similar in size
and structure, as they are for our case, they can be considered as
a single solvent possessing certain average characteristics. This
is because their contribution to the Gibbs free energy of mixing
enters primarily through the interaction parameter g. Consequently
as we shall see,the details of the solvent mix can raise or lower
the phase diagram, but for small variations in composition they will
not significantly change the shape or nature of the diagram.

The situation for a broad molecular weight polymer is quite
different from that of a mixed solvent. This is because each
molecular weight constitutes a new polymer species. Because these
species are all similar chemically, it is not expected that the
interaction parameter will change significantly, but their differ-
ences in chain length will make new contributions to the combinator-
jal entropy of mixing term. To introduce this concept, it is conven-
jent to use a slightly different notation from that given in
Chapter 4. Llet ¢0 be the volume fraction of solvent, and ¢i will
be the volume fraction of polymer species i. The total volume
fraction of polymer is then ¢ = Z¢i’ summed over all polymer species.
Also x; now replaces x as the number of solvent sized polymer seg-
ments in species i. With this notation, a more general expression

for the Gibbs free energy of mixing can be written for, what



- 108 -

Koningsveld calls a quasi-binary mixture of a solvent, and a poly-

disperse homopolymer [5-1,2]. This is
= _ -1
AGy = RT[¢ORn¢O + Igix; ng. + gd)ocb]. (5.1)

The polydispersity enters in the second term, as a series of new
entropy contributions. If g is strictly independent of concentra-
tion and molecular weight it will not be changed. This new
contribution will change the location (somewhat) and, more impor-

tantly, the nature and shape of the phase diagram as we shall see.

5.2 Cioud Point Curves

Polymer-solvent solutions become cloudy upon phase separation
due to light scattering from the interfaces of the two phases.
This phenomenon is so marked that it can be easily observed with
the unaided eye. When these “cloud points" are obtained for
various concentrations and plotted versus temperature, the result

is called a cloud point curve (c.p.c.)*

*Tt 1s not a straight forward procedure to relate the Gibbs free
energy of mixing to the cloud point curves [5-1]. In general,

the molecular weight distribution must be known in detail, and

of course, the temperature and concentration dependences of the
interaction parameter g must be known. With these dependencies
measured, an iterative procedure can then be used to establish
the cloud point curve. This has been done by others with mixed
success [5-2,3]. A more practical approach here is to rely on
measured data. The results in this chapter then, are based pri-
marily on experimental data supplemented by occasional heuristic
arguments. In later chapters, it will be useful to work backwards,
and use certain data in this chapter to determine the parameters in

the Gibbs free energy of mixing term.
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Cloud point curves for two different monodisperse samples
of polybutadiene are shown in Fig. 5.1. These were obtained by
heating a solution in an  apparatus as shown in Fig. 5.2 in a
silicone oil bath and slowly raising the temperature (Tess than
1°C/min). The temperature was determined by a thermocouple in
the solution to an accuracy of +1°C.  These solutions were made
up of a medium cis polybutadiene (45% cis, 55% trans.) in high
performance liquid chromatography (HPLC) grade n-hexane (96.2%
n-hexane). The polybutadiene samples were obtained from Goodyear,
and the molecular weights given in the figure are their advertised
values. These curves give the typical shapes, and molecular
weight dependencies as discussed in Chapter 4.

Similar cloud point curves for a wide variety of polymers and
solvents can be found in the literature. Two papers in particular
give c.p.c.'s for monodisperse samples of polybutadiene in hexane
[5-3,4]. These can not be compared directly with the data shown
in Fig. 5.1 because they are.for different molecular weights, and
for different conformations (100% cis).

In general then, most investigators deal only with narrow
molecular weight samples. If these solutions are heated above
the cloud point and separated, the resulting coexisting phases will
also fall on the cloud point curve. This was shown in Fig. 3.8 of
Chapter 3 and in Fig. 4.2b of Chapter 4. In these cases the cloud
point curve, and the coexistance curve are the same. As it turns

out, this behavior is markedly different for broad molecular weight

polymers.
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5.3 Polymers with Broad Molecular Weight Distributions

Broad molecular weight polymers have different cloud point
curves than narrow molecular weight polymers. The cloud point
curve for our high cis broad molecular weight polybutadiene sample
in the mixed hexane solvent is shown in Fig. 5.3 [5-5]. This curve
was also obtained by heating the sample in the special glass and
steel bomb shown in Fig. 5.2. The immediately obvious difference
between the curves in Figs. 5.1 and 5.3 is their shape. In general,
broad molecular weight polymers give straight line cioud point
curves.

Perhaps the simplest way to show this effect, is to simulate
a broad molecular weight sample by mixing 50:50 weight proportions
of the two polymers shown in Fig. 5.1, and determining the resulting
cloud point curve.* The resulting mixed polymer has a number
average molecular weight of 9.7 x 103, gnd its c.p.c. is shown
in Fig. 5.4, along with the two pure components. Remarkably, while
the new c.p.c. is in the approximate location one might expect
based on the number average molecular weight, its shape is very
different from the other two curves. In general, this straight
line behavior is exactly what one gets for a broad molecular weight
sample.

This result can be explained as follows. The curves in Fig.

5.4 are actually sections through a three-dimensional phase diagram

*This procedure was suggested and carried out by Charles Cangialose,
whose inquisitiveness added tremendously to this project.
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made up of polymers P] and P2, and solvent 0. A constant tempera-
ture section through this diagram would be plotted on a chart as
shown in Fig. 5.5. X is the mixture of P, and P2' When these
charts are assembled, the resulting 3-d phase diagram would look
as shown in Fig. 5.6. Here X has been displaced slightly towards
P] for convenience of representation. The curves in Fig. 5.4 then,
correspond to the sections T-O-P], T-0-X, and T-O-Pz. Conceptually
then, one can see how straight line curves such as those shown in
Figs. 5.3 and 5.4 can be obtained for mixed polymers. In fact,
many of the essential features of the broad molecular weight dia-
grams can be explained using a simple two polymer system.

If we represent our broad molecular weight sample by a system
of polymers P] and PZ’ where P] is of greater molecular weight,
then the T] constant temperature plane-through Fig. 5.6 would be
as shown in Fig. 5.7. The two-phase region is on the left because
polymer P] will tend to come out of solution first, and T] is below
the incipient phase separation temperature for P2. If we consider
a mixture of P] and PZ’ X, at initial concentration X2 it will
phase separate at T = T] into two solutions, one dilute Cé and one
concentrated CE. The lines joining these points are the familiar
tie lines. Their specific arrangement in Fig. 5.7 can be justified
using certain known results from fractionation studies [5-1].

The dilute phase, above X,, is known to have a higher portion of
low molecular weight polymer than the original solution therefore

it should be on the P2 side of X. Conversely, CE will have a higher
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Fig. 7 7 Constant temperature plane (T = T]) through three
dimensional phase diagram.
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portion of high molecular weight polymer P], therefore it should
lie below and to the right of X2. Now, if a different solution of
the same polymer X, at concentration X] is heated to T] it will
form Ci and C?. The arrangement of these points can also be jus-
tified based on the results of fractionation studies. If solutions
of X at concentrations C' or C" were heated to T], they would just
become cloudy. That is,T] is their cloud point temperature.

Now, all of these results can be projected on the T-0-X piane
as shown in Fig. 5.8. This shows that the coexistence curves do
not correspond to the cloud point curve, and that the location
of the coexistence curve depends upon concentration. This is a well
known result that has been discussed by Koningsveld in detail
[5-1]. For our broad molecular weight system, the coexistance
curves of 7.9% wt. and 12.3% wt. PBD in mixed hexane are shown in
Fig. 5.9. These were obtained by heating and centrifuging. The
details of this process are given in Appendix C.

For the purposes of determining the feasibility of our pro-
posed low energy separation scenario the coexistence curves are
essential. These curves now tell us what extent of concentrating
we can expect for a given temperature and original concentration.
Also of interest, is the amount of dilute and concentrated phases
the separation yields. The weight ratios can be obtained directly

from tie lines in Fig. 5.9. The volume ratios can be obtained

by adjusting the weight ratios as follows,
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BV=VT=TW' (5.2)

where V' and V" are the volumes of the dilute and concentrated
phases respectively, the W is for weight, and the v is for
specific volume. The specific volumes used were approximated

as
v = vR(C) + vs(]-C) (5.3)

where Vp is the specific volume of the rubber (about 1.087 %?-)
Vg is the specific volume of the solvent (which depends strongly
on temperature), and C is the weight fraction of polymer. Several
curves are given for Equation 5.3 along with some measured data

in Fig. 5.10. These curves ignore the temperature dependence of
Vps which is unimportant for low values of C. They also ignore
the volume change upon mixing, which for our present purposes,

is also a small effect [5-6].

Alternatively, BV can be determined directly, by heating,
centrifuging and reheating in a special glass walled test tube.
This procedure is also discussed in Appendix C. Data using both
methods are shown in Fig. 5.11. It is obvious that a fairly large
amount of dilute phase can be generated by heating above the cloud
point curve.

Before leaving the topic of the effect of the polymer on

the phase diagram, it should be mentioned that the polymer
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conformation will change the location of the cloud point curve.
This is shown in Fig. 5.12. These are the cloud point curves for
two monodisperse samples of very similar molecular weights but
differing in stereochemistry. The 200,000 M sample is about 55%
trans and 45% cis, while the 191,000 M sample is all cis [5-3].
The difference between the two cloud point curves, about 5°C, and
their order (cis comes out of solution before trans) agree will
the results of Cowie and McEwen [5-7]. In effect, this phenomenon
should not be a problem, however, because the stereochemistry of

solution polymerized polybutadiene is closely controlled.

5.4 Mixed Solvents

Mixed solvents are used in many industrial applications
because they require less refining than would be required to obtain
the pure components. As a consequence they are cheaper and more
readily available than the pure components. At the same time how-
ever, they will vary in the exact details of their composition
from batch to batch. For example, one supplier specifies its
commercial grade hexane only within the following limits:

TABLE 5.1

Suppliers Specifications for Commercial Grade Hexane

Component Per Cent
n-hexane 66 + 4
methyl cyclopentane (MCP) 18 + 6
3. methylpentane (3MP) 9 +2

2. methylpentane (2MP) and,
2,3 dimethylbutane (2,3DMB) 7+3
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Comparison of cis and trans conformations on cloud
point curves for PBD in n-hexane.
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Because of these possible variations, it is worthwhile then to
investigate the nature of these solvents with respect to polybuta-
diene.

The standard mixed solvent we are dealing with, falls within
the 1imits given in Table 5.1. The actual mix, as well as certain
important physical properties for the individual solvents are
given in Table 5.2.

These solvents can be roughly rank ordered by comparing their
solubility parameters, and their boiling points. At low tempera-
tures this difference between the solubility parameter of the
solvent and the solubility parameter of polybutadiene (62=8.6)
[5-9] will indicate the relative sizes of the enthalpy of mixing
contributions and consequently the solubility. Here smaller dif-
ferences indicate better solvents. At high temperatures we can
look at the boiling temperature because it correlates with the
solvent critical temperature. Since the high temperature phase
transition will always occur before the solvent's critical tempera-
ture (see Appendix B) higher boiling points (for our case), indicate
better solvents. It turns out that these two schemes give approx-
imately the same ranking, the only difference is between 2MP and
2,3DMB which is small and unimportant for our purpose. The rank
ordering, giving best solvents first, is shown in Table 5.3.

As shown, 2 MP and 2,3 DMB are quite poor solvents for PBD.
In fact, at room temperature, they will not dissolve the polymer.

The other three solvents are relatively good however, and MCP is
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TABLE 5.2
Solvent Properties

Solubility Parameters
Solvent Wt%Z Molecular Wt. Boiling Point (°C) &.(calc) 6.(1it.)

n-hexane 64.4 86.178 68.8° 7.21 7.24[5-8]
MCP 20.1 84.162 71.9° 7.89
3 MP 7.6 86.178 63.3° 7.18
3 MP & 4.9 86.178 60.3° 6.99
2,3 DMB 86.178 58.1° 7.01
TABLE 5.3

Rank Ordering of the Solvents in Commercial Grade Hexane

Solvent 81 - & Comment

MCP 1 good solvent
n-hexane 1.39 fair solvent
3 MP 1.42 fair solvent
Z MP 1.62 poor solvent

2,3 DMB 1.59 poor solvent
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quite good. These results are confirmed by high temperature cloud
point curves for MCP, n-hexane, and commercial grade hexane, shown
in Fig. 5.13. By comparing the cloud point curves for commercial
grade hexane, and n-hexane it is apparent that, the addition of
other C6 isomers to n-hexane significantly improves the solvent
quality of the resulting mixture. Since most of the additional com-
ponents are only as good or worse than n-hexane, the improved solvent
quality must be due to the addition of MCP. This is confirmed by
the very high cloud points for methyl cyclopentane. Obviously then,
this is one component that should be closely monitored between batchs

of solvent to ensure similar cloud point behavior.

5.5 Pressure Effects

A11 of our discussions concerning the details of the phase dia-
gram for polymer solvent systems to this point, have been for the
solution at its equilibrium vapor pressure. Lower equilibrium
pressures can not be maintained, of course, without altering the
original concentration of the solution. Higher equilibrium pres-
sures can be maintained, and in general will increase the solubility
of the two components. That is, pressures in excess of the vapor
pressure will tend to translate the cloud point curve associated
with the high temperature phase transition to higher and higher
temperatures. The effect of pressure on the lower temperature phase
transition is not so straight forward, and in magnitude is less

dramatic than the effect on the high temperature region [5-10].
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urthermore, since we are only interested here in the high temperature
region of the phase diagram, we will confine our comments to
this region.

At high temperatures, polymer solvent systems will phase
separate because of the large difference in free volumes between the
two components. This difference appears as a negative noncombina-
torial entropy effect which eventually overrides the combinatorial
entropy and causes phase separation. Applying pressure compresses
the solvent more than the polymer and reduces the free volume
difference, and hence, in effect raises the phase transition tem-
perature. This effect has been measured for many different systems
with remarkably similar results. In general the phase diagram
is pushed upward about %9C for every atmosphere of pressure applied
above the vapor pressure. Table 5.4 gives some results for
various polymer-solvent systems. The temperature-pressure increment
reported here is for the incipient phase separation point, which is
also (unfortunately) called the lower critical solution temperature
(LCST). This designation, which is popular in the Tliterature, is
used because the point lies at the bottom of a two phase region.
Contrary to intuition then, the LCST lies above the upper critical
solution temperature (UCST) which is associated with the Tower
temperature phase transition.

The effect of pressure on the cloud point curves for a
polystyrene-diethyl ether system [5-10] is also shown in Fig. 5.14.

The fact that pressure can be used to raise or lower the phase
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5.14 Effect of pressure on cloud point
curves for polystrene-diethyl ether [5-10].
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TABLE 5.4

The Effect of Pressure on the LCST
(dT/dP)LCST

System

Polyisobutylene
(PIB) - Butane

PIB - Pentane
PIB - Hexane

Polystyrene (PS)
- Methylacetate

PS - Methylacetate

PS - diethyl
ether

Polyethylene -
pentane

—

ro

.7x10
.7x10
.7x10

M

6
6
6

.37
.45
.61

.45
.48

.62

.59

°C/atm
°C/atm
PC/atm

°C/atm
°C/atm

°C/atm

°C/atm

Reference

[5-11]
[5-11]
[5-11]

[5-12]
[5-12]

[5-10]

[5-10]
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diagram will be used to advantage in Chapter 7 on spinodal decom-

position.
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CHAPTER 6
GRAVITY SETTLEMENT BEHAVIOR

One of the key problems associated with using the high tempera-
ture phase transition to remove hexane from polybutadiene is the
physical separation of the phases. After phase separation, which
takes place on a microscopic scale, and for original concentrations
around 12% wt. PBD (required for efficient reactor usage) gravity
settlement is very, very slow. In fact, even after five hours, less
than 10% of the potential settlement will take place. This is too
slow for any practical separation process. Accelerating this process
by centrifuging is possible, but to do so on a continuous basis is
made difficult by the high viscosity (105 to 10° c.p.) of the
concentrated phase. Some other method is needed.

This settlement problem was also noted by Anolick and Goffinet
[6-1] for the separation of ethylene-propylene rubbers. These
authors noted that, low mooney viscosity rubbers will settle more
cleanly. While this is true, it turns out that the gravity settle-
ment behavior of two phased polymer-solvent solutions is more

related to the phase separation mechanism, than it is to the vis-

cosity of the polymer.

6.1 Gravity Settlement Model

In order to draw some conclusions from the gravity settlement
data to be presented in this chapter, it will be extremely useful

to have some simple mathematical model for gravity settlement. The
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purpose of this model is to determine the relative importance of
various factors that can influence settlement. For convenience,
this model will be developed from the view point that the discontin-
uous phase is denser than the continuous phase. So small dense
particles will tend to fall to the bottom. In fact, with a minor
modification, this model will also be able to represent the opposite
case, when the less dense discontinuous phase rises to the top.

Taken individually, the dense particles can be considered
as solid particles provided their viscosity is sufficiently high to
prevent internal circulation. For example, if the particle is
one hundred times more viscous than the continuous medium the error
in this solid particle approximation is about 1% [6-2]. For our
case, the difference in viscosity between the concentrated and
dilute phases is always at least a factor of 100. (This error
approximation also applies if the phases are reversed. Now internal
circulation is a small effect compared to the motion of the viscous
continuous medium.) Furthermore, to within a factor of 2, we may
assume that the settling particles are spherical in shape.

Now, for very small particles, and therefore a very low
Reynolds Number (Re) we do not expect flow separation. Consequently,
gravity and viscous forces are the only ones acting on the particle.
Writing Newton's 2nd law, for an individual particle yields,

dzx

d
pVol ;;7 = (p-pc)gV01 - bmyu r a% (6.1)
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where Pe and 1, are the density and viscosity of the continuous phase,

Vol. = %—nr3 is the volume of a sphere of radium r, which has

2
density p, and g is gravity. At equilibrium g—%-= 0, and %%-= Vo »
dt

this is the well known Stoke's law terminal settling velocity, where

2
= 2 ghpr”
Vo = 9 e (6.2)

The time constant for equation (6.1) is

2
T = gp‘” (6.3)

:E_
This model is for individual spheres falling in Targe
containers. It ignores the fact that conservation of mass requires,
that as the dense particles fall down, the less dense continuous
phase must move up. This effect remains small until the volume frac-
tion of particles exceeds about .01. At this point the interparticle
distance is on the order of three particle diameters. When the
concentration of these particles of mixed sizes is such that col-
lisions and interactions become common, it will happen that the par-
ticles will tend to settle en masse. This process is known as
hindered settling. It is easy to observe experimentally because
there is a sharp border between the settling particles, and the
continuous phase they have left behind. Should a particle lag behind
the interface for some reason, it will catch up to the rest of
the particles because the hindered settling velocity is quite a bit

slower than the settling velocity for an individual particle.
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Consequently the phenomenon is stable.

Hindered settling, then, is not unlike flow through a porous
plug. This is easy to conceptualize, if for the moment, the par-
ticles are imagined stationary with the continuous phase flowing
through them. In fact, the hindered settling velocity correction
factor can be derived directly from the Carmen-Kozeny equation for
laminar flow of a fluid through a porous medium [6-2]. The hinder-

ed settling velocity is [6-2, 3]

3
(1-0) (6.4)

where Vo is given by equation (6.2) and o is the volume fraction
of particles in the continuous phase. The factor of 10 is an
empirical constant.

Two examples of hindered settlement are shown in Fig. 6.1a,
and b. These show two extreme cases. In Fig. 6.1a the particles
stoically settle on the bottom of the tube without warning their
upstairs neighbors about what is to come. As a consequence, the
concentration of settling particles remains fixed, o = constant,
and equation (6.4) can be integrated directly to obtain a linear
relationship between interface distance x and time t. In reality
the act of the particles meeting the bottom of the container is
likely to cause a disturbance that will be propagated back to the
interface at x. This may cause concentration inhomogeneities to prop-

agate back and forth between the two interfaces [6-4]. The most
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Fig. 6.1a Case I, Tower bound hindered settlement.

Fig. 6.1b Case II, upper bound hindered settlement.
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extreme case of this phenomenon is shown in Fig. 6.1b. Here the

entire disturbance is propagated back in an average form. Now the
concentration of settling particles is constantly growing. This
leads to much longer settlement times than for case I in Fig. 6.1a.
To obtain a mathematical expression for this case requires inte-
grating equation 6.4 with variable o. This is most conveniently

done by changing variables. Let

_x' - x
B - xn (6-5)

where x' and x" are shown in Fig. 6.1. B is then a nondimensional
distance that starts at some value that indicates the amount of
potential settlement, and ends at zero. For a constant cross sec-
tional area containerA,B also represents a volume ratio. For
example, at t = 0, x = 0, and

B(t=0) = Xah = i (6.6)

<<

<<

where V' is the volume of the dilute phase, and V" is the volume

of the concentrated phase, so B(x=0) is the same as By defined in
Chapter 5. At times greater than zero, B represents the volume
ratio for the remaining two phase fluid below the x interface. For
B = 0, only the dense phase Ties below x. So B may be thought of

as a dimensionless distance variable, or as an average concentration

variable, for case II. As a consequence, o can be related toBby
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noting that

e (6.7)
Recasting equation (6.4) in terms of 8, yields
d8 i(]ﬁv) ._ﬁ_ (6.8)

where £ = x' + x" gives the scale of the separation device, and
By = B(t=0) = constant.

We can now integrate equation (6.8) to obtain the time
history of 8. For case I, shown in Fig. 6.1a, B is replaced by Bv
on the right hand side of the equation, with the result,

(By+1)
£=10 0" V" (g p) (6.9)
3 v
0 Bv
This gives the linear relationship between time t, and 8. In this
case B is a dimensionless distance variable, when B = 0, settlement

is complete. This will occur in time t*, where

(8,*1)
10,2V

t* = V— ——T (6.10)
0 Bv
For case II, integration of equation (6.8) yields
t= e 7 s P Ya R B PR N IR
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Now, infinite time is needed for complete settlement. For
many of the cases we are interested in, Bv is between 1 and 4. Fig.
6.2 compares equations 6.9, and 6.11 for Bv = 2. Real situations
will Tie between the bounds given by cases I and II. Measured
cases for hexane and polybutadiene, lock more like case II.

Equation (6.11) does predict a certain settlement time depen-
dence on the volume ratio By - That is, settlement should be more

rapid for large BV. This is shown in Fig. 6.3. The cross-over phe-

nomenon Shown in the figure is an artifact of the way B is scaled.

6.2 Gravity Settlement Observations

Gravity settlement data were obtained by heating hexane and
polybutadiene samples in a special stainless steel and glass test
tube immersed in a silicone oil bath as shown in Fig. 6.4. Markings
on the side of the tube housing allowed measurement of the settlement
distance x. The temperature of the solution was measured by a thermo-
couple in a thin well (diameter = .166cm) at the bottom of the tube.
The inside dimensions of the glass tube are; length = 7.5 cm, and
diameter = .83 cm. Note that the solution in Fig. 6.4 has separated
a small distance, and the vapor-dilute phase, and dilute phase-mixed
phase interfaces are clearly visible.

In general, it was difficult to obtain settlement data that
conformed exactly to the requirements of the simple mathematical
models that were just developed. The major reason for this is related

to the heating time. For rather dilute solutions (C0 = ,079), heating
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Fig. 6.2 Comparison of Case I and Case II type hindered
settling.
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Fig. 6.3

Comparison of settling times for different
initial values of B.
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Fig. 6.4 Thick walled glass tube in stainless steel

housing used for gravity settlement observa-
tions. Note partial settlement at cross bar
location.
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too rapidly caused thermal gradients and instabilities that lead to
what looked like "turbulent" settlement. Heating too slowly
however, while producing "orderly" settlement, caused some gravity
settlement to occur before the desired equilibrium temperature was
obtained. Examples of these two cases are shown in the series of
photographs in Figs. 6.5 and 6.6. The first figure shows orderly
settlement for a 7.9% wt. PBD solution heated only a small amount
above the cloud point. Fig. 6.6 shows the same solution heated more
rapidly, and to a higher temperature, resulting in unstable settle-
ment. This instability problem was not encountered at higher concen-
trations (C0 = ,123), but then neither was gravity settlement. To
avoid the unstable settlement case, samples were heated slowly and
the temperature hiscories were reported with the settlement data.
For our purpose, which is to make an order of magnitude estimate
concerning the structure of the two phased medium, this procedure
turns out to be adequate. Data for the orderly settlement of a 7.9%
wt. PBD solution are shown in Fig. 6.7, along with the temperature
history of the sample. The solid circle points shown in this
figure are scaled using the final equilibrium values for x' and x".
Therefore, the curve they yield indicates the motion of the inter-
face x as a function of time. In reality, the actual values of x'
and x" varied somewhat due to the temperature variations in the
early part of the experiment. The actual values of x' and x" can be
ascertained by comparing the temperature in Fig. 6.7 with the value
of BV(BV=x’/x" for a constant cross-sectional container) given in

Fig. 5.11. After two minutes the actual BV value is 83% of



T = 121°C (cloud point)
t=20

T = 124°C

t = 10 min.

T = 125°C

t =17 min.

Fig. 6.5 Orderly gravity settlement of 7.9% wt.
PBD solution.



T = 142°C
t =1 min.
T =163°C
t = 4 min.
T = 165°C
t = 34 min.

Fig. 6.6 Unstable gravity settlement of 7.9% wt.
PBD solution '
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Fig. 6.7 Gravity settlement and temperature history for 7.9%
Wt. PBD solution.
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equilibrium value, and after four minutes the two are essentially
the same.

A comparison of the upper bound model and the data in Fig.
6.7 can be done directly, once it is recognized that the "real"
settlement curve, would start at g = 1.32, t = 0, and decay in a
fashion so it could just meet, but never exceed, the solid data
points. By "real" curve is meant, the curve that would be obtained
if the sample could be instantaneously and uniformly heated to its
equilibrium value. The Tower bound to this data is much more dif-
ficult to set since it depends on an initial slope, which is
completely obscured by the temperature variation. Therefore no
estimate of the lower bound is made.

Two different plots of equation (6.11) are compared with the
settlement data in Fig. 6.8. One is an upper bound curve (é?-= 4nﬁrf5
and the other is a best fit through g8 = 1.32, t = 0, (%§-= 8nﬁn—1).
Using these curves, equation (6.2) now allows us to make an order of
magnitude estimate of the particle size (d=2r). This is of interest
because two possibilities exist. We could be seeing bubbles (or
droplets) of the dilute phase rising to the top, denoted as C'/C"
(i.e. the dilute phase C' surrounded by the concentrated phase c"y,
or it may be that the concentrated phase is falling as particles to
the bottom, denoted as C"/C'.* In fact, it turns out that it is the

latter that is taking place. The details of the calculation are

*This calculation is made because it was impossible to observe, even
with a Tow powered microscope, the nature of the two-phased struc-
ture during gravity settlement.
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Fig. 6.8 Comparison of upper bound settlement model with
data.
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given in Table 6.1. Immediately, we see that the particle sizes for the
C'/C" case are too large, in fact, they exceed the inside diameter
of the settlement device (.83 cm). The particle sizes for the
other case however, i.e. C'/C" are quite plausible.

This result is,in a way, surprising, since it was stated
earlier in Chapter 4, that thermodynamics arguments say, for tempera-
tures just above the cloud point, and for concentrations greater than
the critical one, that phase separation is by nucleation and growth
of the dilute phase. This can be easily confirmed at higher con-
centrations. For example, if a 12.3% wt. PBD solution is heated and
observed under a microscope, the two phased C'/C" structure can be
clearly seen. This is shown in Fig. 6.9 (the hot stage set up), Figs.
6.10, 6.11, 6.12, 6.13, 6.14, and finally in Fig. 6.15. These show
the sequence of nucleation and growth, with the final bubble struc-
ture. The structure shown in Fig. 6.15 can not be C"/C' since it
would rapidly settle due to gravity (i.e., in all photographs

gravity acts from the top to the bottom of the page).

This is further confirmed by comparing the gravity settlement be-
havior of the two concentrations, shown in Fig. 6.16, (the small amount
of settlement for C0 = ,123 is in fact what was shown in the photograph
in Fig. 6.1. This small amount of settlement will essentially remain
unchanged for hours.) If the two curves in Fig. 6.16 were for similar
stfuctures and roughly similar particle sizes, we would expect them
to 1ook more 1ike the model results shown in Fig. 6.3. These two
solutions then, apparently have very different two-phased structures.

In one case (Co = 1.23), we clearly have C'/C". In the other case
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TABLE 6.1

Calculation of Particle Sizes for
Two Different Phase Arrangements

Parameters:

T 2130°C, C, = .079

C'= .03, C"= .14 (from Fig. 5.9)
Ap = .065 g/cm3

u(C') = .18 g/cmS

u(C") = 90 g/cmS

g = 5 cm 2
g = 980.7 cm/S
Results:
Cu/cl C'/C"
v
L -4 min”! d= .08 cm d=3.0cm
Yo -1
T ° 8 min d=.12 cm d =4.20 cm
T = .01 sec T = .02 sec
R = .5 R = .01
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Fia. 6.9 Hot stave set-up. Microscope with camera
attachment, top. Pump, heater, oil beaker
and hot stage, bottom.
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T = 132°C (before cloud
t=0 point)

T = 136°C (after cloud
t = 4 min. point)

T = 141°C

t = 11 min.

Fig. 6.10 Nucleation and qrowth sequence, diameter
of thermocouple wire = 0.3 mm.
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T = 143°C
t = 13 min.
T = 148°C
t = 23 min.
T = 151°C
t = 28 min.

Fig. 6.11 Nucleation and growth sequence diameter
of thermocouple wire = 0.3 mm.



T = 152°C

t = 45% min
T = 152°C

t = 46 min.
T = 152°C

t = 46% min.

Fig. 6.12 Nucleation and growth sequence, diameter
of thermocouple wire = 0.3 mm.
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T = 149°C

t = 53 min.

T = 150°C

t = 58 min.

T = 151°C

t =1 hr. 4 nin.

Fig. 6.13 Nucleation and growth sequence, diameter
of thermocouple wire = 0.3 mm.
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T = 149°C
t =1 hr. 16 min.
T = 147°C
t =1 hr. 18 min.
T = 144°C
t =1 hr. 20 min.

Fig. 6.14 Nucleation and growth sequence, diameter
of thermocouple wire = 0.3 mm.
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T = 143°C t =1 hr. 30 min.

Fig. 6.15 Resulting two phase structure after nucleation
and growth of the dilute phase. Typical bubble
diameter 0.2 to 0.3 mm, largest bubble diameter

0.7 mm.
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Figure 6.16 Comparison of gravity settlement for two different
concentrations, and temperature history for CO = .123.
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(C0 = .079) we have C"/C'. The dramatic difference in the settlement
behavior of these two structures is due to the difference in viscosity
between the dilute and concentrated phases. Viscosity data for
polybutadiene in hexane are shown in Fig. 6.17. This curve can be
extended down to pure hexane which has a viscosity of about 0.01 c.p.
The difference in viscosity between the dilute and concentrated
phases then can easily be three or four orders of magnitude. Conse-
quently, the same order of magnitude difference can be expected for
the settlement times.

The difference in structure is probably due to passing through
the nucleation and growth regime and into the spinodal decomposition
regime for the 7.9% wt. sample. In this case, it is likely that the
spinodal 1ies only a few degrees above the cloud point curve. For
the more concentrated solution (12.3% wt.) on the other hand, it is
likely that the spinodal lies a considerable distance, perhaps 20°C,
above the cloud point curve. In this case it is difficult to prevent
extensive nucleation and growth of the dilute phase before entering
the spinodal region. In fact, even when very thin samples (1 mm)
were rapidly heated, no appreciable settlement was observed at this
concentration.

Some indication that rapid heating does influence the
gravity settlement behavior however, is shown in Fig. 6.18. Here
thin samples of 12.3% Wt. PBD were rapidly heated in a glass and
copper apparatus similar to the one used for the cloud point deter-
mination. Very rapid heating produced some noticeable separation,

while for the slower heating cases, no separation was observed even
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Fig. 6.17

Viscosity of polybutadiene in hexane at 24°C.
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Fig. 6.18 Separation behavior of polybutadiene in hexane
solution (12.3% Wt.).
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after 11 minutes.

The crux of the gravity settlement issue then, is to obtain
a favorable arrangement of the two phases. This is made difficult
for concentrations greater than the critical one (about C = .04
for our case) because the dilute phase tends to nucleate. If the
nucleation and growth regime can be passed through rapidly though,
there is some hope that the spinodal structure will allow gravity
settlement. In this case a fairly continuous path for the dilute
phase can be formed, allowing it to drain while the viscous material
can collapse to the bottom. Furthermore, since there is no energy
barrier to spinodal decomposition as there is for nucleation and
growth we may expect fairly rapid kinetics for this process.

The problem of inducing gravity settlement then, boils down
to one of figuring out how to rapidly enfer into the spinodal decom-
position regime. This can be done by taking advantage of the pres-
sure effect discussed in Chapter 5. The idea now is not to heat
rapidly, which is hopeless anyhow, but to pressurize, heat, and then
rapidly drop the pressure. This means one would essentially raise
the phase diagram above a target temperature, heat to that tempera-
ture, and then rapidly drop the phase diagram so that the target
temperature now lies in the spinodal decomposition regime. This
idea which is shown schematically in Fig. 6.19, is presented in the

next chapter, along with an estimate of the location of the spinodal.



Fig. 6.19a Rapid heating into the spinodal
decomposition regime.

Fig. 6.19b Rapid pressure drop into the spinodal
decomposition regime.
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CHAPTER 7
SPINODAL DECOMPOSITION

While spinodal decomposition 1is a well known phenomenon to
metaﬂu}gists, it only recently has been discussed by polymer scien-
tists [7-1,2,3,4]. The reason for this is related to the relatively
high thermal conductivity of metals. This allows rapid entry into
the spinodal regime, and then rapid freezing of the spinodal pattern
for later observation. The characteristically low thermal conductiv-
ity of polymer-solvent solutions on the other hand, impedes easy
access to the spinodal regime. Spinodal decomposition has been
observed for only a very few polymer-solvent systems and then only
by the rapid heating or cooling of very thin samples (0.2 mm).
[7-2,3,4,]. The proposition that the spinodal regime can be entered
by dropping pressure, and that this might induce rapid gravity
settlement in a concentrated polymer solution is new.

In principle, spinodal decomposition may occur in any liquid-
1iquid phase separation. Gibbs [7-5] described the conditions for
unstable phase separation, and Cahn, [7-6] and Cahn and Hilliard [7-7]
described the early kinetics of spinodal decomposition, and the free
energy for a nonuniform system. Van Aartsen [7-8] later applied
Cahn's work to polymer solutions by using the Flory-Huggins expres-
sion for Gibbs free energy.

The essential features of spinodal decomposition were presented
in section 4.3 of Chapter 4 of this thesis. Basically, it is an

unstable phase separation phenomenon. It differs from nucleation and
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and growth in that the energy barrier associated with the formation
of a new interface no longer exists. This is because unstable phase
separation is by the propogation of concentration fluctuations.
In the early stages of spinodal decomposition all concentrations
between the yet-to-be-formed dilute and concentrated phases exist.
Therefore there is no sharp interface. In later stages, of course,
the boundaries become well defined. Cahn [7-6] showed that concentra-
tion fluctuations of one particuiar wave number propagate more
rapidly than others. This wave number defines the scale of the
resulting spinodal pattern. By using the work of van Aartsen [7-8],
Cahn [7-6], and Nishi, Wang and Kwei [7-2] it is possible to estimate
the characteristic length scale - for the spinodal pattern as

T -1/2
Ao = 2n2{3(TS- 1)} . (7.1)

2 is the range of molecular interaction estimated to be of order
< 52>]/2 (the root-mean-square radius of gyration of the polymer
chain), T is the temperature and TS is the spinpdal temperature.
Using an estimated value of 5203 for 2, and 150°C for TS (to be

discussed later) yield the foilowing results.

TABLE 7.1
Estimated Length Scale Am for PBD-hexane

Temperature A(um)
191° 3.9
155° 1.7
160° 1.2
165° 1.0

.9

170°
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This scale applies to the spinodal pattern shown in Fig. 4.7 of
Chapter 4. These numbers are consistent with other observations and
calculations [7-2,3,4,8] which give roughly the same size scale for
all polymer-solvent systems that have been observed so far. Of course,
the spinodal pattern is not stable to surface tension and gravity
forces which will alter th4s pattern in the later stages of separa-

tion.

7.1 Estimate of the Spinodal
The proposed pressure drop method requires some estimate of the
location of the spinodal for our polybutadiene-hexane system. This

can be done by applying the spinodal condition

32AG

M=o (7.2)

aC
to the Gibbs free energy of mixing expression for a broad molecular
weight polymer (equation 5.1). This has been done by Koningsveld
[7-9], with the remarkable result that under certain conditions
the spinodal depends only on the weight average molecular weight of
the polymer and not on the details of how the polymer is distributed.
The conditions are that the interaction parameter g is independent
of molecular weight and condentration, two conditions which we

have assumed earlier for our system. Koningsveld's result is

(spinodal) 29 = é}- + mJ¢] (7.3)
0
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where ¢0 and ¢] are the solvent and polymer volume fractions re-
spectively (¢o+¢] = 1) and m, is similar to x defined in equation
4.26,

l"iw/p.l

m, = A7, (7.4)

but now the weight averaged molecular weight Mw is specified.

The spinodal intersects the cloud point curve at the critical point,

. . _ 1
(critical point) ¢1,c = T_quﬂ;77ﬁ; (7.5)

where g takes on its critical value

(critical point) 29 =1+ ]; + —L-[1+m %] (7.6)
C m 2 mw Z
z
where _
/p
z'M]
m, = =—— (7.7)
z Mo/p0

is based on the z average molecular weight. Note that for a mono-
dispersesamplelqﬂ= m, = X and the original expressions derived in
Chapter 4 are obtained (equations 4.40 and 4.41).

Because of the three-dimensional nature of the phase diagram
for a broad molecular weight polymer, the critical point does not

correspond to the lowest point on the cloud point curve [7-9].
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Therefore, the spinodal-cloud point arrangement will be slightly
different than previously shown (Fig. 4.9) for a strictly binary
solution. The critical point, derived from equation (7.5) is at
¢],c = .032, this corresponds to a weight fraction of about .044.
Our problem now boils down to determining the temperature
dependence of g. This has been discussed in detail in Chapter 4
and Appendix B. There are three points that are readily available
for fitting these curves. One is the osmotic pressure measurement
discussed in Chapters 3 and 4 and the other two are the critical

points associated with the upper and lower temperature cloud points.

These points are listed below.

TABLE 7.2

Data Used to Estimate Temperature Dependence of g

Temperature Interaction Parameter g
112.5°C 521
20°C .502
-12°C .521

*
Using this data to fit equation (4.50) yields the following

estimate for the interaction parameter

-3
g=183 _ 692+ 1.875x10 T (7.8)

*Since equation (4.50) is of the form g = AL B + CT, the three
points in Table 7.2 can be used in a straight forward way to deter-

mine the constants A, B and C.
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where T is in °K. Using the first two points in Table 7.2 to fit

eq..tion (B.12) yields
g = 10)1/2 4 201(1-0)71/2 (7.9)

where 6= T/TC, and TC = 508°K is the vapor-liquid critical point
for hexane. These two curves along with other results are shown

in Fig. 7.1. Now inspection of Equation 7.3 for the spinodal

will show that the higher curve in Fig. 7.1 (equation 7.9) will
yield a lower spinodal in temperature-concentration space. To be
conservative then, Equation 7.8 will be used as an estimate of

the spinodal. This choice is partially justified by the other
curve in Fig. 7.1. The data points shown in the figure were obtained
from cloud point curves found in the literature for monodisperse
samples of cis polybutadiene in pure n-hexane [7-10]. Matching

the chemical potentials for the left and right branches of these
curves yields a value for g. Now if we assume that the spinodal

for the pure n-hexane curve is similar in its relationship to the
cloud point curve as the spinodal for the commercial grade

hexane curve, we may shift the data points shown in Fig. 7.1 by

the amount shown in Fig. 5.13. Where Fig. 5.13 showed us that

the cloud point curves for commercial grade hexane, and pure n-
hexane are very similar in shape but shifted by 27°C. This approx-
imation is probably not too bad since commercial grade hexane is 64%
pure n-hexane so the interaction parameters are likely to be

similar in nature. This shifted curve lies very close to equation (7.8).
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Fig. 7.1 Comparison of approximations to the interaction
parameter g.
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Using equations (7.8) and (7.3) and converting from volume frac-

tion to weight fraction allows us to estimate the spinodal. This is
shown in Fig. 7.2. The fact that the spinodal appears to drop
below the cloud point curve for very low values of C cannot be cor-
rect. Rather the spinodal should lie close to, or slightly above
the cloud point curve. This small error indicates the rough nature
of this approximation. On the other hand, the curve in Fig. 7.2
possesses all of the essential features of the spinodal. It touches
the cloud point curve at the critical point (C=.044) and then
gradually, and later muéh more rapidly rises, above the cloud
point curve for concentrations far removed from the critical one.
The Teft hand branch of the spinodal is of no interest for our pres-
ent discussion, but the right hand branch performs approximately
as expected. Indeed the nucleation and growth regime grows rapidly
for concentrations greater than about 8% wt. This curve can now
be used for comparison with the pressure drop experiments discussed

in the next section.

7.2  Pressure Drop Method

The proposed pressure drop method for entering the spinodal
decomposition regime is based upon our knowledge, that the high
temperature phase transition is due to the large free volume dif-
ference between a polymer and a solvent. That is, as temperature
is increased the solvent becomes much more expanded than the polymer.
This difference can be significantly lessened by applying pressure.

As discussed in Chapter 5, the phase diagram is pushed upward
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approximately 1/2°C for every atmosphere of pressure applied above
the vapor pressure. This approximation is true for almost every
polymer-solvent system that has been investigated to date.

Referring to Fig. 5.3, the cloud point for a 12.3% wt PBD
solution is about 133°C. From Fig. 7.2 on the other hand, it
appears that the spinodal for this concentration will occur at
about 148°C. For safe measure however, heating was carried out to
170°C. This requires an excess pressure Pex of 74 atmospheres or
about 1090 psi. It was found that this pressure could be obtained
at 170°C if the experimental vessel was charged to about 800 psi
while at room temperature. The vessel pressure, the estimated cloud
point boundary for a single concentration in temperature-pressure
space, and the vapor pressure of the solution are shown schematically
in Fig. 7.3. Heating samples along the vessel pressure curve then,
allowed us to avoid the high temperature phase transition. Once
the target temperature was reached, the pressure was dropped over
some time At, down to the approximate vapor pressure. By this means
then, the solution could be very rapidly located almost anywhere in
the phase diagram. A schematic of the pressure history during the
pressure drop is shown in Fig. 7.4.

These experiments were carried out in an apparatus as shown
in Fig. 7.5. Because of the high pressures involved, the solution
was contained in a stainless steel "bomb," so direct observations
could be made only after the experiment was complete. The rather

large volume of tubing allowed the hexane to evaporate and later
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condense and collect upon cooling, at the bottom of the tube.
A mass balance including the collected hexane, and the hexane lost
during the pressure drop aliowed the calculation of the resulting
concentrations.

In general it was found that very rapid pressure drops (on
the order of 1 sec.) were not necessary, and in fact were undesirable
because they blew rubber all over the inside of the pressure vessel.
More gradual pressure drops, on the order of 12 sec. or even 35 sec.
were adequate to induce substantial settlement. The gravity settle-
ment results are shown in Fig. 7.6. On the y axis is plotted the
difference between the observed concentrated phase Cobs" and the
original concentration Co,divided by the difference between the
equilibrium concentrated phase C" (given in Fig. 5.9) and Co‘ So
this number is zero for no separation, and one for complete separa-
tion. The fact that several points go beyond 1.0 reflect the
roughness of the mass balance correction. The trend exhibited by
the data however, is clear. For rapid pressure drops at tempera-
tures above about 150°C, appreciable and in some cases compiete
gravity settlement can be obtained. The exact settlement times here,
were not possible to observe because the sample was in a closed
bomb. 1In all cases, however, they are less than 1/2 hr., and in
reality are probably much shorter than 1/2 hr.

A second, and even more dramatic result was also obtained
from these experiments, when the mass of solvent lost ASz, during
the pressure drop was plotted for the different drop times At, and

temperatures. These results are shown in Fig. 7.7, where S0
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represents the original amount of solvent. Under most circumstances,
the ratio of solvent lost to the original solvent weight, stays at
about 15%. When the spinodal region is entered very rapidly,
however, the solvent lost ratio jumps to about 60%. This is because
solvent evaporation from solutions is always diffusion Timited,

but when the spinodal structure is obtained, a fairly continuous
pathway is created that allows solvent molecules deep below the
surface almost instantaneous access to the vapor phase. Further-
more, this figure indicates that the spinodal kinetics are quite
fast. For the two upper data points in Fig. 7.7 only 12 sec. were
available for the solvent to escape. This indicates that the
spinodal structure probably forms within times less than 12 sec.

The results of these experiments show that rapidly entering
the spinodal decomposition regime dramatically changes certain trans-
port properties associated with solutions. As we have seen, both
gravity settlement, and solvent evaporation can be sped up enor-
mously. The second observation could be used to advantage, in the
spray drying of rubbers. As was mentioned earlier in Chapter 3, a
heat pump cycle could be used between the evaporation and con-
densation of hexane to reduce the separation energy requirement.

One of the problems associated with that method was the diffusion
1imitation on the spray drying of particles. It appears, from Fig.
7.7 that spinodal decomposition could be used to greatly accelerate
the drying process. It should probably also be mentioned at this
time that spray drying solutions into powdered rubber has many

potential advantages for the later mixing of the rubber with other
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components. Mixing is about as energy intensive as solvent separa-
tion is in the overall scheme of rubber processing. (See Appendix D).
Finally, it appears that the results in Fig. 7.6 and Fig.
7.7 indicate that the estimate of the spinodal in Fig. 7.2 for
C0 = .123is approximately correct. Fig. 7.6 seems to place the
spinodal somewhere  between 138°C and 158°C. Fig. 7.7 would

place the spinodal between 148°C and 158°C.
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CHAPTER 8
THE LOW ENERGY SEPARATION SCENARIO AND CONCLUSIONS

The proposed Tow energy separation scenario was introduced in
Chapter 1, and presented in more detail in section 3.5 of Chapter 3.
Chapters 4, 5, 6 and 7 then presented back up material to support
and amplify the previous statements in section 3.5. 1In this
chapter, the significance of the previous results will be summarized,

with conclusions, and suggestions for future work.

8.1 The Low Energy Separation Scenario

The separation method which has been referred to in this thesis
as the Low Energy Separation Scenario is a new process for separating
rubbers from their solvents after solution polymerization. Based
upon discussions with four major manufacturing companies who produce
solution polymerized synthetic rubbers, it is the authors impres-
sion that no one is presently using this method for solvent separa-
tionf There is evidence, on the other hand, that there is signifi-
cant interest among these companies to improve upon their present
separation methods.

The advantage of the proposed Low Energy Separation Scenario
is that it can greatly reduce the energy required for solvent separ-
tion. As energy costs rise, this issue becomes more and more

important. Furthermore, the principles involved in our proposed

* Three of these companies are members of the MIT-Industry Polymer
processing program which supported this research.
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method are universally true and should be applicable to almost any
polymer-solvent system. It is true that hexane and polybutadiene
are a particularly attractive system for this method because the
reactor temperature can be only a few degrees below the cloud point
temperature (= 13°C). However, other systems could be made to
behave this way by altering the solvent, and/or applying pressure.
The steps involved in the Low Energy Separation Scenario
can now be stated as;
1) bring the solution above the spinodal,
2) gravity separate the dilute phase from the concentrated
phase,
3) "dry" the dilute phase
4) recycle the dilute phase, and
5) remove the remaining hexane from the concentrated phase
by some evaporation technique, perhaps by using a
vented barrel extruder.
These steps are slightly different from the original statement in
section 3.5, because they reflect new knowledge that was gained,
particularly in Chapters 6 and 7. Also note, that the steps in
this process can be accomplished with existing equipment.
If the solution can be brought into the spinodal regime by
simply heating (as is the case for Co = ,079), the basic energy

cost for this process can be expressed as

E=m CPAT + S Ahv (8.1)
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where E is the energy per pound of rubber, m is the mass of cement
per pound of rubber, CP is the heat capacity of the cement, AT is
the temperature rise, 3" is the mass of solvent remaining in the
concentrated phase per pound of rubber, and Ahv is the latent heat
of vaporization for the solvent. Now, m is a constant, but CP and
of course T increase with tempature, 5" on the other hand decreases
with temperature as does Ahvf Consequently, the first term in
equation (8.1) increases with temperature, and the second term de-

creases. A minimum is found at 170°C, where
E = 610 BTU/1b-rubber.

Variations from 170°C by +13°C change E by only +2%, so variations
in this operating temperature do not dramatically affect the energy
consumption. The viscosity of the concentrated phase at this tem-
perature, (C" = .30 for either C, = 079 or C, = -123, see Fig. 5.9)
can be estimated from Fig. 6.17 to be about 5.5 x 105 c.p. This is
at the lower bound for handling in a vented barrel extruder. So if
a slightly higher viscosity were desired it could be obtained by

increasing temperature and C".

* and 5" can be written explicitly in terms of the known concentra-
tions Co’ C' and C" as

LI

1 1} - Nl

ET=C:I— C C ’ and S"z]cll
O‘_]_ ) ]_
Qe_

To the approximation that the rubber in the conc$ntrated phase is
equal to the rubber in the original cement m e - Note that C"
increases with temperature, so 5" decreases. Y
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If entering the spinodal regime required the application of pres-

sure, then a new term for compressor work would have to be added to
equation (8.1). The magnitude of this term would depend upon the details
as to how the pressure is applied. If the pressure is applied isother-
mally, then all of the compressor work wp must be added to equation (8.1).
However, if the pressure is applied primarily to the solution, and not
to a large vapor space, then the pressure-volume work given below, will

be small, owing to the incompressibility of the solution, i.e. AV = 0.

W, = Pav (8.2)

Consequently E = 610 BTU/1b-rubber is a good estimate for the
energy requirement for the proposed Low Energy Separation Scenario,
regardless of the details as to how step one, given above, is car-
ried out.

In fact, the pressure drop method discussed in Chapter 7 is
probably not the most practical way to enter the spinodal regime.
While this method will work, it will also require special equipment
to handle the 1000 psi pressures. An alternative way could be
employed, based upon our knowledge that a 7.9% wt. PBD solution can
be heated into the spinodal regime.

This method, called the "7.9% solution," is shown in Fig. 8.1.
In principle the method could work at other concentrations, but
since data is available at 7.9%, it is the concentration used. Here,

the reactor operates at its original high concentration (12.3%) so

there is no Toss in reactor efficiency. But now the reactor output
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is diluted in a mixing chamber with some of the hot dilute phase from
a previous separation. Some additional heating is required, and
then the diluted solution (7.9%) enters the settling tank. The con-
centrated phase, goes to a vented barrel extruder, and the dilute
phase is split into two streams so that some goes to preheat and
dilute the reactor output, and some is dried and then recycled into
the reactor. In addition to speeding up gravity settlement while
avoiding the pressure drop step, this method has the decided ad-
vantage of providing intimate heat transfer in the mixing chamber.
This step alone makes the "7.9% solution" attractive by improving
the heat transfer efficiency. For comparison, a pressure drop
scenario is shown in Fig. 8.2. Note that the final outputs for the
two schemes are slightly different. This is probably because,
within experimental error, the coexistence curves shown in Fig. 5.9
appear to be approximately the same for Co = ,123 and Co = .079 at
170°C, i.e. C' = .015 and C" = .30.

The drier stage shown in both figures is included to clean
up the dilute phase before recycling. This is a standard procedure
for all ionic polymerizations; its intent is to eliminate all
potentially troublesome polar material that may have gotten into
the system. Usually this is water, but in our case, the drying
material (5102), may help to clean up any excess terminator. As
jndicated in Figs. 8.1 and 8.2, the polybutadiene reaction requires
a terminator or stopper to bind with the reactive ends of the

polymer chains. While this terminator is added in near stoichiometric
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quantities, even small excesses could have an adverse affect if

recycled into the reactor vessel. This result is shown in Table
8.1. These are the results of bottle polymerization trials with
raw recycle (dilute phase with terminator), and dried recycle
(dilute phase with terminator). The results show that raw recycle
dramatically reduces the polymer conversion, whereas the dried re-
cycle gives almost identical results to those obtained when pure

hexane is used in place of the recycle.

8.2 Conclusion

The major conclusions of this thesis are listed below.

1. The proposed Low Energy Separation Scenario appears to
be a feasible solvent separation method for hexane and
polybutadiene systems with the potential to greatly reduce
the required separation energy. Furthermore the method
should be applicable to other polymer-solvent systems.

2. The dilute phase for the hexane-polybutadiene system can
be recycled to the reactor vessel without affecting the
polymer conversion.

3. Gravity settlement can be used as the physical separation
process if the solution can be rapidly brought into the
spinodal decomposition regime.

4. Rapid entry into the spinodal decomposition regime will
also dramatically affect other important solution trans-
port properties. In particular, solvent evaporation can

be greatly enhanced by this method.
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TABLE 8.1

Bottle Polymerization Results

Sample No. % Conversion
1. Control-20% butadiene in hexane 85.5%
2. 1 part hexasne/9 parts 20% premix-Control 74.2%
3. 1 part dr}ed recycle/9 parts 20% premix 74.3%
4, 1 part raw recycle/9 parts 20% premix 43.3%
5. 1 part hexane/4 parts 20% premix-Control 70.7%
6. 1 part dried recycle/4 parts 20% premix 71.4%
7. 1 part raw recycle/4 parts 20% premix 0.3%
8. Control1-20% butadiene in hexane 91.3%
9. 1 part hexane/9 parts 20% premix-Control 85.5%
10. 1 part dried recycle/9 parts 20% premix 86.4%
11. 1 part raw recycle/9 parts 20% premix £5.9%
12. 1 part hexane/4 parts 20% premix-Control 78.9%
13. 1 part dried recycle/4 parts 20% premix 76.8%

14. 1 part raw recycle/4 parts 20% premix 5.9%
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A brief description of a possible separation scenario based upon

rapid solvent separation is given in Appendix D.

8.3  Future Work
In spite of the optimistic conclusions just presented, consider-
able work is still needed before the proposed Low Energy Separation
Scenario could be used as anactual industrial process. The first
step would require scaling up the process and performing the
required steps on a continuous basis. In the process shown in Fig.
8.1, the gravity settlement behavior is likely to be greatly affected
by the temperature history and residence time in the mixing chamber
and heating section. And, of course, the settlement time will be
a function of the settlement chamber size. Furthermore, recycling
of the dilute phase may cause a build up of Tow molecular weight
material in the reactor. This will 1ikely manifest itself by a
shift in the molecular weight distribution for the "cement" exiting
from the reactor. As a consequence, the cloud point curve will
also probably shift, requiring an adjustment in operating conditions.
Since some of the low molecular weight material also goes with the
concentrated phase, the issue of low molecular weight build-up is
not seen as a serious one, but only as a subtle one that may re-
quire some small adjustment to deal with it on a continuous basis.
Finally, if the pressure drop method is employed, many additional
details concerning the pressure-temperature behavior of the solution

would be desirable. The experiments in Chapter 7 were performed



- 198 -
using a rather conservative excess pressure. An actual investiga-
tion of the cloud point boundary in pressure-temperature space would
provide useful information to determine optimum operating condi-
tions.

In addition to the many problems to be solved in order to
implement an actual industrial process based on the Low Energy Separa-
tion Scenario, some of the work in this thesis raises more open ended
questions. These questions might be more of a scientific interest,
but with potential practical payoffs. The whole issue of polymer
solution behavior in the spinodal regime appears to be one that
is rich with possibilities but until now has received very little
attention. It is probable that many different transport properties
of polymer-solvent solutions could be dramatically altered by use
or avoidance of the spinodal decomposition regime. In addition
some unique polymeric structures might be obtainable in the spinodal
regime. Some examples that come to mind are paint drying, the
formation of porous membranes, and the formation of interpenetrating

polymer-polymer networks.
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APPENDIX A

VORTEX REACTOR VESSEL

This appendix describes some of the theoretical and experimental
aspects of a special reactor vessel with a cooled, rotating inner core
(See Figure 3.1 in Chapter 3). The original motivation for such a
vessel was to improve heat transfer from a reacting, hot, viscous liquid
to the cooled walls and core. Later, when separation by the high temp-
erzture phase transition was being considered, this vessel was evaluated
for heating rather than cooling. In principle, the applications are
similar but not identical. The chief difference is due to the accummula-
tion of high molecular weight, viscous material near the cooled walls.*
This additional thermal resistance greatly reduces the heat transfer
coefficient for cooling applications. For example, Kenics [A-1] adver-
tises an overall heat transfer coefficient of 20-60 BTU/hr-ftZ-OF for
heating a polymer melt in their STATIC MIXER; for cooling, they only
advertise a value of 10-20 BTU/hr-ftz-oF. In many cases reactor vessel
walls are scrapedto reduce this problem. This appendix does not directly

address the polymer fouling problem, and in fact all of the data presented

here are for the heating rather than the cooling application.

A.1 Filuid Mechanics
Consider the motion of a fluid confined to the annulus between two

concentric cylinders. At low rotational rates w, the flow is laminar

*In a reactor vessel, the no slip boundary condition at the wall gives the
reacting species infinite residence time. This means high molecular weight
material will accurulate here. Furthermore, for either a reacting or non-
reacting system the lTower temperature at the cooled wall will increase the
viscosity of the system.
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and the Tinearized Navier-Stokes equations can be solved exactly [A-2].

Here, only the Vg fluid velocity component is important and it varies
parabolically between the walls, see Figure A.1. As the rotational rate
is increased, however, a fluid instability will occur. This instability
will manifest itself as rinj’vortex pajrs, see Figure A.2. Their signi-
ficant feature is that they contribute a nonzero V. component to the
fluid motion [A-3], thereby affecting both the heat transfer and the
mixing of fluids in the annulus. G. I. Taylor solved this instability
problem in 1923 [A-4]. He predicted the onset of instability to occur
at a precise value of a dimensionless group we now call the Taylor

Number, Ta. For an infinitely narrow gap, the critical Taylor Number is:

-y Fe
Tac=‘*’—5§ §_R-_ - 4.3 (A.1.)

where the terms in equation (A.1) are defined in Figure A.1. (For finite
narrow gaps Haas and Nissan [A.5] give a corrected Tac, which in general
is slightly higher than 41.3)

For a given geometry, equation (A.1) predicts the critical rotational
rate to increase Tinearly with viscosity. Consequently, viscous liquids,
such as the one's we are concerned with, require verv high rotational
rates to produce this instability. Rotz and Suh [A.6] suggestéd grooving
the inner core to lower the instability criterion. Their finite differ-
ence program and experimental results suggest that the vorticies generated
in the grooved core annulus are now a stable feature of the flow field.

In this case the vortex size grows with increasing rotational rate. While
their goal was to analyse the effect of these vortex motions on mixing,

we are concerned here with the effect of these motions on heat transfer.
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Fig. A.1 Laminar motion of a fluid of kinematic viscosity
v in a gap between two concentric cylinders.
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Fig. A.2 Vortex instability between concentric
cylinders.
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A.2 Heat Transfer

While we are interested in heat transfer from the core and walls of
the vessel shown in Figure 3.1 to a fluid (or to the walls and core for
the cooling case), considerable work has been already done for a slightly
different case for vessels with essencially smooth walls. This is the
case of heat transfer across the gap from the inner cylinder to the
outer one. This existing work offers us an excellent opportunity to
compare the expected heat transfer characteristics of a grooved core
vessel with these known results. This comparison will be presented in
this and the next sections.

Heat transfer across an air gap with Taylor vorticers has been
analysed in considerable detail [A-5, 7, 8, 9]. This problem is of
practical importance to the functioning of electric motors. In this
case the goal is to transfer heat from the inner cylinder (the motor),
through the air gap and outer cylinder (motor housing), to the atmosphere.
At Ta < TaC heat transfer through the air gap is by conduction. However
at Ta > Tac, v # 0, and we now have a fluid velocity component in the
direction of the temperature gradient 3T/3r. As a consequence, heat
transfer is now by convection and improves with increasing rotational

rate. In this region it has been found for vessels with an essentially

smooth inner core that [A-5, 7, 8, 9]

Nu ~ Ta" (A.2)

where,

Nu = 2¢h is the Nusselt Number,

k L]
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h = heat transfer coefficient
k = thermal conductivity
§ = gap width,

and n is on the order of 1 to 1/2. For airn H .9 from Tac to about

|

2Tac, and n = .5 beyond 2Tac [A-5]. This transition may be due to higher
harmonics which distort the vortex motions. (In his book,Schlichting
[A-3], shows photographs of the vortex motion at TaC and 3.4 Tac. At
the later value there is a clear waviness, due to higher harmonics, to
the vortex motion.) At very high rotational rates the fluid motion becomes
more and more disordered - approaching turbulence, but still with a
strong periodic component [A-10].

For fluids other than air, it has been reported that n is a
function of the kinematic viscosity v, with no explanation why this
should be [A-5]. In general, however, it was found that n 21 for
v > v air and n 2 1/2 for v < v air. The data trends reproduced from
[A-5] are shown in Figure A.3. One possible explanation for this data
(see the original paper for the actual data) is that there are only two
slopes; n Y 1 when the vortex is formed, and n = 1/2 after higher harmon-
ics appear, and that increasing v has the effect of delaying the higher
harmonics. If this is so, then a continuation of the data for the higher
viscosity 1iquids should show a knee with a second slope of about 1/2.
Such data maybe difficult to obtain, however, due to viscous heating
effects. Similarly, the lower viscosity fluid (30% glycerol) may have

experienced a transition to higher harmonics at a Taylor number very

close to Tac, resulting in an overall slope near 1/2.*

*0f course other explanations of the data trends in Figure A.3 are
possible. Obviously, if one is serious about this, much more work
it needed to explain the kinematic viscosity effect on heat transfer.
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Fig. A.3 Comparison of heat transfer _across-the-gap
results for different fluids [A-5].
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To gain some insight into this across-the-gap heat transfer situa-
tion, and learn how the grooved core vessel might compare with the data
just presented, a simplemathematical model is developed in the next

section.

A.3 Mathematical Model

This development, based upon the idealization which is shown
schematically in Figure A.4, follows the work of Cole [A-11]. Our
goal, is to determine the heat transfer across a circular gap that con-
tains a vortex. The fluid in the gap has properties; density p, vis-
cosity u, heat capacity Cp, and thermal conductivity k. The circular
gap is of radius R.

Consider a potential vortex in the circular groove of magnitude

Ve = —1_ &
Ve o7 ee.

where Ea is a unit vector in the 6 direction, and T is a constant. Sub-

stitution into the energy equation, and elimination of unimportant terms

yield
_.F.__ﬂ_za 32T+l—T+l—_a.2.T—
zﬂrz 38 ;;}T roar r2 ae2
where
a = k/pCp.

This can be solved by separation of variables, i.e. T(r,8) = f(r)g(6),
and leads to two linear diffe: .ial equations, one with constant co-
efficients, and one with variable coefficients. The general solution is

_ ’nz - inT
=t Zna _ind
e

Cr

T (r.0) = n

S pqS

= oo
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Fig. A.4 Real case, and idealized case for mathematical
model.
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where the constants Cn are to be determined by boundary conditions.

particularly convenient boundary condition to solve for is:
T = T,Cse@, r=R=1

We can match this with the special case (n=1), and obtain

/1 + 1 Pe

T = T0 r e16 (real part).
Note that
I _ VRp Cpu _ -
210, u K Pe Revor‘tex Pr,
where

Pe = Peclet No., and Pr = Prandtl No., and V is a characteristic

velocity for the vortex.

Also since
h
9 ZTO
and
n
2
: ™
i

we can obtain Nu by taking only the real part of our result. So

/1 + /1 + Pe2
2

. 2hR
Nu = e 2

For V=0 we obtain the conduction result

N 2, (A.3)

Ucond ~
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and for Pe >> 1 , we obtain

Nu 1
- = - Re Pr
U ond /E—/ vortex " (A.4)

Note that Cole obtained a similar result for solid body rotation in the
circular groove.*

Now in order to match this result with the experimental observations
of others, we need some relationship between Re and Ta. For a

vortex

given geometry and fluid then, we are interested in how Vvortex varies
with the rotational rate of the inner cylinder . Unfortunately, there
is no easy way to make this estimate for the smooth cylinder case. Based
upon our previous observation that n 2 1 in equation (A.2) for some of

the cases shown in Figure A.3, we might expect that
Vvortex v mz' (A.5)
But this remains to be confirmed for the smooth core case.
For the grooved core case, on the other hand, there is some evidence
that equation (A.5) is correct. For example if we assume that the vortex

in the grooved annulus are driven by an invicid pressure gradient, then

oap 2
’8'% =S pwr,

and if this is resisted by viscosity at the grooved wall
Vp 2 U V2v
then a relationship like equation (A.5) is obtained. Also, by a finite

difference method Rotz [A-12] obtained a similar result for viscous

*These results, given in equations (A.3) and (A.4), exhibit the same trends
as often found in the literature. That is, in the absence of the vortex
motion, heat transfer is by conduction across the gap. After the vortex is
formed, heat transfer improves monotonically as a function of the "vigor"
of the vortex motion. The condition Pe >> 1 is easy to satisy for almost
all fluids except liquid metals.
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1iquids in a grooved core vessel. Therefore, it seems likely that
equation (A.5) is reasonably correct for a range of liquids in the

grooved core vessel. Furthermore, if the idealizations shown in Figure
A.4 are approximately correct, i.e. the vortex fills the annular gap,

then it is reasonable to expect, based on these velocity arguments, that
Nu~ Tal (A.6)

for across-the-gap heat transfer in a grooved core vessel. There re-
mains, of course, the issue of the constant in equatirn {£.6). In
general though, this result compares favorably with the results for the
smooth core vessels and suggests that the grooved core vessel may per-
form well as a heat transfer device.

The actual mode of heat transfer we are interested in, as mentioned
earlier, is not across-the-gap. So while this analysis may give some
indication of the expected performance of a grooved core vessel as com-
pared to a smooth core vessel, it can not be compared directly to the

experimental results discussed in the next section.

A.4 Experimental Results

A device like the one shown in Figure 3.1 was designed and built
here at M.I.T., and shipped to the Goodyear Tire and Rubber Co. for
testing. Thg regults reported here are for heating a so]ution ?f hex-.
ane and polybutadiene - and in separate runs - pure hexane in the annu-
lus. Heating was accomplished from the core, with the outer cylinder in-
sulated. The solution, or solvent, was pumped through the device during

heating. This situation deviates substantially from the previous

theoretical analysis. The major differences are;
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1. since the fluid is being pumped through the annulus,
there is now an axial flow component, as well as a
rotational flow component,

2. heat transfer is not across the gap, but from the core
to the fluid, and

3. the high rotational rates generated substantial viscous

heating.

Heat transfer coefficients where determined by noting the inlet
and outlet temperatures of the solution (or solvent) and the glycol
through the core, and taking the Tog mean temperature difference. The
heat of agitation was subtracted from the heat input at high rotational

rates, so that the overall heat transfer coefficient U was calculated

as follows
where
Qh = MCpAT is the observed heating of the solution
Q, = the heat of agitation (see Figure A-8)
A = area of core
ATy = log mean temperature difference (see [A-13]).

The range of axial Reynold's numbers Re, and rotational Taylor's
numbers are shown in Figure A.5. The heat transfer results are given
in Figure A.6.

The effect of axial flow is to retard, and in the extreme to com-

pletely prevent the vortex instability [A-7]. This is illustrated by
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Fig. A.6

Ta

Heat transfer results for vortex rector.
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the heat transfer data for pure hexane in Figure A.6. Here U is inde-
pendent of Ta, and the axial flow condition completely dominates-at a
relatively small value of Re. Becker and Kaye [A-7] show that for an
| equivalent smooth core vessel, with an equivalent Re = 92.5, the
vortex would be delayed until Ta = 120 but not obliterated as is the
case with our grooved core vessel. It seemssafe to speculate that the
Tow viscosity hexane can not follow the contour of the core, which
causes separated flow.

The data for the 13% solution, shown in Figure A.6 and again in
Figure A.7 exhibits a trend which was not expected. Heat transfer was
best with the core stationary (not shown in Figure A.7, the point would
plot at Tog U = 1.11) and at very high rotational rates (1000 RPM;

Ta = 1.8). The later effect is what we sought and should be due to
vortex pairs in the grooves. The first effect is due to a radial

velocity component of the flow at both low Re and Tow Ta.

3

axial

That is, at Re =5x 10", Ta = 0 it is probably true that

axial
the solution faithfully followed the contour of the core (shown in
Figure 3.1). This gives risetoanonzero radial velocity component
which is in the direction of the temperature gradient. As a
consequence heat transfer is quite good.

Now as the core is rotated, Ta increases, and a new component
must be added to the fluid velocity vector in the annulus. This new
component, the circumferential one, grows with increasing rotational

rate, and eventually dominates all other components. This all takes

place in the laminar region (w<100rpm) and results in reducing the
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Heat transfer results for 13% Wt. PBD solution in
vortex reactor.
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heat transfer coefficient.

Now at still higher rotational rates the vortex pairs grow and
begin to dominate the heat transfer behavior. As a consequence heat
transfer now improves with increasing w.

Note that the rather high rotational rates shown in Figure A.7
(200 to 1000 rpm) correspond to very low values of Ta, i.e. 0.4 to 1.8.
For an equivalent smooth cylinder, using a modified criteria for finite
narrow gaps given by Haas and Nissan [A-5], one would not expect
vortices until TaZ60.6. So the data in Figure A.7 indicates that
grooving the inner cylinder significantly reduces the rotational rates
required to produce vortices in the annulus.*

The slope of the line shown in Figure A.7 is 1/2 (note the scale

difference for the two axes in the figure) suggesting that

Nu ~ Tal/2. (A.8)

As already mentioned, it is not possible to compare this result
directly with the across-the-gap model because of the many dissimilar-
ities between the two cases. This rather weak power dependency, however,
along with the rather high viscous heating effect shown in Figure A.8

make the proposed device quite unattractive for any cooling application.

*To confirm the existance of the vortices, we constructed a geometri-
cally similar device with glass walls and observed the motion of
neutrally bouyant particles. With the aid of a strobe light, vortices
could be seen at Taylor numbers on the order of one.
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In conclusion then, as far as the original intention of the grooved
core device is concerned, this device suffers from the same problem all
vessels of this type have. Namely, that viscous heating and heat trans-
fer are coupled (as discussed in Chapter 3), so improving heat transfer
by increasing the rotational rate as indicated in equation (A.8) will
also result in significant viscous heating, as shown in Figure A.8.

For heating applications, on the other hand, where the shear in the
device does not degrade the fluid, this device should perform quite

well.
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APPENDIX B
FREE VOLUME THEORIES

In our discussion of the Flory-Huggins Theory in Chapter 4 it was
pointed out that the main conceptual shortcoming of this theory was its
implicit assumption that there is no volume change upon mixing, i.e.
AVM = 0. This is contrary to known observations [B-1]. This problem
manifests itself in our inability to properly estimate the temperature

and concentration dependence of the interaction parameter g. Since

this was written as (see equation 4.42)

Y4

g = ﬁ [Aw'lz - T A S]z], (B.])

our problem boils down to that of adequately describing certain thermo-
dynamic mixing functions.

This problem has been tackled by Prigogine, Flory and Patterson
[B-2, 3, 4] who started out by noting that the desired mixing functions
only depend upon molecular configurational properties.

By configurational properties, we mean those thermodynamic
properties that are controlied by the low frequency, high amplitude
molecular motions that affect the volume. These include rotations and
translations, and the Tow frequency torsional oscillations of chain
molecules. High frequency bond stretching and other internal modes
aren't important; they don't contribute to the mixing function [B-2].

These types of molecular motions can be effectively related to the
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macroscopic thermodynamic properties we are interested in by statisti-
cal mechanics.

The starting point here is to determine the configurational par-
tition function Q, which relates the kinetic and potential energies of
molecules to the configurational thermodynamic variables. For example
the configurational Helmholtz free energy Fconf‘ can be related to

Q as [B-2]

FComc = -kT Tn Q (B.2)
where
-H
kT
1 —N —N
Q = —=w e dr ~ dp (B.3)
NihSN
and
= N 3 N
_P-P - N
H T + U (r") (B.4)

Here H is the Hamiltonian for a three dimensional system of N
molecules, each with mass m and momentum P. The difficulty in dealing

with 1iquid systems, is determining an adequate expression for the

potential interation term U (r N), which is assumed here to be a

function of the N position variables r i.e. v N ?% ?é Fé...rN. For

gases, for example, one can approximate U = 0, and obtain the ideal
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gas laws using a relationship between pressure p and Q similar in
nature to equation (B.2) [B-5].

For liquids, the potential interactions cannot be ignored. They
can be handled in a general way, however, by recognizing that for
certain classes of interactions (London-D forces for example) the
potential well can be characterized by only two parameters. This is
shown in Figure B.1. The important parameters are the depth of the
well e*, a characteristic energy; and the characteristic interaction
length r*. With these two important parameters, and with appropriate
approximations, estimates can be made for configurational thermodynamic
functions.

The problem of polymer solutions, however, is complicated in two
important ways; 1) mixture rules must be developed to characterize
the potential function between unlike pairs [B-6], and 2) at least
one additional parameter is needed to characterize the important
structural differences between long chain polymers, and the smaller
solvent molecules [B-7]. _

Prigogine has worked all of this out [B-2], and his end results
can be be;t presented by employing certain dimensionless quantities
called reduced quanities. For example the reduced temperature T*
is obtained by dividing the temperature T by a reduction temperature

To’ characteristic for a particular molecule. The full definition is

[8-2]
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\j

Fig. B.1  Potential interaction function.
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3ckT v c kT (8.5)

T
X = —— =
T T0 qze* q €*

where %—is the so called structual factor, and z is the lattice co-
ordination number. In effect T* is basically the ratio of the kinetic
energy -(kT) of a substance, depending on the number of degrees of
freedom (3c), to it's cohesive energy (qze*), where there are qz
external contacts for a polymer of r segments (note that r is a
position variable, r* is a characteristic interaction length, and

r is the number of segments in a polymer). For a monomer q = 1 and

3c = 3. Other important reduced parameters are,

V* = — Volume
Nr{r*)
U* = E (B.6
Nge* nergy .6)
G* = ng* Gibbs free energy

where there are N molecules of a certain substance.

The great success story of Prigogine’s development has been, that
when V* and T* are plotted (at constant reduced pressure) for a great
variety of 1liquids including monomers, solvents, and polymers up to
infinite molecular weight, these all fall on one curve, yielding a
single equation of state [B-8, 9]. Consequently, when plotted appro-

priately, vastly different substances can be identified as having
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corresponding states. Furthermore, when combined with certain mixing
rules, these plots can show mixing functions. This is shown in
Figure B.2 and B.3. The difference between the mixing rule curve(dashed), and

the corresponding states curve gives the mixing functions. For example,
3

Figure 2-B shows that AVM<0, where AVM = AVﬁ /Nr(r*)”, and [4-B],
aVH = (v* (<T%5) -[ 6, V*(T;*) + ¢, V* <T2*)1) (8.7)
where
<T*> = ¢, T]* *+ 4, Tz* (B.8)

Figure B.3 shows that AGM (nc) > 0, where AGy (nc) is the noncombina-
tional contribution to the Gibbs free energy of mixing. Both of these

results agree, at least qualitatively, with what has been observed for

polymer solutions.

Following from the work of Prigogine, Patterson then developed

an expression for the interaction parameter g. Note that the magnitude

of Gy (nc) depends on the curvature of G* as a function of T*, and

de* = CE* (B 9)
2 = - T* .
dT*

where Cp* is the reduced configurational heat capacity [B-4]. This

appears in Patterson's final expression which is converted in quanities

for the solvent [B-10].
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Fig. B.2 Reduced volume as a function of reduced
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the reduced temperature.
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g = (- URT) o2 + (Cp/2R) T2 (.10)

This expression is for nonpolar systems, and uses the old concentration
dependence as given by the Flory-Huggins Theory. The contribution that
this equation provides is‘in the temperature dependence. The first
term in equation (B.10) is analogous to Flory's enthalpic term. The
second term is the new "structural" contribution arising from changes
of free volume on mixing the dense polymer with the expanded solvent.
v, and T are temperature independent molecular parameters, related to
e?, eg, r?, rg, (c/q)] and (c/q)z. U and Cp are the configuration
energy and it's derivative, the configurational heat capacity of the
solvent. U is a negative quanity, equal to the negative of the energy
of vaporization or to the negative of (heat of vaporization minus RT).
Figure B.4 shows a plot of - U for temperatures above 300%K for
n-hexane. The negative of the slope of this curve gives the configura-
tional heat capacity of the solvent, which goes to infinity at the
critical temperature for the solvent. Thus equation (B.10) predicts
that enthalpic contribution will decrease with temperature while the
structural effect will increase, and that the high temperature phase
transition will always occur before the critical temperature of the
solvent. These trends are in agreement with observations [B-71.

For many solvents, - U can be approximated by an empirical

equation of the form
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m
- U= Co (I -%—) (B.11)
C

where Tc = the critical temperature for the solvent (508°K for n-hexane)
and Co and m are constants. Differentiating and substituting into

(B.10) yields the temperature dependence explicitly as

JC g I 2, T g _Iml 2
g = RT [(] TC) U +4Tc (.l Tc) T ] (B-]Z)

now in many cases m Y2, points form = .5 (°), and m = .526 (+)

1l

are shown on Figure B.4, substituting m = 1/2 into equation (B.12)

and expanding yields

2 2
- _Co v T 2y .1 2 2y T
9=jr, (T Ve lz - v g e o) ()

(B.13)

The difficult part of Patterson's expression (B.10) is the determina-

2, but they are usually of order 1, and 1/2 respective-

tion of 12 and v
1y. So the second term in (B.13)can be positive, negative, or zero,
but all other coefficients should be positive. Also, we are always

dealing in the regime %u <1, so to a rough approximation
C

92
g = g.l + + + g3T (B.14)



-U = (AH-RT) cal/g

- 231 -

+ -U =127 (1{—)'526
c
T.,.5
= 121 (1-+)
Tc
o«——o data for hexane
300 350 400 450 SOOT T (°K)
Tcritical
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this agrees with equation (4.50) in Chapter 4 which was derived by a
different manner. At temperatures near TC, the full expression given

in equation (B.12) should be used.
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APPENDIX C
EXPERIMENTAL DETERMINATION OF THE COEXISTENCE CURVES

The coexistence curves shown in Figure 5.9 were determined by
heating and centrifuging the solution. This procedure was particularly
important for the 12.3% wt solution since it would not readily separate
by gravity. In fact, even in a 1700 rpm centrifuge several minutes
were required to produce complete settlement for this solution.

The settlement rate in the centrifuge could be observed by taking
a series of strobe photographs like the one shown in Figure C.1, and
noting the progress of the dilute phase - mixed phase interface.
Results after heating the 12.3% wt. solution to 160°C are shown in
Figure C.2. So settlement is complete after 6 minutes, and 90% com-
plete after 2 min. These times are long compared to the 7.9% wt.
solution which settled completely after 10 sec. in the centrifuge.

The long settlement time for the more concentrated solution
caused some uncertainty in the temperature value. This is because
the centrifuge could not be heated to the solution temperature. The
temperature profiles for the solution in a heated (80°C) and unheated
(25°C) centrifuge are shown in Figure C.3. Clearly the situation is
improved by heating the centrifuge, but the solution temperature still
drops 3% in the first 2 minutes (or 4°C if heated to 170°C). While

this is not a problem for the 7.9% solution, it is significant for



- 235 -

Fig. C.1 Fhotograph of physical separation of phases in
centrifuge. Tube on left shows interface
between dilute phase and mixed phases.
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Fig. C.2
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time (min.)

Time history of dilute phase - mixed phase inter-
face for 12.3% Wt. solution, originally at 160°C,
in centrifuge. X = 0 is dilute phase - vapor phase
interface.
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Fig. C.3 Temperature profiles for solution in centrifuge.
T = temperature, T, = room temperature (25°C),
T0 = original so]u@ion temperature.
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the 12.3%. 1In fact, if we go all the way out to 6 minutes, the uncer-
tainty on the temperature for the C0 = ,123 coexistence curve is
+ 0, - 28%. Things are not really that bad, however, when we realize
that the cloud point curve, and the Cj = .079 coexistence curve (again
referring to Figure 5.9) are actually upper and lower bounds for the
C0 = .123 coexistence curve. Since these upper and lTower bounds points
are hard to sort out from one another it was felt that putting more
effort into determining the coexistence curve for CO = .123 was not
merited.*

The determination of the volume ratio Bv for the dilute phase
volume V' and the concentrated phase volume V" shown in Figure 5.11
was done in a similar manner. The 7.9% wt. solution was heated, cen-
trifuged and then reheated to obtain the correct volumes. These values
are compared with the coexistence curve values (which were determined
by heating, centrifuging and measuring the resulting concentrations)

by using the specific volume estimate given in Figure 5.10. That is

By =y = w Bw (c.1)
C" -C
W 0
BW - wu Co _ CI (C.Z)

*In fact, the three right hand Tines drawn in Figure 5.9 are hard to
justify on any other than conceptual grounds. What the data points
are telling us, is that the variation in the cloud point values and
the coexistance values is on the order of the experimental error

(+ 19¢).
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where the concentrations of the original solution, and the resulting
dilute and concentrated solutions are Co’ Cc', and C" respectively, and
the mass of the resulting dilute phase and concentrated phase are W'

and W", and their sum equals the original mass of Co’ i.e. Wo = W' + W".
Also the specific volumes of the dilute phase and concentrated phase
are v' and v". As shown in Figure 5.11 the agreement between the two
methods is pretty good.

The volume ratio for C0 = ,123 was determined from the coexistence
curve, and the specific volume estimate. Note that by definition both
curves go to zero (Bv = 0) at their cloud point.

Volume ratio data, and coexistence curves for broad molecular
weight polymers have been reported for other polymer-soivent systems

by Koningsveld [C-1].
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APPENDIX D

RAPID EVAPORATION SEPARATION SCHEME

The discovery in this thesis that rapid entry into the spinodal

decomposition regime can greatly enhance solvent evaporation (see

Figure 7.7), and the result presented in Section 3.3, that implementa-

tion of a heat pump cycle can greatly reduce the energy of separation,

suggest yet another scheme for separating solvents from polymers. The

steps for this process are listed below.

1.
2.

e R = TR & & BN

Heat and pressurize the polymer solution.

Spray dry the solution so that it rapidly goes into

the spinodal decomposition regime.

Collect the dried rubber. Here, as an optional step

the rubber can be treated with some type of partition-

ing agent to prevent the rubber particles from agglomerat-
ing or massing together again. It has long been recognized
in the rubber industry that the mixing of powdered rubbers
rather thanbaled rubber would greatly reduce the energy
required for that step [D-1].

Collect andpressurize the solvent vapors

Condense the solvent

Drop pressure

Clean and return the solvent for reuse.
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This rapid evaporation separation scheme is shown in Figure D.1. Of
course the scheme could be operated without the heat pump cycle,
eliminating the compressor and valve. Not shown in Figure D.1 is the

transfer of the heat of condensation to the spray drier.



- 243 -

solvent
cleaning
stage condenser
S T O
solvent valve
A s’ et ety
compressor
pump A
| . A
(@) :: :: ] .
reactor \\\\\ ////’ , spray drier
vessel _
heating LY
coils NS

Fig. D.1 Rapid evaporation separation scheme
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