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ABSTRACT

Thermoelastic B-~CuAlNi- alloys were chosen to study the intrinsic
mobility of martensitic interfaces and the nature of the rate controlling
mechanism of the interface motion. The mobility of Bl-Yi martensitic
interfaces in these alloys was investigated using stress-assisted single-
interface transformations over a temperature range of 180 to 410K and
imposed interfacial velocities of 106 to 10-2 m/s. The behavior is
consistent with thermally-activated interfacial motion, although an
anomalous temperature dependence was observed below 210K. This anomaly
appears to be related to the softening of elastic- constants, C' and C11s
which was observed in the same temperature region.

The measured mobility of the interface at temperatures abeve 210K
was interpreted in terms of the theory of thermally-activated deformation
in order to identify possible mechanisms for the thermally-activated motion.
A new concept of the activation volume was introduced, which could be used
for both line and surface dislocations, alvowing direct comparison of the
interaction of each with a given obstacle. The thermal activation analysis
of the measured behavior yielded an obstacle profile,defining the force-
distance characteristics of the interface/obstacle interaction. The
overall profile shape and the large activation volumes of 103 and 104
atomic volumes suggested rate control by interaction with discrete particles.
Subsequent transmission electron microscopy examination revealed the pres-
ence of various precipitates of different size, as well as fine scale
modulations described as a tweed or mottled structure.

In order to obtain a quantitative rationale for the measured behavior,
various possible mechanisms of motion of a B1-yl1 interface, treated as a
dislocation array, were modelled. It was shown that the Peierls barrier
for an interface is associated with a very low activation energy, which is
easily surmountable by thermal activation, and excludes it from being a
rate controlling mechanism of interface motion in the temperature range
investigated. Interaction of a Bj-y] interface with discrete obstacles
was considered in a systematic manner. In order to obtain solutions appli-
cable to general martemsitic interfaces, some appropriate dimensionless
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interaction parameters were used. Ultimate comparison of the measured
behavior with predictions of the models indicates that the mobility of
the B1-Y] interface above 210K is indeed controlled by interaction with
discrete particles. The modulus and the strain interactions appeared to
be the most 1likely rate controlling mechanisms. This refers to both
the thermal and athermal components of the measured friction stress
(driving force). A fine scale particle dispersion (tweed structure)
accounts for the major contribution to the thermal component, whereas
coarser scale precipitation gives rise to the athermal part. Possible
limitations of the generality of the observed behavior are discussed.

Thesis Supervisor: Walter S. Owen
Title: Professor of Physical Metallurgy

Thesis Supervisor: Gregory B. Olson
Title: Principal Research Associate
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1. INTRODUCTION

Martensitic transformations represent an important class of
displacive diffusionless transformations in which the lattice
deformation has such a large shear component that the resulting
strain energy governs the kinetics and determines the morphology of
the transformation. This situation leads often to extraordinary
difficulties in the nucleation stage of the transformation, which
can be surmounted only by large driving forces, whether of chemical
oi mechanical origin. Once nucleated, martensite (the product of
the martensitic transformation) grows by migration of its interfaces.
When driven by the large driving force, due to difficult nucleation,
-the martensitic interfaces are observed to migrate very fast with
a temperature-insensitive velocity approaching tﬁe velocity of sound
in the material. This behavior suggests the absence of atomic
diffusion. In the course of martensite growth and in a similar sense
to the usage of this term in dislocation theory, such martensitic
interfaces are said to be "glissile". A special subclass of marten-
sitic transformations, known as "thermoelastic", are characterized
by a relatively low driving force attending the nucleation process.
The interfaces of the thermoelastic martensites are then always close
to the equilibrium and their rate of motion is determined by the rate

of change cof the net-driving force. It is this relative controllability
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of the growth kinetics that makes thermoelastic martensitic trans—
formations very attractive for investigation. In the experimental part
of this work, use is made of a single-interface stress-induced
martensitic transformation in thermoelastic Cu-Al-Ni alloys to measure
interface mobility in a low-velocity region.

Martensitic interfaces are an important class of general interphase
interfaces, characterized by their high mobility. Geometrical models
of the interfacial structure involve the concept of primary (misfit or
anticoherency) and secondary (transformation or coherency) disloca-
tiﬁns. To account for the unique glissile nature of martensitic
interfaces, martensitic interface dislocations are required to
satisfy some special conditions. These requirements appear to be
consistent with the formal crystallographic theories of martensite.
These, and other, structural implications of the martensitic inter-
face mobility are addressed in this work.

A number of microscopic models for slip dislocation mechanisms
of motion have been developed in the literature. These models appear
to be directly applicable to martensitic interfaces provided the
interface dislocations are widely separated. Closely-spaced interface
dislocations, on the other hand, are expected to act in groups rather
than individually. Microscopic slip models must then be appropriately
modified. Modifications of existing models and development of new

models for the mechanisms of martensitic interface motion are proposed.
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2. BACKGROUND

2.1. Structure and Mobility of Martensitic Interfaces

2.1.1. Models of martensitic interface structure

Models of the structure of grain boundaries have recently been
developed much more rapidly than models of interphase interfaces.
This is largely because computer simulations of the atomic structure
of coincidence boundaries with a reasonably low reciprocal density
of coincidence sites are reasonably straightforward, while dislocation
models which usually specify the secondary dislocation content of
boundaries which deviate slightly from a coincidence boundary reference
state aré more difficult to handle. For the interphase interfaces,
comparable reference states in general do not exist, except for the
quite rare cases when the lattices may be related by an invariant
plane strain (IPS). Current models of interfaces are therefore based
entirely on the concept of interfacial dislocations, known in the modern
theory of grain boundary structure as primary and secondary dislocations.
Frank's theory (1) of the net (primary) dislocation content of
a grain boundary was generalized to interfaces by Bilby (2) who also
introduced the concept of the surface dislocation tensor, Bij' The
formal equivalence of the Frank-Bilby equation and the relations
derived by Bollmann (3) in his O-lattice theory was demonstrated
by Christian (4). 1In its simplest form, this equation specifies the

net Burgers vector of the primary dislocationms, Ep, crossing any vector
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p of a stress-free interface as:

b, = 7 pp ey

where the Burgers vectors are defined in a reference lattice based

on the parent structure (assigned as lattice 1) and § is the lattice
deformation relating parent and product structures. A similar equation
can be obtained for the primary dislocation content of the interface
when the product structure is chosen for the reference lattice. It

can be easily demonstrated that the primary dislocation content becomes
identically zero when the interface is parallel to the invariant
(habit) plane of the IPS lattice deformation. This type of interface is
usually referred . to as fully-coherent; conversely, stress-free
interfaces, for which the Frank-Bilby equation yields a non-zero content
of primary dislocations, are considered as semi-coherent. Even though
these two classes of interface have certain structursl features in
common, and a continuous transition between the two structures can be
envisaged, it is often prefered to treat them separately. This
approach will be adopted in this work.

A martensitic interface, a special type of interphase interface,
is required to be glissile (i.e., to move conservatively) as it is
displaced. Bullough and Bilby (5) first demonstrated that the concept
of the glissile ‘semi-coherent. martensitic interface is equivalent

to the formal crystallographic theories of martensite (6,7).
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Fully-coherent interfaces with zero primary dislocation content

can be further subdivided (8) as follows:
(i) Rational, fully-coherent interfaces;

(i1) Irrational planar or curved interfaces slightly rotated

from a rational fully-coherent orientation;
(iii) Irrational-(or high-index) fully-coherent interfaces, and

(iv) Planar or curved interfaces rotated away from a fully-
coherent irrational (or high-index) fully-coherent

orientation.

For two lattices related by an IPS, there are two conjugate modes
of transformation and consequently two different habit planes. In
general, neither of the habits need be rational, and even when one
habit is a rational low-index piane, the other will be irrational.
The energy of a rational ané irrational pair of conjugate interfaces,
or even of a low-index and a hiéh—index rational pair, is likely to
differ very substantially (9), so that lattice matching in a formal
sense is not adequate to ensure a low energy interface. According
to the Bilby-Bollman equation, both interfaces have zero dislocation
density, from which it follows that the formal dislocation content of
an interface does not provide useful information about its energy.

Continuous migration of a rational, fully-coherent interface as

a single unit (to be considered in the next section) seems unlikely
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and it is generally assumed that interface mobility depends upon the
formation of steps which move along the interface. An atom height step
in an otherwise planar interface of exact fit is called a "transforma-
tion dislocation" (4) and may be regarded as a natural extension of
the concept of a twinning dislocation (10, 11).

The effective Burgers vector of a transformation dislocation,

b, of step height d is defined by Christian (12) as:

~T
b, = d-v-d®P +4.¢ .n (2)
where: dP is a unit vector in the direction of

-~

the shear component of the IPS
lattice deformation,

n habit plane normal,

Y,sn magnitude of the shear and normal strain components.

In general, the vector E is not a repeat vector of eiticr lattiée and
it may be defined by a Burgers circuit construction if the reference
circuit is made in a dual reference lattice consisting of the two
interpenetrating real lattices in contact along the invariant plane (13).
In terms of modern grain boundary theory, ET is often defined as a
repeat vector of the DSC lattice (3).

The structure of an interface which is slightly rotated from the
low-index rational habit plane, so that no new discontinuities are
introduced, is best modelled as stepped sections of the habit plane.

This type of interface, thus, can be represented by an array of trans-

formation dislocations. Obviously, the extent to which any particular
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. interface may be usefully regarded as a discrete array of the trans-
formation dislocations depends upon both the actual separation of the
steps and on the effective width of each step. If there is an
appreciable overlap of neighboring steps, the discrete model only has
a formal significance and the concept of the surface dislocation (5)
becomes more realistic.

When the fully-coherent interface is a high-index or irrational
plane, the concept of an elementary transformation dislocation as
a step between adjacent habit planes is no longer useful since the
spacing of these planes is very small, and in the irrational limit
zero. However, as emphasized by Olson (14), steps associated with
neighboring rational (probably close-~packed) planes will dominate
interface structure in this case. These steps are also considered
to act like transformation dislocations. Furthermore, a differegtial
density of these transformation dislocations may be used to describe
planar or curved interfaces slightly rotated away from the exact
irrational (or high-index) habit plane.

Semi-coherent interfaces. The condition for a fully-coherent

interface that the lattice deformation S, relating two structures,
is an IPS, cannot be met for most transformations since

it implies some special relations between the dimensions of

the unit cells in the two structures. Nevertheless, experiments
indicate that the shape deformation, E, undergone by large vectors,
is an invariant plane strain, and thus differs from the deformation

S of small lattice vectors. The phenomenological theories of
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martensites (6,7) have overcome :this problem by postulating the existence
of some discontinuities which restore the lattice structure but modify
the shape change. The density of these discontinuities, which are in
fact primary interface dislocations, often appears to be quite large.
Therefore, they were considered initially as continuously distributed,
which led to the concept of the surface dislocation (5). However,
Owen et al. (15) emphasized that the continuous distribution of the
surface dislocation could not account for the high mobility, i.e.,
glissile character of martensitic interfaces. Instead, the interface
between the parent and product lattices was visualized as being
composed of relatively large areas of full coherency separated by
local regions in which strain accumulated over the coherent region

is compensated by the presence of the primary dislocations. Yet,

no dislocation description for the coherent regions of good matching
between two lattices was recognized at that time. This might be
justified only in the special case where the macroscopic habit plaﬁé
is a rational low-index plane. More often, however, the habit plane
is an irrational (or high-index) plane which possesses a stepped
structure and accordingly is modelled in terms of transformation
dislocations.

Recently, a new theory of interphase-boundary structure has been
developed (16) and subsequently applied to martemnsitic interfaces' (17).
This theory combines the Bollmann discrete-lattice description of
interfacial dislocations (3) with the physical concept of lattice

continuity and coherency. Furthermore, it has been shown that an
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interfacial dislocation is not necessarily a physical discontiruity
and that for any transformation which includes a lattice deformation
the coherent interface must contain partial but discrete dislocations.
Consequently, a distinction between two types of interfacial dis-
locations was made: (a) COHERENCY DISLOCATIONS which accomplish

the transformation lattice deformation while maintaining continuity
of the two lattices across the interface, and (b) ANTICOHERENCY
DISLOCATIONS which accomplish a lattice~invariant deformation that
disrupts lattice continuity and lowers the degree of coherency
across the interface. Olson (17) has shown that coherency dis-
locations are dominated by the step structure of the interface

and demonstrated the equivalence of the coherency and transformation
dislocations. Anticoherency dislocations, since they restore the
lattice, were identified as primary (sometimes called misfit)
‘interface dislocations.

If displacement of the interface is to produce a fault-free product
laftice, the anticoherency dislocations have to have Burgers vectors
which are corresponding lattice vectors of the two crystals. The
gpacing of these dislocations,which is fixed by the magnitude of
the lattice invariant shear, generally will not correspond to an
integer number of slip-plane spacings. Therefore, some variability
in the actual dislocation spacing is expected to give the correct
average. In some martensitic transformations (usually noble-metal

B-alloys), the Frank-Bilby equation can be satisfied with an array
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of discrete anticoherency dislocations, the individual Burgers vector
of which is a lattice vector of the parent phase but a partial
lattice vector of the martensite phase. The martensite then contains
an evenly spaced (on average) array of stacking faults. Finally,
if the faults cluster on adjacent planes rather than spread evenly,
they coalesce into a set of twins. This suggests that lattice
invariant deformation, by either slip, stacking faults, or twinning,
originates from the primary interfacial dislocations.

Application of the Olson-Cohen theory of interfacial structure
to martensite (18) has resulted in the martensitic interface structure
shown in Figure 1. The two types of interfacial dislocatioms,
coherency and anticoherency dislocations, have been directly related
to the two deformations prescribed by the phenomenological theories
of martensite (6, 7): the lattice deformation S and lattice-
invariant deformation P, respectively. The coherency dislocations
have been further separated into arrays that account for the macro-
scopic transformation strain, E (Figure la) and the complementary
("invisible") shear portion of the lattice deformation, 2-1 (Figure 1b).
Superposition of these coherency dislocation arrays of Figures la and
b, with the anticoherency dislocation array of Figure lc has created

the total martensitic interface of Figure 1d.
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2.1.2. Observation of martensitic interface structure

Since the ahticoherency dislocations have the same properties as
crystal-lattice dislocations (16), they are observable by conventional
electron microscopy techniques, provided they are spaced sufficiently
far apart to allow resolution of individual dislocétions. This has
already been accomplished in a number of cases (19-22). The closer
spacing and smaller Burgers vectors of coherency dislocations make
their resolution more difficult. In addition, the special properties
of coherency dislocations can render techniques such as lattice~fringe
imaging ineffective in view of the continuity of the lattice through
these dislocations. Although the presence of coherency dislocations
can in some cases be inferred from the bending of the lattice fringes
across the interface (23), individual coherency dislocations appear
to be more clearly identified by diffraction-contrast techniques.
Twinning (coherency) dislocations in very thin tapering twins have
already been observed in both f.c.c. (24) and b.c.c. (25) structures
by means of the conventional strain-contrast technique. The same
technique enabled an observation of coherency dislocations for an
f.c.c. > h.c.p. (26) martensitic transformation. Appiication of the
weak-beam technique and the high resolution electron microscope,
despite some difficulties related to the image interpretation, should

in future provide more information about interfaces at near atomic

level.
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2.1.3. Mobility of martensitic interfaces

Freely growing martensites are usually divided into two classes,
named by Forster and Scheil (27) as umklapp and schiebung processes.

The umklapp transformation refers to the growth of plate
martensite which is often very fast, with a growth velocity of
n10°m/s. This very rapid growth usually occurs at low temperatures
and under high driving forces (due to difficult nucleation) and is
presumed to be mainly athermal and to be limited only by various
energy dissipating effects.

The schiebung process, on the other hand, corresponds to the
formation of lath martensite in packets, and in iron alloys occurs
above room temperature. Nominal growth rate ranges between ].0-3
and lo-lm/s (8) and the process appears to be akin to the thermally
activated slip.

In spite of these two apparent regimes of martensite growth,
it is generally agreed that the martensitic interface is very mobile.
This conclusion was strengthened by different experiments on stress
induced pseudo-elastic martensite (28-32) where it was shown that
interface velocity adjusts itself very quickly to a change in chemical
and/or mechanical driving force. Expressed in the language of dis-
location slip, a martensitic interface is considered to be glissile;
a property which is assumed to be closely linked to its structure.
Structural aspects of the martensitic interface mobility will be

discussed here.
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Migration of a fully-coherent rational low-index interfaces is
usually considered to proceed by the motion of steps in the interface.
In this process, an island of a new layer, surrounded by a loop of
coherency dislocation, is formed on a flat surface by thermal
fluctuations. This then spreads across the interface under the
influence of the chemical and/or mechanical driving force. The
classical calculation of the rate of such a process (33) appears
to be only approximate due to uncertainties about the core configu-
ration and energy of the coherency dislocation loop. Nevertheless,
the required critical size of loop, activation free energy, and
driving force seem to be too large, even at moderate temperatures
(33). Most of the rather sparse available evidence suggests that
the new layers are formed at points of stress concentration, such
as at the intersection of the growing plate with a grain boundary.
Some indirect evidence has also been cited (34) for the operation
of a pole mechanism (35) which provides the transformation dis-
locations on successive planes.

Fully-coherent irrational (or high-index rational) interfaces
as well as interfaces slightly rotated away from the exact habit
plane are best modelled, as already discussed, in terms of their
step structure and associated array (or a number of arrays) of
coherency dislocations. Olson and Cohen (16) have shown that
the coherency dislocations are capable of glide aﬂd a conservative
climb, but that their motion is limited to particular lattice

planes. Since no long~range diffusion is required for their



motion, coherency dislocations are said to be glissile. However,
the precise mechanism of coherency dislocation motion is not clear,
especially when individual dislocations overlap considerably and/or
when a number of intersecting coherency dislocation arrays reside
in the interface.

In the simplest theory of semicoherent martensite, there is
only one set of anticoherency dislocations, parallel to the

(possibly irrational) invar{ant line of the lattice deformation S.
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For the interface to be glissile, motion of anticoherency dislocations

must be conservative. In other words, except in the special case
of pure screw orienfation, the Burgers vector must not be parallel
to the interface. Slightly more complex arraysof anticoherency
dislocations should also be consistent with a glissile, semicoherent
interface. One possibility is for all dislocation lines to be
parallel and to have the same glide planes but with two or more
Burgers vectors, such that the weighted average vector satisfies
the Frank-Bilby equation. Another possibility is for two or more
sets of lines to have the same Burgers vector but to move in
different glide planes. Again, the average of the glide vectors
must satisfy the Frank-Bilby condition. Both models correspond

in the crystallographic theory of martensite (6, 7) to combinations
of lattice invariant shears which reduce to a simple shear.
Combinations of shears which have neither the shear direction

nor the shear plane in common do not reduce in this way, and it

is not clear whether or not the corresponding arrays of dislocations
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would produce a glissile interface.

Almost all semi-coherent martensites have irrational or high-
index habit planes which must be stepped on an atomic scale. In
other words, coherent regions of an interface, composed of coherency
dislocations, are separated by anticoherency dislocations.
Obviously,the mechanism of motion of the coherent parts of the
interface is expected to be similar to that for coherent irrational
martensites, already discussed. In looking for the rate-controlling
mechanism of interface motion, the role of the coherency dislocations
is often neglected because of their small Burgers vector. This
might be justified for a case of well separated coherency dislocatioms.
However, closely spaced dislocations would instead move in groups.
acting as superdislocations with larger Bﬁrgers vectors. The
friction stress to the motion of such superdislocations is expected
to be comparable with the one associated with the anticoherency
dislocations. This means that the contribution of coherency dis-
location to the kinetics of martemnsitic interface motion should not
be overlooked. ¥For a twinned martensite, the Olson-Cohen theory (16)
describes the interface in terms of alternating arrays of coherency
dislocations with zero content of anticoherency dislocations. The
interface motion kinetics is thus, in this case, completely dominated
by the coherency dislocations.

A different approach to the kinetics of motion of martensitic
interfaces is also worth considering. Calculations done by Olson

and Cohen (17) suggest that strong attractive interaction exists



33

between the coherency and anticoherency dislocations. It is
expected, therefore, that both driving and resisting forces can

be easily transmitted along the interface. An interface is thus
visualized as an elastic membrane, with a unique continuous structure.
Acting as a two-dimensional dislocation analogue, the interface is
characterized by a local interface normal and by the shape

deformation tensor, E.
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2.1.4. Accommodation modes of the transformational shape change

One of the features which define martensitic transformations is
a large shape change accompanying the transformations. The
surrounding matrix of growing martensite plates or laths exerts an
opposing stress trying to restrict the shape change of the trans-
forming regions. These shape-incompatibility stresses can be relaxed
by either elastic or plastic strains, or, as is often the case, by
a combination of the two. This provides a basis for one of the
classifications of martensitic transformations as thermoelastic
and nonthermocelastic transformations.

Thermoelastic behavior is defined as a relative absence of

plastic accommodation cf the transformational shape change (36, 37).
A concept of thermoelastic equilibrium was introduced to explain the
observed reversibility of these transformations and the recovery

of the accompanying transformation strain. When thermoelastic
systems undergo a stress-induced martensitic transformation,
various phenomena, known as pseudoelasticity, shape memory effect,
etc., are observed (38). It was rationalized (39) that all these
phenomena have a common origin in the elastic strain accommodation
of the transformational shape change. TEM investigations showed
that no noticeable accumulation of defects is associated with
cycling of the martensitic transformation in thermoelastic systems
(39-42) . However, a smali plastic accommodation of the shape

change, met in non ideal thermoelastic systems, gives rise to

some defect formation causing a poor fatigue life associated with
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transformation cycling (43).

Nonthermoelastic martensitic transformations are characterized

by a substantial contribution of plastic deformation to the accom-
modation of the transformation shape ch;nge. The ensuing plastic
zones,ahead of the advancing martensitic interfaces, are observed
to have a high density of dislocations (39, 40, 44-46). A direct
correlation has been found between the dislocation density and

the extent of reversibility of martensitic transformation (41).

The occurrence of plastic accommodation of the shape change
can effect the mobility of the martensitic interface in various
ways, some inhibiting and some assisting (47). The generation
of plastic zones in regions adjacent to the interface may affect
the driving force acting on the interface as well as the friction
stress opposing interface moticn. Under some circumstances,
interaction of a moving interface with dislocations within the
surrounding plastic zones may become rate controlling. However,
these dislocations are not an integral part of the internal
structure of a martensitic interface and should be treated as
ﬁrospective obstacles to interface motion.

Differences in shape accommodation mode, difficulty of
nucleation, etc., from one system to another often give rise to
different apparent interface mobilities. However, it is our
belief :that a common internal mobility exists for all martensitic
interfaces, simply as a natural consequence of their common

internal structure.



36

2.2. Kinetics of Dislocation Motion

2,2.1. Introduction

Applied stress on a body typically exerts a force on a dislocation
tending to move it. The ensuing increase in the free energy of the
crystal provides an internal friction stress, Tf, opposing the motion
of a dislocation. The resulting friction stress generally varies
markedly from place to place in the lattice and reaches occasional
peak values referred to as the mechan;cal threshold stress, %f.
Different concepts of the friction stress have been developed depending
on whether consideration is being given to the motion of a dislocation
segment or a single dislocation, or groups of dislocations (48).

Usually a distinction is made between two regimes of dislocation
glide, continuous glideand thermally activated glide, which corresponds
respectively to the case when the applied stress, Tapp’ is greater or
smaller than the mechanical threshold stress. (Tapp refers to the component

of the applied stress tensor, I, resolved onto the glide plane of the

dislocation.)

2.2.2. Continuous glide

According to the general concept of a force on a dislocation (49),
the notion of a local driving force, (Tapp - Tf)b, which tends to move
the dislocation, has been developed, where b is the Burgers vector.

A dislocation which experiences a positive driving force everywhere
throughout the crystal tends to accelerate at a rate determined by its

inertial mass, m, which has been defined by Frank (50). This tendency
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is opposed by drag or damping mechanisms which dissipate energy, and

the classical Newtonian equation of motion can be invoked:

)b (3)

where y is the direction of dislocation motion,

t is time, and

B is a drag coefficient, which describes the interaction of the
moving dislocation with the phonons and at low temperatures with electrons.
All proposed phonon-drag mechanisms to date (51-54) have led to

representing the drag coefficient in the form:

B = kT (4)

where k Boltzmann's constant,
T = temperature,
= atomic volume, and

vV = atomic frequency,

According to equation (4), the interaction of a dislocation
with phonons beccmes stronger as the temperature rises, leading to
a lower steady-state dislocation velocity:-

- T.)b

(T
app f _ (5)

v = KT

The concept of a retarding force on a moving dislocation due to

the drag mechanisms, as introduced above, assumes that the dislocation
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encounters more phonons from the forward direction than from the
backward direction. The same concept can be applied to the case of
interphase-interface dislocations which move with the interface and
produce a change in structure across the interphase boundary. However,
as noted by Eshelby (42) and Weertman (43), an interfacial dislocation
may either gain energy or lose it, since the phonon modes will usually
be different for the two structures.

Abrupt change in the local driving force on a moving dislocation
may bring about two special dynamic phenomena: (a) energy radiation
through the oscillating motion of segments of the dislocation, and
(b) inertial effects, which have led to the concept of a dynamic
threshold (48). For the usual slow variation of the driving force
throughout the crystal, an average dislocation velocity and effective
driving force have also been introduced, the latter being a fairly
complicated function of the local driving force (48).

Johnston and Gilman (57) and Gilman (58) demonstrated experimentally
that at high driving forces the dislocation velocity approaches some
limiting value (the shear wave velocity) and is not a linear function
of the driving force as predicted by equation (5). This was afterwards
rationalized (46) by postulating different relativistic effects coming
into play at velocities comparable to the shear wave velocity. These
effects can alter the stress field of a dislocation and its interaction
forces with other dislocations but do not influence the force on a dis-

location produced by an applied stress.
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2.2.3. Thermally activated glide

When the applied stress does not exceed the mechanical threshold
of the crystal, a dislocation reaches a state of static equilibrium
at places where the local driving force falls to zero. Further motion
of the dislocation requires thermal activation to assist the applied
stress in ovefcoming the barrier of the internal friction stress.

Once the dislocation overcomes this barrier, it accelerates and reaches
a drag-controlled velocity. This velocity is maintained until the
dislocation encounters another barrier.

Apart from a thermodynamically imposed lower limit of the applied
stress, there generally exist other minimum values of the applied stress,
T, below which any thermal activation, even though thermodynamically
feasible, may be practically neglected. Tu is termed the ATHERMAL
RESISTING STRESS and refers to obstacles which possess long-range stress
fields and large activation energies. Consequently, at stress levels
below Tu, the influence of the thermal activation on dislocation motion
is negligible. On the other hand, obstacles with short-range stress
fields give rise to an effectively smaller value of the activétion
energy, making the thermal activation more probable. These obstacles
are termed thermal obstacles and the corresponding THERMAL RESISTING
STRESS is designated as Tth' |

In the general case when both types of obstacles are present,
thermal activation of the dislocation motion is feasible when the

applied stress is greater than the athermal resisting stress.



40

It should be emphasized that the term "obstacle" has been used
quite generally, and it does not necessarily refer to a physical
entity in the crystal. Thus, any event during the dislocation motion,
which is associated with a temporary or permanent increase in the
energy of a crystal, brings about an internal friction stress and is
considered as an obstacle. Sometimes, there is a particular physical
entity behind this friction stress, but often, as in the case of the
Peierls obstacle (50, 51), the friction stress is associated solely

with a higher energy configuration of the moving dislocation itself.

Model activation parameters. The average dislocation velocity,

v, In a thermally-activated regime is often defined as:

- .
v = v oex T (6)

where: v, -~ 'the preexponential term which might be temperature
dependent through the thermal expansion coefficient
and temperature variation of the elastic constants.
Possible variation of v, with stress comes from the
stress dependence of the vibration frequency of a

dislocation segment involved in the critical event;

AG - the activation energy; AG has the same origin for
its temperature dependence as v, The stress
dependence of AG is the central issue in the theory
of thermally activated slip and will be discussed
in more detail later.
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The Arrhenius type of rate equation, equation (6), even though
extensively used, is strictly valid only when certain conditions,
pertaining to the magnitude of the activation energy and the number
of thermally activated events, are met. Otherwise, appropriate
modifications of the rate equation are necessary (48).

Figure 2a shows a hypothetical obstacle profile where the
friction stress, T, is plotted against a total area, a, swept by a
dislocation during its interaction with the obstacle. The width of
the obstacle profile, a*, at any particular value of the applied
stress, defines an increment in the area swept by the dislocation
segment during the critical thermally activated event and is often
referred to as "the true activation area".

A plot showing friction stress against the activation area, as
in Figure 2b, is called "the sheared obstacle profile'", since it can
be obtained by a simple shear of the corresponding T vs.a profile
parallel to the a-axis., It is this sheared obstacle profile that can
be derived from experimental measurements and which represents a basic

material property.

According to Figure 2, the activation energy can be defined as:

az T
AG = b fal T+da = b-S a* -+ dT (7

T
app



Figure 2

Hypothetical obstacle profiles: ‘an unsheared
profile;friction stress, €, vs.total area , a
and (b) a sheared profile; friction stress vs.

. activation area , a¥*; T -mechanical threshold

stress; @« ___-applied stress; AG - activation
energy and®B - the Burgers vector.
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A stress dependence of the activaiion energy expressed as
- (BAG/BT)T/b = a', "apparent activation area", can be defined,

according to the equation (7) as:

A

T
al = a* -/ Pa (8
a

app PP

The last term in the equation (8) represents a stress dependence of
the obstacle profile itself and is often, but not always, negligible
when compared with a%.

The product of the Burgers vector and the corresponding
activation area, either a' or a*, is usually referred to as the true,
or apparent stress activation volume, VT. For the lattice déslocations,
with a Burgers vector comparable with the spacing of the slip planes,
VT does describe the volume of the thermally-activated dislocatior
configuraﬁion. However, fér partial dislocations, where_b is a small
fraction of the lattice parameter, V,r may significantly underestim#te
the volume of the configuration and a* (or a') becomes a more basic
quantity.

The magnitude of the stress activation volume, expressed in
terms of the numbgr of atomic volumes, as indicated by Conrad (62),
can be used as a criterion for a selection of the rate-controlling
mechanism of dislocation motion. Often, however, an exact knowledge

of the obstacle profiles is needed to separate twe mechanisms with

comparable values of VT'
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A number of microscopic models for specific dislocation
mechanisms of motion have been developed in order to explain
macroscopic slip phenomena and the dependence on applied stress,
strain rate, temperature and structural parameters (48). These
have been used, in some cases, to distinguish ﬁetween different
dislocation mechanisms on the basis of macroscopic observations.
Unfortunately, sometimes two different rate-controlling mechanisms
of dislocation motion lead to essentially indistinguishable

macroscopic behavior (48).

Operational activation parameters. Various experimental

techniques provide an opportunity for measuring interrelations between
rate, stress, and temperature. These interrelations are often

expressed in terms of different operational activation parameters as:

Operational activation eneygy:

d1lnv
Q = mT (9
Operational activation area:
dlnv
LU E
&= % Tar | (10)

and operational stress activation volume:

Vs ba" (11)
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The following relations exist between the corresponding model

and operational activation parameters:

Blnvo
Q = kT-é—]-_Ef—lT+AH (12)
and
31lnv
"o _ EI'_ 1
a 7 % Bt | +a (13)
T

Operational activation analysis consists in finding ways to
measure separately each of the terms on the right side of equatioms
(12) and (13), or to prove some of them negligible and to measure
the rest; This proce&ure usually starts by recognizing that, from
the data-analysis point of view, equation (6) should bg rewr%tten

as follows:

v = voexp(AS/k) - exp -(AH/KT) = v, exp - (AH/KT) (14)
where AS = -(3AG/3T)T is the activation entropy and
AH = -—i)(AG/k’J.‘)/B(l/k'I.‘)|,r is the activation enthalpy.

A simple test can be employed to check temperature variations
of Va and AH. Namely, if a lnv vs. 1/kT plot gives straight iso-stress
lines, then both VH (and vo) and AH are temperature invariant.

Equation (12), in this case, suggests that the operational activation
energy, Q, is equal to the model activation enthalpy, AH. The model

activation entropy, AS, is governed by the temperature dependence of
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the elastic constants (63). Often, the contribution of AS to AG is
negligible when compared with AH and consequently the model activation
energy can be approximated by the operational activation energy.

When all iso-stress straight lines in a lnv vs. 1/kT plot go
through the same point at infinite temperature, the preexponential
term, Vi (and vo) can be considered as stress independent. According
to equation (13), the operational and the model activation areas, as
well as the volumes, then become equal.

When the iso-stress lines in a 1lnv vs. 1/kT plot dec not make the
same intercept at the lnv-axis, it means that the preexponential term

Yy is stress dependent. Equation (14) can be differentiated to give:

kT 3lnv = ;klalnyH - 13AH (15)
b 3T IT b 3T IT b 37T IT .

The first term in equation (15) represents the operational
activation area and can be evaluated from a lnv vs. T plot. The third
term in equation :(15) is, in fact, equal to -(dQ/dT)/b and can be
determineﬁ from a plot of lav vs. 1/kT. This term, in general, is
not equal to the apparent activation area, -(3AG/3T)/b, since the
activation entropy, entering the Vu term, can also be stress dependent.
éenerally, it is not possible to separate contributions of v, and AS
to the stress-dependence of Vu and consequentlylthe apparent activation
areas cannot be determined. However, some model-inspired estimates of

the stress variations of v, and AS can be employed. For example, the

stress dependence of the activation entropy is known to have two



47

contributions (63). The first contribution comes from the thermal
expansion coefficient and often has a quite small magnitude. The
second contribution is a product of a temperature dependence of the
appropriate elastic modulus and an inverse slope of the obstacle
profile, Blna*lalnTIT. A systematic analysis (48) has proved that
the stress dependence of the activation entropy for the short-range
obstacles is negligible. This means that the last term in equation
(15) can be considered as the apparent activation area. For the long
range obstacles, however, the stress dependence of the activation
entropy may have a significant contribution to the apparent activation
area and must be taken into account.

The stress dependence of v, comes from the obstacle stiffness,
which is often a very weak function of the stress.

When a lnv vs. 1/kT plot does not show straight iso-stress lines,
this may be due to a temperature dependence of the activation energy -
or of the preexponential term. Such temperature dependences may have
a simple origin. For example, many theoretical models predict that
these terms should depend on the shear modulus, Y. In this case,
one can properly introduce new variables T/u and ub3/kT, instead of

T and 1/kT, and employ the same analysis already discussed.



48

3. STATEMENT OF THE PROBLEM AND DIRECTION OF RESEARCH

The aims of this research are to understand the phenomenon of
intrinsic mobility of martensitic interfaces and elucidate the nature
of the rate controlling mechanisms of the interface motion. These
problems will be approached both experimentally and theoretically.

Thermoelastic Cu—-Al-Ni alloys, which undergo a single-interface
stress—-induced Bldyl' martensitic transformation provide an ideal
system for the measurement of interface mobility. Using an uniaxial
compressive deformation, the single—interface mobility measurements
have been conducted over a wide range of temperature and an experimentally
imposed range of interface velocities extending to low velocities. The
observed behavior is interpreted in terms of the theory of kinetics
of slip phenomena. Possible mechanisms for the interface motion are
discussed.

Ultra;onic wave velocity measurements of the parent phase have been
made over a.wide range of temperature in our effort to identify
correlations, if any, between the change in elastic constants and
interface mobility.

Transmission electron microscopy has been employed tq search for
the prospective rate controlling obstacles, anticipated by the observed
mobility behavior. A quantitative analysis of the structure, crystal-

lography, size, and distribution of the potential obstacles has been

undertaken.
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The theoretical approach to the problem of the martensitic
interface mobility includes modelling of various possible mechanisms
of interface motion. When convenient, most general solutions are
sought. Otherwise, particular interactions of a Bl—Yl' interface
with different obstacles, observed by TEM investigations, are
considered. The extent of the qualitative and quantitative agreement
between the predictions of the models and experimentally observed
mobilities then serve as a ground for the conclusions about the most
probable rate-controlling mechanisms of the interface motion.

Models for the single-interface motion in Cu-Al-Ni alloys are
subsequently used in a discussion about the more general problem of
the martensitic-interface mobility. Differences in the transformation
shape change, accommodation modes, critical driving force for the
nucleation érocess, etc. from system to system éertainly affect the
apparent interface mobility. However, the common structural nature
of all martensitic interfaces is suggestive of a common intrimsic

mobility. It is, therefore, hoped that the models derived in this

work will be generally applicable.
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4. EXPERIMENTAL PROCEDURE

4.1. Materials and Heat Treatment

Cu-Al-Ni alloys were prepared from 99.99 percent Cu, 99.99 percent
Al and 99.9 percent Ni by melting in a high frequency furnace under
an argon atmosphere, followed by casting into a water-cooled copper
mold. The resulting ingots were homogenized at 1273 K for 24 hours
and chemically analyzed. Several alloy ingots of different compositions
were made in order to get different parent phase stabilities with
respect to the Bl (parent) -+ Yl' (martensite) transformation, Table 1.
After removing oxide layers, the ingots were cut into small pieces
which were used for single-crystal preparation. The single crystals,
in the form of 5 mm diameter rods, were grown by the Bridgeman method
using a sharp temperature gradient in a moveable vertical furnace.
The ingot pieces, charged into a graphite crucible along with a
[00]_]81 seed, were melted and resolidified to single crystals under
an argon atmosphere. Since specimens at this stage were dendritic,
they were solution treated at 1273 K for two hours in quartz capsules
which were evacuated and backfilled with argon to a pressure of 105Pa.
Specimens were subsgquently quenched into water. The ?rientation of
the single crystal specimens was then determined by the Back-reflection

Laue technique. The axis of the rod-shape specimens were found to be

~[001]61.
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The martensitic transformation temperatures were determined by
both observing the surface relief of specimens and by electrical

resistance measurement during cooling.

TABLE 1. Cu-Al-Ni ALLOYS USED IN THIS STUDY

Alloy Composition Heat Treatment Ms Mf AB A.f
(wt.pct.)

A Cu 13.9 Al 3.9 Ni  1073K(4min)>273K 218K 206K 249K 253K
Bl Cu 14.2 Al 3.5 Ni  1249K(10min)—273K 150K 135K 161K 172K
B2 Cu 14.2 Al 3.5 Ni  1293K(1hr)=273K 157K 142K 166K 181K

B3 Cu 14.2 Al 3.5 Ni  1293K(1hr)»273K 155K 140K 166K 177K

Several different heat treatments were employed in order to
obtain a better alloy stability with respect to a Bl—yl' transformation,
Table 1. For the heat treatments marked A, Bl and B2, Table 1, the
quenching rate was kept constant within the limits of reproducibility
of the quenching procedure employed.

On the other hand, a much faster quenching rate was used for
heat treatment B3. A rapid quenching apparatus was constructed con-
sisting of a narrow stainless steel tube which held the specimen
in the center of the heating zone of a vertical furnace. This tube
was connected to a gas reservoir, which could be filled and emptied
by operating a pair of valves. The gas reservoir was pressurized with
argon at 7 MPa (1 Ksi). When the pressure in the reservoir was released,

it forced the specimen B3 downward into a well-stirred bath of iced-

brine.
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4.2. Compression Testing

Compression tests of the single crystals were carried out on an
Instron Machine with a 90,000 N capacity over a temperature range of

6 to 10_2 m/s. In

170 to 410K and an interface velocity range of 10
order to achieve a better uniaxiality of the compression load, special
attention was given to the parallelism of the specimen ends and a ball-
bearing platen was used to prevent the specimen from slipping off

under the load.

For testing at different subambient temperatures, a methanol bath
was used, which was substituted by an iso-pentane bath at temperatures
below 200K. The temperature was kept constant within + 1 degree
adding liquid nitrogen into the well agitated bath.

For testing at temperatures above room temperature a silicone-oil
bath was 'used. A 300-watt immersion heater connected to a temperature
controller kept the temperature of the well-stirred bath within + 1 degree.

Some recent experiments (64-66) on Cu-Al-Ni alloys have indicated
that a significant thermal effect can be associated with the latent
heat of a martensitic transformation. At highltransformation rates, the
temperature close to the interface can increase by few tens of degrees.

To measure this thermal effect, two 0.2 mm diameter iron-constantan
thermocouples were mounted on the compression specimens and their
position relative to the specimen ends was precisely determined. The

thermocouple outputs were then recorded on a chart-recorder during

compression testing.
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4.3. Elastic Constant Measurements

The elastic constants were measured by the ultrasonic Pulse-Echo-
Overlap method (67) using a Panametrics Ultrasonic Gage (Model 5221)
instrument. This method of measuring ultrasonic wave velocity in solids
involves a high frequency (5 - 10MHz) quartz transducer, cemented on one
end of a specimen having two parallel end faces. The transducer serves
both as a generator and a detector of radio frequency pulses propagating
in the specimen. Each pulse results in a series of echos with a round
trip travelling time t. Identical pulses are produced at regular intervals,
1/£f, where f is the frequency. Both signals, i.e., ultrasonic pulses and
resulting echos, are viewed on an oscilloscope with its x-axis driven by
an oécillator. The frequency of the oscillator is adjusted until the
two signals overlap. At this condition, an inverse of the frequency of
‘the oscillator, which is measured by a frequency counter, is equal to
fhe round-trip travelling time of the echos. Ultrasonic wave velocity
is then simply determined as a ratio of the round-trip distance (the
specimen length doubled) and the travelling time.

Subambient temperature meaSuremenfs of ultrasonic wave velocity
were done in eithér a methanol or an iso-pentane isothermal bath.
Temperatures in the range of 150K te room temperature were controlled
within + 1 degree.

A longitudinal wave V315 and a Normal Incident Shear Wave V221
Panasonic Videoscan Immersion transducer with frequency of 10 MHz
were used. Nonaqueoug Stopcock grease served as a bond between the

specimen and the transverse wave transducer. Salol was used for the
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longitudinal wave transducer.

All the elastic constants of the second order for the cubic Bl-
phase could be determined by measuring three independent wave velocities
of one longitudinal and two transverse waves along a <110>Bl propagation
direction. Single crystal specimens were brought into a <llO>B1
orientation using the Laue back-reflection technique. Typical specimens
for elastic constants measurements were slabs 3mm x 4mm x Smm ranging

within +1 degree from the exact orientation.

4.4, Transmission Electron Microscopy

Transmission electron microscopy was performed on all the alloys
listed in Table 1. Both heat ‘treated and heat treated and subsequently
compression tested specimens were examined.

A typical sample was sliced into discs approximately O.5mm thick,
which were further‘mechanically thinned on both sides to a thickness of
"0.15mm. Discs of 3mm diameter were then punched and thinned to 0.03mm,
both mechanically and chemically, in a solution containing 1 part HC1,

4 parts HNO3 and 5 parts of.H3P04 at room témperature. The thinned
discs were then jet polished, until a suitable hole formed, in a 3 parts
methanol - 1 part Hﬁo3 solution, at: -40°C, 5 - 6 V and 20-20mA. The
perforated discs were then examined at 200 kV in a JEOL 200 CX electron

microscope equipped with a double-tilt stage.
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5. EXPERIMENTAL RESULTS

5.1. Compression Testing

5.1.1. Load-displacement curves as a function of temperature

and cross-head speed

Recorded applied load versus cross-head displacement curves were
converted to resolved stress (volume driving force) versus interface
displacement curves using the known transformation invariant-—-plane
shape strain (68,69). Applied loads were resolved in the shape strain
plane and direction (70) for the most favorably oriented transformation
variant (71,72). Furthermore, u;ing Christian's relation (73), a cor-
relation between cross—head and interface position was computed and
thus’crosshead speed was‘converteé into interface velocity.

Typical driving force-displacement curves as observed at
temperaturas above AS are shown in Figure 3. Both resolved stress, T,
and total driving force per unit volume, Ag, are indicated. At TN(or AgN),
the Yi—martensite nuc}eﬁteé at a specimen corner. The load then drops and
the interface moves forward at a nearly constant level of t and Ag.
Reversing the direction of crosshead displacement, the interface moves
in the reverse direction at a lower level of T and Ag. The average
"friction stress", T¢ (and the corresponding Ag) is one-half of the '
resulting hysteresis for forward and reverse interface motion. If T¢

is assumed equal in magnitude in both directions, the hysteresis midpoint

defines T where Ag = 0 (72,74).
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The shape of the driving force-displacement curves was not visibly
affected by a change of interface velocity in the range 10"6 to 10_2 ms-l.
However, it %as observed that the hysteresis increases with interface
velocity thaF is consistent with findings of Otsuka et al. (72) and
Shepard (75).

Terperature has some effect on the shape of the driving force-
displacement curves. Namely, at temperatures higher than approximately
A

£
that a few parallel plates of Bi-martensite (76,77) formed at T_ before

+20°K, no sharp load drop was recorded. Close examination revealed

N
the Bl—Yi interface passed through. This small end effect did not affect

the motion of the Bl—Yi interface as it approached the center of the

specimen.

5.1.2, Temperature and .-velocitv dependence of the friction stress

The measured T, and corresponding Ag values for alloy A are

f

shown in Figure 4 for a temperature range 270 to 410 K and an interfacial

6 to lo-zmﬁs. The temperature and rate dependence

velocity range of 10
of T, are characteristic in both sign and magnitude of thermally-activated
dislocation motion, resembling the typical behavior of the plastic flow
stress. Furthermore, the value of Tf appears to approach a constant
minimum level at the lowest velocities and highest temperatures. This
suggests an "athermal" contribution to Te of TMZZZMN/m2 (with a corres-
ponding athermal level of Agu = -2.2MJ/m3).

" Due to the lower MS temperature of all B alloys, Table 1, com-

pression tests were carried out in a lower temperature range, 170 to

298K. The interface velocity raﬁge, however, was the same for both A
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and B alloys (10"6 to 1072 m/s).

Figure 5 shows the temperature and rate dependence of the frictional
stress and the driving force for alloy Bl. A behavior similar to that of
Alloy A is found at temperatures above n210K. However, an anomalous,
positive temperature dependence is observed below this temperature. No
noticeable change in shape of the driving force-displacement curves was
recorded in this temperature range. It should be noticed that a minimum
constant level of the friction stress, TP’ is not well defined, but seems

to be lower than for alloy A, with an estimated value of Tﬁ=15MN/m2,

Ag, = -1.5M3 /o>,

Figures 6 and 7 show temperature and rate dependence of the friction
stress and the driving force for alloys B2 and B3, respectively. There
is good agreement between these data and those for alloy Bl, Figure 5,
especially in the temperature range of a normal negative temperature
dependence of Tf (T>210K). A common minimum level of friction stress is
estimated as rﬁ=15MN/m2. Agu ~ -1.5MJ/m3. A slightly higher scattering

of the individual experimental data is recorded in the temperature range

of anomalous behavior, T<210K.
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5.2. Thermal Effect of the Single-Interface Stress-Induced 81311

Martensitic Transformation

Figure 8 gives the thermal effect associated with a single-interface
stress—induced Bl—Yi martensitic transformation in Cu-Al-Ni alloys. An
increment in temperature measured by two thermocouples T/C #1 and T/C #2
was plotted against position of the moving interface with respect to the
end of the specimen where nucleation of a single variant of martensite
occurred. Positions of the two thermocouples, T/C #1 at 5mm and T/C #2
at 9.5 mm, were also referred to the same end of the specimen. The thermal
effect of the transformation was measured for the entire range of the
interface velocities employed.

According to Figure 8, the thermal effect associated with the
highest interface velocity, 7.11 - 10_3ms_1, was as high as 7 degrees.

This indicates that isothermal coﬁﬁitions adopted throughout this work
could be significantly disturbed. Fortunately, interface velocity next

to the highest produces a much smaller thermal effect, V2.5 degrees.
Thermal effects associated with lower interface velocities are even smaller
i.e., under 0.5 degree. Compression test data referring to the highest
interface velocity were, therefore, ignored in order to maintain the
assumption that the interface motion took place under isothermal conditionms.

Heat transfer for a single-interface martensitic transformation has
been aralyzed in Appendix A. It was shown that a simple model could
account for the measured thermal effect and recorded temperature dis-

tribution presented in Ehis section.
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AT(K) at x=5mm

s (a)
. , 3
i 3.55 10° 1.41+10 By
7.11-10
0 2 4 6 8 10 12 14 16 18
POSITION OF THE MOVING INTERFACE,mm
T/C#2
i 7.11-1073
- ' (b)
§ 1.41-10°3
i 3.55.10°%
_ 7.11-10°

2 4 6 8 10 12 14 16 18
POSITION OF THE MOVING INTERFACE,mm

Figure 8 The thermal effect,AT(K), due to single-interface stress-

induced p,~y, martensitic transformation recorded by two
thermocouples located at two different positions along
the specimen: (a) T/C#1 ,x=5mm ; (b) T/C#2 , x=9.5mm.

.Position of the moving interface as well as the location

of the thermocouplles are specified with respect to the
end of the specimen where nucleation of the single-mar-
tensitic variant occurred. The numbers on the plots give
the interface velocity in m/s.
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5.3. Elastic Constants

The use of <110>Bloriented single crystals allowed the following

elastic constants to be measured:

CL = '(Cll + C12 + 2C44)/2’ (16)
c = 044, and @a7)
¢t = (Cyy - /2 (18)

Thus, C11 and C12

= (- -
constants, A C44/C 2C44/(C11 ClZ)’ could be calculated. The

as well as the anisotropy ratio of the two shear

variation of these parameters with temperature for alloy Bl is plotted
in Figure 9(a).
With respect to the stability of the bec B-lattice, it is worthwhile

to follow the variations of the quantities 644, B = (C11 + 2012)/3 and

Cli - Cl%' Stability criteria for a cubic lattice requires all three
quantities to be positive (78,79). Since the physical meaning of the

quantity Cli - Clg' is not readily apparent, it is a common practice to

follow the behavior of Q' which is the resistance to a {110}<1i0> shear.

Cas

plane in the <100> zone or the resistance to a shear deformation in any

is the resistance to a shear deformation in a <100> direction on any

direction in a {100} plane and bulk modulus, B, is the resistance to a
hydrostatic deformation. Variation of these stability quantities with

temperature for alloy Bl is shown in Figure 9(b),
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As discussed by Nagasawa et al. (79), a better insight into the
mechanical stability of a lattice can be obtained by comstructing velocity
surfaces of elastic waves. The three kinds of velocity surfaces can be
obtained by substituting elastic constants in the elastic wave equation.
They are L, T1 and T2. L and T refer to longitudinal and transverse
types of waves, respectively. From the mechanical stability point of
view, extremum points on velocity surfaces are of particular interest.

For a cubic crystal, the Christoffel equation (80,81) can be used
to get different planar sections of the velocity surfaces. Figure 10

shows the polar plots of the ‘1'2 velocity surface sections in the (001)3

and (ilO) planes. The effective shear constant in a direction'E on

B8
these planes is measured by the magnitude of the radius vector from the
origin to the velocity surface along K.. The local minimum on the (001)
section of the T2 velocity surface, (Figure 10(a), corresponds to a
(110) <110> ghear with the resistance measured by C'. A second minimum
exists in the velocity surface in the (ilO) plane, Figure 10(b), with'i
about 40.5° from [001]. It is this local minimum which Nagasawa and
Ueda (82) named the "special mode". An effective elastic constant along
= [112], in Figure 10(b), corresponds to a {112}<11i; bec.c. twinning
shear. This elastic constant is very close to the minimum associated
with the special mode.

Some éenéral fiﬁdings concerning the temperature dependence of the

elastic constants and stability quantities, drawn on the basis of

Figures 9 and 10, can now be summarized:

— Three basic elastic comstants, Cll’ Clz’ and C44, show a weak
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temperature dependence, their relative change being less than

+0.3%;

The anisotropy ratio, as in other noble-metal base alloys

(83-90), is fairly high and increases with decreasing temperature;

All the stability quantities, B, C44, and C', are positive,
suggesting a stable structure of the matrix Bl-phase. Howzaver,

C' is quite soft and also shows an anomalous positive temperature
dependence, indicating a low lattice resistance to a {110}<110>
shear. Similar behavior of C' in the subambient temperature range

has already been reported for similar B-alloys (83-90).

The lattice resistance to a {112}<11I> shear is also relatively

small, yet approximately three times as large as c'.

Elastic constants of the alloys A, B2, and B3 were determined at

room temperature and results are summarized in Table 2.

TABLE 2. ELASTIC CONSTANTS (IN 10'° N/m?) AND
ANISOTROPY RATIO AT ROOM TEMPERATURE

Alloy i1 C1p Chs c' B u*t A
A 13.30 9.80  16.62 1.75  10.97 7.22 9.5
Bl 12.20 10.05  1l.15 1.08 10.74  4.74 10.5
B2 12.20 10.10  10.90 1.05 10.80  4.63 10.4
B3 12.25 10.20  10.90 1.03  10.88  4.60 10.6

*1.

U - effective isotropic shear modulus
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Throughout this work, only the isotropic elasticity approach was
used, which employs elastic moduli rather than elastic constants.
Several different averaging techniques have been proposed in the
literature (91-94) for calculation of the isotropic shear elastic
modulus from the elastic constants. Hill's procedure (94) seems to give
the best' average and was employed here. Calculated values of the shear
elastic modulus,|, are given in Table 2. Based on the temperature

dependence of elastic constants of alloy Bl, U can be taken as independent

of temperature.

5.4, Data Analysis

The single-interface mobility data, presented in Section 5.1, will
now be analyzed in terms of the theory of thermally-activated deformation
(48), which was briefly outlined in Section 2.2.3. Only a temperature
range above n210K, associated with the negative temperature dependence
of the friction stress, is treated here. The anomaloué behavior at
temperatures below V210K is not analyzed in this section, since it is
apparently inconsistent with the theory of thermally-activated deformation.
It was shown in Section 5.1 that the friction stress (and the voluma
driving force) has two components: a thermal component and an athermal
component. Only the thermal component of the friction stress (and of
the volume driving force) enters the activation analysis e@ployed here.

Validity of the velocity law, described by equation (6) was confirmed
by replotting the mobility data, Figures 4 through 7, into corresponding

In v vs.1/kT plots. According to the data analysis procedure, described
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in Section 2.2.3, a linear relation between lnv and 1/kT, at constant
stress, which was found here, validifies the proposed velocity law.
Furthermore, the operational activation energy, Q, becomes equal to the
model activation enthalpy, AH. The model activation entropy, AS, is
predominantly of vibrational character (48) and thus depends on the
temperature variation of elastic moduli. It was shown in Section 5.3

that the elastic constants, and therefore the elastic moduli, are very
weak functions of temperature. This means that the activation entropy

has a very low magnitude, and that its contribution to the model activa-
tion energy, AG, when compared with the activation enthalpy, is

negligible. Consequently, the model activation energy, AG, can be
successfully approximated with the operational activation energy, Q.

The plots of 1lnv vs. 1/kT along with equaticn (9) enabled a determination
of the activation energy and its stress dependence, as shown in Figure 11.
Data for all A and B alloys, over the temperature range investigated, are
in reasonable agreement, suggestive of a common rate controlling mechanism.
The standard deviation for the activation energy, averaged over a number of
values of the friction stress, is estimated to be 3.2 - 10_21J (0.02 eV),
According to the theory of thermall-activated deformation, plots of the

activation energy versus stress can often be described as:

AG = F_ [1 £P, 9 '
= Fll-6D ] (19)
whereﬁ FO - total‘activatidn energy corréspéndiné.to the zero applied

stress, p, q - coefficients which taken on characteristic

values for different mechanisms of dislocation motion.
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Adopting this type of relation, the data shown in Figure 11 are best
fitted by a ;urve, AG(eV) = 0.305[1 - (T(MN/m2/9)0'39]1;35. Values of
the coefficients p = 0.39 and q = 1.35 correspond, in the theory of
thermally-activated slip, to a rate control by modulus and/or strain
interaction between slip dislocations and discrete particles.

Using the plots of lnv vs. 1/kT, it was found that the pre-
exponential term, Vos lies in a range of 10 to 40 m/s. However, it
could not be concluded that the v, is a particular function of stress.
According to equation (13), if the preexponential term is stress
invariant, then the operational activation area (volume) and the apparent
activation area (volume) become equal to each other. This simplifies
the calculation procedure of the apparent activation area and corres-
ponding stress activation volume and equations (10) and (11) can be
invoked. However, a word of caution should be drawn at this point to
some significant differences between lattice- and interface-disloéations.
The critical event for the thermally-activated motion of a line dislocation
is two-dimensional in character. Since the Burgers vector of the lattice
dislocétion is close to the slip plane spacing, a product of the activa-
tion area and the Burgers vector indeed defines a volume of the critical
configuration. Discrete dislocation models for the structure of coherent
interfaces (including the local structure of the twinned semicoherent
interfaces dealt -with here) describe the interface in terms of trans~
formation or coherency partial dislocations which propagate.the local

transformation lattice deformation. When the coherency dislocations in
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a particular array are relatively widely spaced, it is expected that the
interaction of the individual coherency dislocations with a given obstacle
involves an activation area, a*, similar to that for the case of slip
dislocations. Yet, ba* in this case may considerably underestimate the
activation volume of the critical configuration since the Burgers vector
of the coherency dislocation is a small fraction of the lattice parameter.
Furthermore, if the coherency dislocations are closely spaced, the inter-
face will behave as a quasi-continuous distribution of dislocations or

a "surface dislocation". Then, when interacting with an obstacle, the
critical event is more three-dimensional in character (95). Accordingly,
it is useful to introduce a new definition of the "activation volume'", V¥*,

as the derivative of activation energy with respect to volume driving

force.

o= 2| (20)
T

If we regard the lccal strain, Y, accompanying the motion of line
dislocations as, Y = b/d, with d the interplanar spacing, then the local
driving force is Ag = -~ TY = -— Tb/d. The activation volume associated
with an activation area, a* is V* = da*, which correspondsto the volume
of the critical configuration. Hence, V* can conveniently be used to
describe the behavior of both line and surface dislocations allowing direct
comparison of the interaction of each with a given obstacle. An added
benefit of the use of a volume driving force formulation for thermally-

activated interfgcial motion is that Ag can be used to describe response
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to chemical forces as well as mechanical forces. For chemical forces,

such as those operative in the spontaneous martensitic transformation

on cooling, a tensor quantity corresponding to T does not exist.
Analogous to equation (10), "operational activation volume", can

be defined as:

V' o= -kT(%%%X)T . (21)
Using this relation to evaluate V* from the experimental data, the
variation of Ag with V* (and T with Vf) for all A and B alloys above
210K, corrected for the athermal contributions, is shogn in Figure 12.
Activation volumes are expressed in terms of the atomic volumes 2.
Again, data for all alloys over the temperature range investigated are
in reasonable agreement, indicating a single rate controlling mechanism.
A long range "tail" of the obstacle profile in Figure 12 is consistent
with the coefficient p = 0.39. Details of the short range (low V¥)
behavior could not be discerned due to the intervention of the anomalous
effect at low temperatures.

The. overall profile shape and large activation volumes of 103 to
1049 are similar to those for discrete particles such as fine precipitates
or solute clusters, possibly with a distribution of sizes. Transmission

electron microscopy should help identify these rate controlling obstacles

to the interface motion.
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5.5. Transmission Electron Microscopy

5.5.1. Introduction

The heat treatments described in Section 4.1, which involved
quenching from a high temperatuire single-phase region, were meant to
provide a single metastable B-phase sfructure of the specimens at room
temperature. It was known that a B(b.c.c.) - Bl(DOB) ordering reaction
could not be suppressed (96) but the heat treatments employed should
have prevented decomposition of the Bl-phase. H;wever, transmission electron
microscopy (TEM) has revealed that a variety of precipitates were formed.
Some of these precipitates could be removed by raising the solution
temperature (alloy B2) or by increasing the quenching rate (alloy B3).
However, formation of the second phasescould not be suppressed completely.
Once this was realized, an effort was made to understand and characterize

the structure and morphology of the precipitates.

5.5.2. Dislocations in the metastable Bl—phase

A bright-field electron micrograph of alloy Bl for a foil orientation
f\.-[OOl]Bl is shown in Figure 13. Besides a second phase (to be discussed
in the next section), a dislocation structure is observed. Two types of
dislocations can be recognized. Many dislocations appear as single lines,
straight or stepped, running in [100]Bl and [010]Bl directions. Some of
them look more curved but a close examination reveals that they have a
fine <.:|.00>B1 step structure. The image width of these dislocations varies

from A10°- 20nm. A second type of dislocation occurs always in pairs

of parallel dislocations with a separation A20nm. These also run in
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Figure 13 Bright-field image of the alloy Bl showing a

tjpical dislocation structure observed.
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<100>B directions and often have a quite coarse <100>B step structure.
1 1

It should be noticed that these two apparently different types of
dislocations often appear to react generating common nodes. Furthermore,
wide single dislocations are sometimes revealed to be unresolved dis-
location pairs. Thus, it seems probable all the dislocations are paired
but some pairs cannot be resolved by the TEM technique used in this study.

12 lines/mz. Stress—

The dislocation density was estimated to be V10
ing the specimens after quenching did not affect noticeably the dislocation
density. This is consistent with theories of theraoelastic martensitic
transformations (37,97,98) which postulate an elastic accommodation of
the martensitic transformation shape change.

It was observed, furttermore, that the disiocation structure, in
both character and density, was insensitive to changes in the heat treat-

ment and in the alloy composition. ‘ -

5.5.3. Y-phase precipitation

Figure 14 shows coarse-scale precipitation which occurred only in
alloys A and Bl solution treated at relatively low temperatures. The
precipitates are distributed uniformly and their shape can be described
as cuboidal elongated in diagonal directions. Their size, expressed in
terms of the cube edge length; ranges ftom 0.5 - 2.5 ym. These precip-
itates were also seen under an optical microscope. Using a point-grid
technique (99), the average planar precipitate spacing, averaged over
a few optical mictographs, was estimated to be 9.5ym.

Selected area diffraction (SAD) was employed to determine the

structure of these precipitates. Figure 15 compares [001]B -zone



Figure 14 Bright-field images of the alloy Bl showing a coarse
-scale y-phase precipitation : Two dif_ferent thin-
foil orientations were used: (a) 2zV110 and (b) z00L1.
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Figure 15 The [001131 electron diffraction pattern of the alloy
Bl corresponding to: (a) the parent phase and (b)

coarse-scale y-phase precipitate.
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(a)

(b)
Fig.15
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Figure 16 Electron diffraction patterns associated with the coarse
Y-precipitates in the alloy Bl: (a) [120]61 and (b) [113]61.



85

l

g 001

2=120

(b)
Fig.16



86

diffraction patterns outside and inside a coarse precipitate. As can be
seen, the reciprocal lattice points associated with the precipitate divide
distances between matrix points into thirds. The same conclusion holds
for [120]Bl and [113181 zones, shown in Figure 16, where only SAD's

inside a precipitatz are presented.

These findings suggest that the coarse precipitates have a cubic
structure coherent with the matrix and with a lattice parameter approxi-
mately three times as large as that of the matrix. All these conditioms
can be accounted for by a y-structure, space group Tld, with a stoicheo-
mgtric composition (Cu,Ni)gAJ.4 (100-102). Subsequently; it was confirmed
by dispersive X-ray scattering technique microanalysis that precipitates,
in fact, have a high aluminum content.

The presence of y-precipitates was quite unexpected. The ternary
Cu—Al—Ni phase diagram (103) indicates a single B-phase region at the
solution temperatures used for alloys A and Bl (1073 and 1249K,
respecti?ely). However, when the solution temperature was raised to

1293K, no y-precipitates were observed after quenching.

5.5.4. 2H-type precipitates

Whereas a higher solution temperature eliminated the formation of
Y-precipitates, another phase separation could not be suppressed com-
pletely. Precipitites other than coarse y-phase particles, were observed

in all four alloys (A, Bl, B2, and B3).

Figure 17 shows a bright-field image of the alloy B2, with the

foil orientation V[001]g as demonstrated by the diffraction pattern
1



Figure 17 The "ﬁa[OOl]Bl electron diffraction pattern ,(a)
corresponding to the bright-field image , (b)
the alloy B2.

1

H]
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shown in the same figure. Evenly distributed preéipitates of a
rectangular shape appear to lie along [100181~and [010]Bl directions.
On the other hand, the ’\4[001]Bl diffraction p;ttern contains, besides
fundamental and superlattice matrix reflections, some extra reflections
and streaking in [110]Bl and [IIO]BI directions. Splitting of matrix
reflections as well as satellites around them can be observed also.

Figure 18 shows a higher magnification.bright-field image of
the same area as Figure 17. The precipitates now seem to have a fine
striated structure, with striationsrunning in [110]Bl and [ﬁo]Bl
directions. Furthermore, some additional fine precipitates are observed.
The fringed structure of these precipitates is apparent. The fringes
cluster around <110>Bl but do not lie exactly along these directions.

A dark-field image of the alloy B2 with the same foil-orientation,
m[lOO]Bl, is shown in Figure 19. An extra reflection, as shown by the
diffraction pattern in Figure 19a, was used for the dark-field imaging.
Most of the large striated precipitates and some of the fine ones light
up. This is a strong indicat%on that the extra reflection observed in
the m[OOl]Bl zone is associated with the precipitates. Furthermore,
the fine precipitates appear to be of the same nature as. the large ones,
occurring probably in a variety of transformation variants.,

Figure 20 is a high magnification dark-field image of the same
area as in Figure 19. Striations of both coarse and fine precipitates
seem to lie in the [llO]Bl direction only. This suggests that the

reflection used for the dark-field imaging originates from that

particular variant of the precipitates.



Figure 18 The V[001], diffraction pattern, (a) , and the
B

corresponding high-magnification bright-field image,
(b), of the alloy B2.
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Figure 19 The %[001]81 diffraction pattern, (a) , and the
corresponding dark-field micrograph, (b) , of the

same area shown in Figure 17.
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(a)
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Figure 20 The ’\4[001]BI diffraction pattern, (a) , and the
corresponding higher magnification dark-field image,

(b), of the alloy B2.
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A thin-foil with orientation ’b[d']'.l]B was used to produce the
micrographs shown in Figures 21 and 22, which are bright and dark-field
images of the alloy B2. Both coarse and fine precipitates are observed
with striation along '\J[Ill]Bl direction. Yet, the shape of the precip-
itates appears to be more irregular than of those shown in Figures 17

through 20. In the N[Oil]B zone, some extra diffraction spots can be seen.

According to Figures 17 through 22, precipitates appear to be
present in two different sizes (more precisely, in two different dis-
tributions of sizes): The large particles are estimated to have a
diameter between 100 and 150 nm and an average planar spacing (104) of
900 to 950 nm. The fine precipitates, on the other hand, have a dia-
meter of 15 - 20 nm and an average planar spacfng of 100 - 120 nm.
Corrections have been made for particle image overlap and truncation (104).

In order to rationalize the nature of the large and fine precipitates,
a systematic selected area diffraction investigation was conducted over
a number of prominent diffraction zones of the Bl-phase. For this
purpose, thin foi}s with diiferent orientation were prepared to cover
a tilting range of "90°,

An exact [001]s zone is shown in Figure 23. Besides fundamental
and superlattice matrix spots, some streaking in <110>sl directions is
observed. Some extra diffuse reflectioms situated along the streaks are
also seen, but only far away from the central spot. This suggests that,

due to buckling, a portion of the specimen had an orientation differing

from an exact [001], zone.

By



Figure 21 The ’\:[OillBl diffraction pattern, (a) , and the
corresponding bright-field image, (b) ,of the alloy B2.
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Figure 22 The ’\l[Oil]Bldiffraction pattern, (a) , and the
corresponding dark-field image, (b) , of the same
. area shown in figure 21.(b).
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Figure 23 The exact [001]Bl diffraction pattern, (a) , in the
alloy B2 and the corresponding index diagram, (b). See
the text for the meaning of symbols in the index

diagram.
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In order to interpret different diffraction features, use was made
of index diagrams. These are shown in the same figure as the corres-
ponding diffraction pattern, as in Figure 23. The following symbols

were used in the index diagrams:

() Fundamental reflections of the Bl—matrix phase;

(o Superlattice reflections of the Bl-matrix phase;

o Reflections of a 2H-type structure (to be discussed);

&  Reflections of the other variant of a 2H-type structure;
Reflections of the 2H-type phase which lie slightly

above or below (658)2H plane and which appears as

a result of buckling of the thin film specimen;
a=ew Streaking;
+ Streak intersections, and

Double diffraction reflections.

In a diffraction pattern slightly off the [00116l zone shown in
Figure 24, the <llO>Bl streaking and the diffuse extra reflections are
more pronounced. Furthermore, there is a close similarity between the
diffraction pattern in Figure 24 and the corresponding pattern of a
number of B-phase noble-metal base alloys (105-113). As discussed by
Delaey et al. (105), the extra diffraction spots can be explained by the
presence of two phases: the w-phase (106-108) and an hexagonal 2H-type
phase (109-113). More recently, Murakami et al. (110) analyzed extra

reflections in the quenched Cu-Zn-Al alloy and demonstrated that all
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Figure 24 An ’\:[001]81 diffraction pattern, (a) , in the alloy B2
and the corresponding index diagram, (b) , which

postulates the existence of the 2H-phase precipitates.
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the extra reflections could be explained by the 2H-type structure. Using
a Bl-+2H transformation correspondence proposed by Takezawa and Sato (199),
it was shown that the 2H-phase could be present in six different trans-
formation variants. Murakami et al. (110) further used a computer program
developed by Van Houtte et al. (114) to construct index diagrams corres-
ponding to different Bl—zones and associated 2H-zones (all the six 2H-
variants were considered). These index diagrams are used throughout this
thesis for comparison with the corresponding diffraction patterns.

In the ex;ct [i13]Bl zone, Figure 25(a), no extra reflections are
observed. This is consistent with the corresponding index diagram,

Figure 25(b). However, streaking in [110]81 direction is present giving
rise to an elongation of diffraction spots in this direction.

In the diffraction pattern %[il3]ﬁl, Figure 26(a), streaking is
present not only in [110]Bl but also in [Zil]Bl and [121]Bl directions.
Furthermore, some extra spots are present which are in excellent agreement
with the index diagram which postulates the présence of the 2H-type phase
(Figure 26(b)).

An exact [liZ]Bl zone, Figure 25(a), shows some additional [i32]Bl
and [512]Bl streaking. Furthermore, extra reflections which are observed

are consistent with a [530]2H zone as suggested by the index diagram,

Figure 27(b).

Besides the streaking in <110>Bfirection, the exact [lJ-.l]B zone,
1

Figure 28, shows no extra reflections. However, tilting the specimen off

the [lIl]B orientations, Figure 29(a), gives rise to the appearange of

1
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Figure 25 The exact [113], diffraction pattern in the alloy B2, (a)
Bi1

and the corresponding index diagram, (b) .which

postulates a presence of the 2H-phase precipitates.
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Figure 26 An 'u[113]Bl diffraction pattern in the alloy B2, (a)

H
and the corresponding index diagram, (b) ,which

postulates a presence of the 2H-phase precipitates.
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Figure 27 The exact [li2]B1 diffraction pattern in the alloy B2,
(a) , and the corresponding index diagram, (b) ,which

postulates an existence of the 2H~phase precipitates.
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Figure 28 The exact [lil]B diffraction pattern in the alloy B2,
1
(a), and the corresponding index diagram, (b), which

assumes a presence of the 2H-phase precipitates.
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5

Figure 29 An [lillsldiffraction pattern in the alloy B2, (a)
and the corresponding index diagram, (b) ,which

postulates a presence of the 2H-phase precipitates.
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extra spots. These spots can be explained by the index diagram shown
in Figure 29(b). Furthermore, intersection of <110>Bl streaks with
the [lIl]Bl zone may account for the apparent triangular shape of the
matrix reflections in Figure 29(a).

The [0'1'1][31 zone, Figure 30, contains [011161’ [211]Bl and [211]Bl
streaking as well as some extra reflections. Again, all the extra
reflections could be accounted for by a 2H-type phase.

To summarize, all the extra reflectionsobserved within several
prominent diffraction 51—zones can be explained by the presence of the
2H~-type phase proposed by Takezéwa and Sato (13). This also suggests
that both the large and the fine precipitates have the same 2H-structure.
The fine precipitates probably form as a result of room temperature aging.

Otsuka et al. (111) have shown, by heating specimens inside the
electron microscope, that the 2H-phase disappears at some critical
temperature, estimated to be between 500 to 600K. Upon cooling, the
2H-phase ' reappears very quickly; suggesting that its.formation is
diffﬁsionless. In situ observation (111) also showed that the 2H-phase
remained present after a martensitic transformation was induced by cooling
the specimen. No interaction of the nucleating martensite and the 2H-
type particles was observed.

The formation mechanism of the 2H-type phase, proposed by Takezawa
and Sato (109), involves two shear modes: The first sheqr mode, (1i2)31
[Ill]sl, introduces a lattice deformation,and the second shear mode,

'(110)6 [1I0]B , introduces a shuffling, which produces correct stacking
1 1
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Figure 30 The exact [Oil]B1 diffraction pattern of the alloy B2, (a),
and the corresponding index diagram, (b) ,which postulates

a presence of the 2H-phase precipitates.
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sequence of the close-packed planes in the obtained orthorhombic structure.
The elastic constants associated with these two shear modes are found
to be relatively small, when compared with other shear elastic constants,
Figure 10. Low resistance of the lattice with respect to these two shears
then explains theoccurrence of the 2H-type phase at room temperature and
its insuppressibility by fast quenching.

The striated structure of the coarse 2H-precipitates can be explained

as resulting from a lattice invariant deformation accomplished by twinning

on {121}2H |

tions, as best.seen in Figure 17, supports this view. Most fine

|{110}B . Splitting of some 2H-reflections in <110>B direc-
1 1

precipitates are completely enclosed by the matrix phase. This may
explain the absence of striations, which are defined as lines of inter-
sections of twinning planes with the foil surface. Nevertheless, the
periodic twinned structure of the fine precipitates gives rise to the

formation of Moiré fringes which appear to be close to <110>B orientations.
1

5.5.5. "Tweed" structure

‘Some fine-scale modulation in image contrast are found in regions
near the extinction contours. These are commonly referred to as ?tw;ed"
structure. This modulation appears usually in a regular pattern, cross-
hatched, striated, or speckled. Figure 31 gives an example of the tweed
structure in alloy Bl, for the foil orientation %[001]61. The mottling
is of a much finer scale (3 - 6 nm) than the domain size (0.15 - 0.25 um)

and therefore does not appear to be related to the ordering.
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BF

Figure 31 Typical Tweed (mottled) structure in Cu-Al-Ni alloys,

alloy Bl. Orientation »f c:e foil N[OO]]BI‘
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The same kind of mottled structure has been reported to occur iu
other noble-metal base alloys (115 - 122). It is this phenomenon,
which is often considered to be responsible for diffraction effects
such as: diffuse streaking in certain directions, splitting of certain
diffraction spots, appearance of some extra diffuse diffraction spots.
Since all these diffraction effects are found in the present work, we
assume they are associated with the mottling.

The origin of the mottling has been variously interpreted, often
on the basis of incomplete arguments. The following description had
been given: (i) strain contrast around coherent precipitates (115);

(ii) fine precipitates surrounded by envelopes of rejected solute (116);
(iii) fine-scale stress~induced martensite (117); (iv) periodic modula-
tion of shear strains, static displacements (118,119); (v) low frequency
’acoustic phonon modes, or other dynamic displacements (120,121); (vi)
local lattice instabilities caused by the clustering of quenched-in
vacancies (122). All these theories associate the mottled structure
with the presence of some continuous or localized domains of lattice
distortion, regularly distributed. It is the exact nature and origin

of the lattice distortion that these theories do not agree upon. In

the case at hand, two descriptions of these domains seem to be more
appropriate than the others: (i) fine-scale (most probably) coherent
precipitation of the 2H-phase,.iand (ii) domains with tetragonal symmetry
formed through interaction of {110}<1i0> diéplacement waves (118).

8
1
The cross-hatched tweed pattern, with striations lying parallel to traces
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of {110}B planes, Figure 31, is a strong indication of presence of the
1

distorted domains, as described in (ii).
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6. MODELS

6.1. Prediction of the Bl:xi Interface Structure

The crystallography of the Bl+yi martensitic transformation in
Cu-Al-Ni alloys has been well established, both theoretically (68) and
experimentally (123-126). The major crystallographic features of the
transformation are summarized in Table 3.

According to the Olson-Cohen theory of interface structure (165,
an interface of twinned martensite, as in the case at hand, contains
alternate arrays of coherency dislocations with no anticoherency dis-
location content. In order to further describe the fine structure of
the Bl+yi interface, Olson's criterion (14) for the topological
significance of the potential coherency dislocations can be employed.

The criterion is based on two parameters:

pL - mnumber of atoms per unit dislocation length, and

B - a dimensionless parameter expressing a topological

resolvability of dislocation lines.
Coherency dislocations with the highest values of both Py, and B are then
considered as the most significant, topologically and mechanistically.
Beginning with planes of the largest interplanar spacing and with
normals near the habit plane normal, ;, a systematic calculation of
the parameters py, and g was conducéed. Due to the twinned structure of

the Yi-martensite, it is expedted that local microtopography of the
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TABLE 3. CRYSTALLOGRAPHY OF THE Blfxi TRANSFORMATION

Reference
Habit Plane 0.71536
Normal 0.64969 (68)
~0.25724
Bl
Direction of the 0.60100
Invariant Plane -0.77935 (68)
Strain -0.17727
B1
Magnitude of the )
Invariant Plane 0.09589 (63)
Strain
Orientation (110)B : 1.46° away from (lZl)y' .
Relati
elationship 1 1 (68)
[liI]B : 0.44° away from [ZiO]Yl .
1 1
Lattice Invariant
Twinning Shear (121)Yi [1, 0.7954, 0.5907]Yi (126,127)
Magnitude of the 0.261 . 127)

Twinning Shear

interface depends on which of the two martensite variants (Yi (I) or
Yi (II)) is in contact with the parent phase.
Calculated values of the P, and B parameters:are‘generally'affecﬁed

by the choice of a reference lattice, with respect to which the Burgers
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vector of coherency dislocations is defined. Two cases wére considered
here pertaining to the choice of either Bl or Yi disordered structures
as reference lattices. Calculated values of pL and B, for an atomically-
flat Bl-Yi interface, are given in Tables 4 to 7.

As anticipated, the coherency dislocations associated with the close-
packed {110}B planes (and the corresponding Yi planes) appear to have
the greatest significance, in terms of both PL, and B parameters. Further-
more, (110)5 Planes with a normal near n show appreciably higher values
of pL, B and the dislocation spacing, s, than other planes. Other dis-
locations, with some prospective significance, appear to be associated
with (011)B and (101)B and the corresponding Yl planes. The coherency
dislocations associated with the (011)Bl Plane, which correspond to the
twigning plane of the martensite phase, will be used in Section 6.3 for
calculation of the stress field associated with the Bl-Yi interface.

A comparison of Tables 4 and 5 with Tables 6 and 7 suggests that
a choice of the reference lattice does affect pL and B. However, both
reference lattices selected here have yielded the same most significant
coherené§\dislocation arrays of the interface. Using the data from
Tables :4 to:7? and a simple calculation procedure for the dislocation line
direction, an arrangement of the three most significant coherency dis--
location arrays is depicted in Figure 32 (Bl taken as the reference
lattice) and in Figure 33 (Yi taken as the reference lattice). The

relative width of the lines reflects the relative value of the B~

parameter. .



TABLE 4: .
COHERENCY DISLOCATIONS IN 61-Y1( VARIANT I ) INTERFACE

12

. - - -1
hkl a d/a - 4,2 by/a, bI,ﬁ pL,R s, 8
1/2 ©.044620
110 15.15° | 172 2.063 -.071246 0.262 | 0.043 7.894 | 0.344
0 |g -.C51746
1/2 .020852
200 44.33° 0 1,459 .023742 0.103 | 0.012 2.088 | 0.025
018 -.012295
1/3 .025929
211 17.38° | 1/6 1.191 -.042454 0.156 | 0.015 3.988 | 0.060
176|8 -.019988
3/10 ) .017273
310 27.86° | 1/10 0.923 -.025281 0.093 | 0.007 1.975 | 0.014
o ls -.009105
3/14 ..017487
321 8.27° | 177 6.780 -.028372 0.104 | 0.006 5.418 | 0.035
1/14] 8 -.013067 )
4
3/22 -.014045 _
332 10.65° | 3/22 0.622 -.024619 0.091 | 0.004 3.365 | 0.015
1/11]g -.012429
6/76 .007692
662 3.13° | 6/76 0.335 -.012751 0.047 | 0.001 6.127 | 0.008
1/38|8 . -.006172
0 , " ~,037101
011 | 129.9° | 172 2.063 -071517f 1 0.271 | 0.042 | 2.689 | 0.121
1/2] g .041414
- 1] *.008272
395 87.8° 0 4.126 .001356 0.048 0.064 4,128 | 0.133
11g 014200




TABLE 5: .
COHERENCY DISLOCATIONS IN Bl-Yl'(VARIANT II) INTERFACE

.020188
%%o 15.15° 1] |s.216 -.024921 0.094 0.352 | 15.788 | 1.414
LT -.004210 | g
1/2 .026797
200 44.33° 0 1.459 -.001976 0.134 0.011 2.088 | 0.023
0 |g . .037549 | g
1/3 .014173
- ai 17.38° 1/6] | 1.191 .003241 0.086 0.008 3.988 | 0.033
176]8 .025801 | 8
3/10 .013435 | .
- 310 27.80° 1/10] | 0.923 -.010364 0.052 0.004. | 1.975 | 0.008
0 g .005825| g
3/14 .009802
321 8.27° 1/7 | {0.780 .001107{ ‘| o0.056 0.003 5.418 | 0.019
JUTIA .+ .016471] 5
3/22 .007157
332 10.65° 3/2Z[ f0.622 |  .005036 0.059 0.003 3.366 | 0.010
1 113 - .016871 8
) 6/76 v} .o w004352) . L. -
662 3.13° 6/76{ [0.355 | ~ .ooo0ss1 0.027 0.001 6.127 | 0.005
17388 . .007092| 8
0 -.005160
011 129,90° 172| |2.063 -.056061 0.305 0.051 2.689 | 0.136
12|, -.008602| g
1/2 .015748
101 87.80° 0 2.063 -.084717 0.234 0.039 2.064 | 0.082
1 12|, -.055244| 5




TABLE 6;

COHERENCY DISLOCATIONS IN Yq ' (VARIANT I)-8, IﬁTERFACE

129

->
(hkl),Yl 0 a Jlao 4,8 belo bI,x L s, & [}
. .506494 -.045485
121 15.23° | .s19991] | 2.128 | .072285 0.206 | 0,035 8.064 | 0.283
-.016239| .031864
1478913 -.018343 )
101 47.05° | -.025747| | 1.400 | .022892 0.086 | 0.010 1.912 | 0.019
.012296g .004170
—y—
.326133 -.024619 .
321 31.02° | .1s57205) | 1.156 | .039816 0.146 | 0.014 2.243 | 0.031
-.160952|g .018705
.292864 -.016434
323 28.34° | .094485] | 0.898 | .023614 0.087 | 0.006 1.191 | o.012
.001671| 4 .008041 ‘
212143 -.017049
221 21.98° | .141605| | 0.773 | .027391 0.101 | 0.006 2,064 | 0.013
-.071249| g .012353
.136886 -.014229
561 27.89° | .137277| | 0.626 | .024128 0.089 | 0.004 1.337 | 0.006
=-091504] . .012069
.079611 -,007710
. 231 21.40° | .080784] | 0,341 | .017692 0.047 | 0.001 0.934 | 0.001
-.027778] g .006010
-,020712 .037117 .
121 59.80° | -.518810] | 2.118 | -.073669 0.276 | 0.048 2.634 | 0.123
.507448( 8 -,046277
.871564 -.008316
001 64.93° .002218 4.230 | -,001583 0.049 0.081 4,612 0.114
.980418 | 5 -.614412
—_— e -
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TABLE 7: .
COHERENCY DISLOCATIONS IN Yl'(VARIANT II)--B1 INTERFACE

->
(DI a Elao 4,2 Brr/a, | bypoR oy s, B
1.009474 -.028146
001 17.59°| .940894 4.030 .009874 0.121 0.320 | 13.44 | 1.096
064302} g -.028670] 8
.419813 -.019647
101 44.87°| -.006608 1.400 | -.025608 0.096 0.011 | 1.985 | 0.021
" | -.004469] g -.049750| B
+326779 -.014713
123 17.33°] ,108532 1.185 | -,001609 0.083 0.008 | 3.976 | 0.031
-.172128 | g '-,024357] B
.292872 -.013488
102 29,25°! .09144¢ 2.895 .012218 0.054 2.004 : 1.233 ! o.007
.004643 | g -.003334] g
.212153 -.010328 _
215 8.63°| .139434 0.768 | -.000731 0.052 0.003 | 5.118 | 0.016
-.069176 | ¢ -.014527{ g
.136889 ~.007014
023 10.42°| .135896 0.621 | -.004636 0.055 0.063 | 3.435 | 0.009
-.080155 | g -.016974]
. 079473 -,004257) | .- ,
013 2.45°| ,076479 0.330 | ~-.000704 0.025 0.001 | 7.718 | 0.005
~.025599 | 8 -.007340 | 8
-.020711 .004855 ]
121 131.60% | -.518811 2.119 056043 0.297 0.051 | 2.835 | 0.144
.507448 | g .085021{ 8
-.484623 ‘ -.023291
121 75.89° | -.046364 2.120 .065918 0.263 0.045 | 2.185 | 0.098
-539389 | 4 .056400 | g
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Figure 32 Computed configuration of most significant
coherency dislocations #n Bi1-y;? interface
(Parent phase is taken as the reference

lattice).
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Figure 33 Computed configurations of most significant
coherency dislocations in B;~Y:' interface

(Y1' martensite is taken as the reference

lattice).



133

6.2. The Peierls Energy of an Interface

As long as interface dislocations, both coherency and anti-
coherency, are well separated, it seems appropriate and justified to
consider them as individual, separate line discontinuities. Motion
kinetics of the interface is then expected to be governed by individual
dislocations, and various models for microscopic slip (48) can be
invoked to describe possible interactions of the moving interface with
potential obstacles to its motion. Specifically, for the case of ‘
twinned martensite, the Peierls energy model (128) can be applied to
explain a variation in the energy of coherency dislocations accompanying

their motion. The variation of the energy, €, of a dislocation moving

in the y-direction is often represented as (128):

_ dms
A

= -& _ A
€ e [1 n(R/0) cos 2T X ] .(22)
where:

€ - dislocation line tension which is proportional
to the Burgers vector squared and is thus
smaller for partial (coherency) dislocations

than for lattice dislocations,
§ - effective width of a dislocation,

A - periodicity of the dislocation energy function, and

R - average disloccation spacing.

The amplitude of the Peierls energy is dominated by the exponential
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term in equation (22). The periodicity of the Peierls energy function,
A, 1s governed by the periodicity of the lattice and therefore should
be identical for both partial and lattice dislocations, provided the
dislocations are free to adopt a local minimum energy link strurture.

The effective dislocation width, §, can be expressed as:

5 = (/o )t? (23)
where:
K = the strain energy gradient coefficient, and

¢ - the volume energy barrier for the homogeneous

lattice deformation propagated by the dislocation.

Qo is substantially smaller for the partial (coherency) dislocation which
propagate transformation lattice deformation than for the lattice dis-
locations which propagate slip. If k is taken as é constant, then the
effective width become larger and consequently the amplitude of thé
Peierls barrier becomes smaller for partial disiocations when. compared -
with lattice dislocations. Furthermore, since the activatioé voiume is
an inverse square root function of the Peierls energy amplitude: it takens
on slightly larger values (tens of atomic volumes) for partial dislbcations.

A different situation may occur when coherency dislocations are not
well separated (as might be the case at hand, Section 6.1). Groups of
coherency dislocations rather than individual dislocations are then
expected to interact with the obstacles. In this case, the concept of
the surface dislocation (5) might be more appropriate. An interface is
then considered as a continuous membrane defined by the shape deformation

tensor (analogous to the Burgers vector of the dislocation) and by the

local orientation of the vector normal to the interface (analogous to
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the dislocation line vector). The concept of the Peierls energy is
expected to be applicable to the surface dislocation.

Thermally activated motion of a surface dislocation will involve
nucleation of a bulge (a two-dimensional analogue of a double kink) over
the Peierls barrier. This problem will be considered here.

The equation of motion of a surface dislocation, of unit area,
originally lying in the x-y plane and moving in the z-direction can be
written as:

2 2 _ dyi
dz

+Tey= 0 - (24)

where:
Y, - surface tension taken as a constant;

Yi - 1interface energy, which is a funetion of the

interface displacement in the z-direction,

T, = applied resolved shear stress, and

Y = macroscopic shape deformation approximated
as a simple shear.

To avoid nonlinear terms in equation (24), a quasi-parabolic Yi(z)
function (129) can be adopted. Furthermore, an additional constraint can
be applied, which involves a minimization of the activation energy
associated with the critical bulge nucleation event.

The following solutions of equation.(24) are then obtained:
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The Bulge Shape:

Ay Ay
z = A(l—B)[1+cos(-;\5‘/.—Y—t) cos ,(‘}i/—é’] , (252)

The Activation Energy:

3

e = Ty 22 a-e)?, (25b)

and The Activation Volume:

m AB
X = e c— -
o
where: A - wavelength of the interface energy variation,

function, Yi(z),

maximum of the Peierls friction stress, and

D
|

Ayi - the Peierls energy amplitude.

To evaluate the activation volume using equation (25c¢) the relative
Peierls energy amplitude, AYi/Yo’ should be first estimated. An analogous
.quantity for lattice dislocations is often considered to be 10-4 to 10-3
for metals. The Peierls energy amplitude, AYi’ as demonstrated by
Roitburd (151), is strongly affected by an effective width of a dis-

location or an interface. If the strain-gradient-energy coefficient (148)

is taken to be equal for both line and planar defects, then the defect
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width is dominated by the energy barrier of the homogeneous deformation,
whicﬁ is propagated by motion of the defect. This energy barrier is
expected to be smaller for interfaces, which propagate lattice deforma-
tions,than for lattice dislocations, which produce slip. This means
that, in general, interfaces or interf;ce (coherency) dislocations have
a larger width, and thus a lower amplitude of the Peierls barrier, when
compared with lattice dislocations. There is another important difference
between lattice and interface dislocations. The energy of a lattice
dislocation has two components, one associated with its long-range stress
field and another minor component arising from the dislocation core. It
is the second component of the dislocation energy that is usually con-
sidered to vary with dislocation position. An interface, on the other
hand, in its equilibrium reference state, possesses no long-range stress
field. A bulging of the interfaée then gives rise to both a variation

of the core energy and a variation of the long-range strain energy.

This can increase the relative amplitude, AYi/Yo, of the Peierls barrier
for an interface. It is thus expected that the magnitude of AYi/Yo for
interfaces is comparable with the corresponding quantity for lattice

10—10m, B =0 and

dislocations. For metals substitution of A

=4 2 x IOAQ(Q—atomic volume).

R

AYi/YO = 10 into equation (25c¢)yields V#*

However, much lower values of V* can be expected if A is taken to be
a small fraction of the lattice parameter.

Substituting the previously mentioned values for A, B and AYi/Yo

and y_ = 10 - 50m J/m® into equation (25b) yields AG* = 107/ to-10"Sev.
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Such a small value of the activation energy suggests that the Peierls
barrier associated with an interface can be easily surmounted by thermal
activation. However, it is hardly likely that, in these circumstances, the
Peierls energy barrier can be the rate controlling mechanism of the

interface motion.

6.3. Stress Field of the Bl:I: Interface
EN

Interface dislocations representing an interphase-boundary can be
considered as source functjions of the stress field of the interface.
For the case of twinned martensite, therefore, the selection of the most
significant coherency dislocation arrays is expected, in general, to
affect the interface stress-field function. However, at a distance from
the interface considerably larger than the dislocation spacing, the
stress-field appears to be practically in&ependent of the choice of
dominating coherency dislocations. It is, therefore, often preferred
to consider those coherency dislocation arrays, which simplify the
calculation of the interface stress field. Such simple coherency dis-
location arrays, in the case of an Bl-Yi interface, are shown in
Figure 34. Figure 34a shows "twinning dislocations", one on each
twinning plane of the Bl_Yi (II) interface, where Yl (II) refers to
the second twinned oriented variant of the martensite. Line direction
(defined as the intersection of the twinning and the habit planes) and
the Burgers vector (parallel to the twinning shear direction) can be
obtained using the data from Table 3. A parallel continuous "coherency

dislocation array", Figure 34b, is next added to cancel out the long-

range stress field components associated with the twinning dislocation
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array. Superposition of these two arrays, shown in Figure 34c, yields

an interface model.confaining alternating arrays of coherency dislocations.
These dislocations correspond to those which are horizontal in the
calculated interfacial structures of Figures 32 and 33.

All the dislocations shown in Figure 34c are very close to the pure
screw orientation, witﬁ the angle between the Burgers vector and the
line direction being only "10.5°. Therefore, the interface model shown
in Figure 34c is approximated in these calculations by corresponding
alternating arréys of pure screws. This means that with respect to
a coordinate system defined by the interface normal, ;.; K X I; and
dislocation line direction, I, the interface stress tensor contains
only two non-zero components, sz and Uyz' These two stress components
are obtained by summing over the two alternating screw dislocation

arrays, and can be expressed as

pey Sin 3T (yimd) sin 2y/d
o, =2 Iy — +0.29 - 2 . ]
n=_Ncosh 2w5+cos-5—{y+nd) cosh ZWE - cos 2my/d
(26)
X X
sinh 27< sinh 2w
b n=+N D D d
%z = 7p [Z L - 0293
’ n= -N cosh Zwﬁicos 5—{y+nd) cosh 2ﬂ§'- cos 2my/d]
27
where: p - shear modulus,

b - Burgers vector of a twinning dislocation, b =~ 0.64252

D - periodicity of interfacial dislocation structure, i.e.,
combined widths of the two adjacent variants of martensite,
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d - interfacial dislocation spacing and 2N = 0.29 D/d - number

of twinning dislocations within one period of interfacial

structure.

Calculations done using equations (26) and (27) indicate that this
stress field has a range of WD. Constant-stress contours, shown in
Figure 35,suggest a periodic function of the stress field with the wave-
length being equal to the combined widths of the two adjacent variants

of martensite.

6.4. Interaction of a Moving Interface with Discrete Second Phase

Particles

In this section, different possible interaction mechanisms of a
moving Bl-Yi martensitic interface with discrete particles are considered.
When possible quite general solutions for interaction energies and inter-
action forces are sought. ' In other cases, however, specific solution
pertaining to the interaction of the Bl-Yi interface with the particles
identified in Section 5.5 are of primary interest.

By analogy with theories of precipitation- and work-hardening,
possible mechanisms of interaction of a martensitic interface with

discrete particles were divided into two categories:

i) Interaction mechanisms which do not involve a physical contact
between a particle and an interface, referred to hereafter as "long-

range interaction mechanisms"; and

ii) interaction mechanisms occurring when a particle is encountered
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by a section of moving interface referred to as "short-range interaction
mechanisms".

As will be shown later, there is no clear demarcation between these
two types of interactions. Long-range interactions may affect the
structure and morphology of a particle and, therefore, give rise to some

changes in the short-range types of interaction and vice-versa.

6.4.1._ Long-Range Interactions

Long-range interactions involve stress and strain fields and corres—
ponding interaction energies associated with a martensitic interface and
second phase particles. When the interaction energy varies with relative
position and distance of the interface and a particle, thea a gradient
of interaction energy defines an interaction force. In order to comply
with“the convention for the sign of the interaction force, the gradient
term is usually preceded by a minus sign.

It is common practice to distinguish between two types of long-

range interactions:

1) modulus interaction, and

1i) strain interaction.

Both cases were considered in the preceding sections. Due to the
complexity of the problem, only isotropic linear elasticity models

are considered.
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Modulus Interaction

The elastic energy density of a strained body is a function of
both stress and strain components and the elastic constants of the
material (119). Within the scope of the isotropic theory of elasticity,
elastic constants are averaged into appropriate elastic moduli, as
discussed in Section 5.3. When a material contains second-phase
particles with different elastic moduli than the matrix phase, the
stored elastic strain energy is changed due to the presence of these
"modulus-misfit" particles. As already shown in Section 6.3, there is
a stress field associated with the martensitic interface which has a
range comparable with the periodicity of the interface structure. The
strain energy associated with this stress field is changed when the
moving interface encounters a modulus-misfit second-phase particle.

The (negative) gradient of the elastic strain energy change then defines
the modulus interaction force, FM’ between the interface and the particle.

A difference in elastic moduli between the parent phase, Hys and
a second phase, u, is often expressed in terms of a single "modulus

misfit parameter", eu, defined as:

(28)

Since the Poissons ratio is usually considered to be constant,
eu expresses a misfit in both shear and Young's moduli.
A general analysis of the modulus interaction of a martensitic

interface and a particle appears to be very complicated. It not only
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involves a parameter similar to eH’ but also includes the periodicity
of the interface structure, mode of the lattice-invariant deformation,
relative position of the particle with respect to the interface, size,
and shape of the particle, etc. Therefore, in this work, only the
modulus interaction of the Bl-Yi interface with specified particles was
considered. However, some generality of the solutions was regained by
the use of appropriate dimensionless parameters, which are applicable
to other martensitic interfaces.

A detailed derivation of the modulus interaction force between the
Bl-Y; interface and various particles is presented in Appendix B.

The coordinate system defined in Section 6.3 will be used here.
This means that the interface lies in the y-z pPlane (with twinning
dislocations running in the z-direction)and advances in the positive
x-direction. Conversely, the process can be visualized as a motion of
second phase particles in the negative x-direction with respect to the
stationary interface at x = 0. It is experimentally verified (31,130)
that the twin-boundaries in the Yi-martensite remain planar as the
interface advances. This means that the particle path and the modulus
interaction force possess both x and y components.

A martensitic interface separates two phases, a parent phase and
a martensite phaée, which in general have different elastic moduli.
Therefore, modulus misfit parameters take on different values depending
on whether the particle is embedded in the parent or in the martensite
phase. The modulus interaction force varies within the volume of a

particle, the extent of the variation depending on the relative particle
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size. Accordingly, one can consider different cases of the interface-
particle modulus interaction.

Case 1. Elastic moduli of the parent phase and the martensite
are taken to be equal. Also, second-phase particles are considered to
be small enough that a variation of the interaction force throughout
the particles can be ignored. Figure 36 depicts the modulus interaction
force as a function of the Bl—Yi interface-particle distance for differ-
ent relative positions of the particle with respect to the periodic
structure of the interface. This relative position is specified by a
point of intersection of the particle and the interface, as shown in
the figure 36(a). To achieve some generality of the solution, the force-
distance curves in Figure 36 which are in fact the obstacle profiles,
are represented by the correspohding dimensionless parameterss
FM D/uoeur3 and x/D, r is the radius of a spherical particle. Since
the interaction force blows up at x=0. a cut-off radius, equal to the
atomic radius, is introduced. On the negative side of the x-axis,
the interaction force, FMp/(uoeur3) becomes negative. However, due to
the symmetry of the problem, force-distance curves for x<0 have the
same shape as those shown in Figure 36. Intensity of the interaction
and details of the obstacle profile, Figure 36, depend significantly on
the relative position of the particle, i.e. the\particle path with re-
spect to the interface. Since Fyq D/(uc‘)eu t3) changes sign at x=0,
there will always be a resisting (and driving) effect of a particle on
the moving interface, regardless of the sign of eu and the direction

of the interface motion. In other words, elastically hard particles,

€u?0, will oppose the motion of an approaching interface whereas soft
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FruD/(p,epe?y

R D/, 6 o)

.3 x/0

Figure 36 Obstacle profiles corresponding to the modulus
interaction between the B;~-y,' interface and a
second-phase particle. Shear elastic moduli of
the parent phase and the martensite are taken to
be equal. This is the small particle solution
which neglects a variation of the interaction
force throgh the particle. Different curves
correspond to different paths of the particle,

as shown in (a).
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particles, €H<O’ will impede the motion of a departing interface.

Figure 37 depicts sheared obstacle profiles (Section 2.2.3) cor-
responding to a modulus interaction of the Bl-Yi interface and a second
phase particle. The sheared profiles are obtained by plotting the
interaction force, FM D/(uésur3) _versus a width, Ax/D, of the cor-
responding unsheared profiles from Figure 36. Again, the intensity of
interaction is sensitive to the particle path. Yet, the force-distance
curves for different paths have the same shape, characteristic of this
type of interface-particle interaction.

According to the procedure described in Section 2.2.3, obstacle
profiles, both unsheared and sheared, enable a determination of the
stress dependence of the activation energy. Figure 38 shows a
dimensionless activation energy parameter, AG/ubeu r3 plotted against
the dimensionless interaction force, FM D/uo eu r3. Again, it can be
concluded that the curves are of the same shape, but the magnitude of
the activation energy is very much dependent on the relative position of
a particle with respect to the interface. It is expected, therefore, that
the particles associated with the highest activation energies will domi-
nate the kinetics of the interface motion.

Case 2. Elastic moduli of the parent Phase and the martensite
are again taken to be equal. However, the variation of the interaction
force within the particle is taken into account. An exact analytical
treatment and the corresponding numerical solutions, which involve an
integration procedure throughout the particle volume, are complicated
and cumbersome. An approximate numerical solution was obtained here by

the following procedure: A particle was first divided into 1,000
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identical elements, and the small-particle solution (case 1) was then
applied to each of these elements. The average interaction force be-
tween the moving interface and the particle was then obtained by a simple
summation over all the particle elements. The effect of this averaging
procedure on the obstacle profiles is shown in Figures 39 and 40. Par-
ticles with a radius D/10 and D are considered. The small particle
solution, case 1, is also shown for a comparison. A substantial lower-
ing of the maximum of the interaction force, as well as a longer range
of interaction is associated with this averaging procedure. Further-~
more, obstacle profiles became broader, and the maximum of the interaction
force, for the unsheared profiles, is shifted away from the interface.

An activation energy vs. interaction force plot, corresponding to
the obstacle profiles of Figures 39 and 40 is shown in Figure 41. For
clarity no small particle solution is depicted. It is seen that, ex-
cept in a range of very low interaction force, the activation energy
is reduced due to the averaging procedure. Yet, the characteristic
shape of the activation energy vs. interaction force curves is main-
tained.

Case 3. It is taken that the elastic moduli of the parent phase
and the martensite are different. However, the procedure is simplified
by ignoring a variation of the interaction force throughout the particle.

This case differs from case 1 only in that the € takes different values

H 4
for x>0 (parent phase) and for x<0 (martensite phase). Therefore, the
dimensionless obstacle profiles (Figures 36 and 37) and corresponding

activation energy plots (Figure 38) developed when discussing case 1

can be applied here. The modulus interaction force, Fﬁ, depends on
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e#; which may not oqu have different magnitude, but also different
sign for the parent phase and the martensite. Consequently, the in-
tensity and the nature (driving or retardiﬁg) of the interface-particle
interaction will depend on whether the particle is embedded in the
parent or in the martensite-phase. For example, the 2H-type second-phase
particles in Cu-Al-Ni alloys,'Sectiop 5.5, have the identical struc-
ture and consequently the same elastic moduli as Yi martensitic phase.
There would then be no interface-particle modulus interaction while the
2H-particle is situated in the martengitic phase. The interaction of
the interface and a 2H-particle, embedded in the parent phase, on the
other hand, is described by Figures 36-38.

Case 4. The last case to be considered takes iLto account both
the modulus mismatch between the parent-phase and the martensite, as
well as the variation of the interaction force throughout the particle
volume. Only, the specific case of the interaction between the Bl-Yi
interface and a 2H-particle is treated here. Since the elastic
moduli of the 2H-phase and the Yi-martensite are equal, there is no
interaction bétween the martensitic interface and a 2H-particle which
is .completely surrounded by martensite. Thus, when a 2H-particle
straddles the interface only the part of the particle which resides in
the parent Bl-phase interacts with the interface. Figure 42 shows the
obstacle profiles associated with 2H-particles with a radius equal to
D/10 and D. Corresponding curves for case 2 are also shown for compari-
son. A difference occurs only in a region adjacent to the interfqee"
where the particle resides partially in both the parent phase and the

martensite. Interaction force is slightly increased and the obstacle
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profiles become broader. The same findings hold for the sheared

obstacle profiles shown in Figure 43. This leads to an increment in

the activation energies, what is shown in Figure 44.
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Strain Interaction

An interaction energy between a defect and an elastic inclusion

has been defined by Eshelby (131) as:

E = - Jcij sij dv (29)
A
where Oij = stress field of the defect;
egj = stress free transformation strain of the inclusion,
and
V = volume of the inclusion.

A strain interaction between an interface and a second-phase
particle can be described by equation (29), if the interface is con-
sidered to be.a defect and thé éarticlé is treated as an inclusion. The
negative é;;;ient of the interaction energy then defines a strain inter-
action force, FS' EIj is a symmetrical tensor and in a general case
has six different nonzero elements. This makes a general solution for
the interface-particle strain interaction very complicated. Therefore,
only the strain interaction between a Bl-Yi interface and y- and 2H-

particles and strain domains, identified in Section 5.5, is considered.

For the y-phase the transformation strain can be described as a

el =l =
11 22

the total strain interaction force between the interface and a Y-par-

pure dilatation: €§3 # 0. It is readily verified that
ticle is zero, for reasons of symmetry.

Efj for the internally twinned 2H-particles, as discussed in Sec-
tion 5.5, can be considered as an IPS, with the invariant plane near

{331161. There are thus twelve equivalent variants of the 2H-particles,
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and as many ezj's, when referred to the parent phase. If the structure
of the 2H-phase is fixed and unaffected by the martensitic transforma-
tion, then for each variant of 2H-phase, the form of eij wiil depend on
whether the particle is surrounded by the parent phase or by the mar-
tensite. A relation between the two forms of €§j’ for each 2H-variant,
is dependent on the relative particle size with respect to the periodicity
of the interface structure.

For small particles, it is the martensitic lattice deformation,
§, that relates two forms of Egj for each variant of the second phase
particles. When the particle size is comparable with the periodicity
of the interface structure, two ezj's are related by E. In any case,
if the 2H-phase is not affected by the martensitic transformation, the
strain interaction between the martensitic interface and 2H-particles
will depend upon the structure of the surrounding matrix. In other
words, the strain interaction for the forward motion of the\interface
will differ from the interaction associated with the reverse motion of
the interface. The same argument holds when the 2H-phase undergoes
a transformation different from the martensitic transformation. A de-
tailed derivation of the strain interaction force, FS’ between the
Bl;Yi interface and a 2H-particle is presented in Appendix C. Calcula-
tion done here involved all twelve variants of the 2H-phase and eight
characteristic particle paths. The effect of different egj, for a
2H~particlc cmbedded in martensite on the str;in interaction was also
investigated. The variation of the interaction force throughout the
particle was accounted for by the averaging procedure described in the

previous section. Only some of the characteristic results which
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demonstrate effects of the transformation variants, particle path, etc.,
are presented here.

Figure 45 shows the obstacle profiles associated with the strain
interaction between the Bl-Yi interface and different variants of the
2H-phase for a fixed particle path. The strain interaction force is
expressed by a dimensionless parameter, FS‘D/(uo'r3). The:same Eii
was taken for both the positive and the negative side of the x-axis,
in order to simplify the.calculation. Obviously, different variants
of the 2H-phase give rise to different obstacle profiles. The curves are
asymmetric, with respect.to the position of the interface, x=0, and
contain either a very steep upheaval or a very steep valley. Also,

there are some subsidiary maxima and minima on the force-distance curves
but they correspond to considerably sm#ller magnitudes of the inter-
action force. This means that some of the variants of the 2H-phase
will become strong obstacles to the interface motion in the forward
direction, whereas the other variants will strongly impede the motion
of the interface in the reverse direction.

Figure 46 shows an effect of the particle path on the obstacle
profile for the variant 3 of the 2H-phase. The magnitude of the inter-
action force as well as the position of its maximum with respect to
the interface are sensitive to the particle path. However, the general
shape of the curves is preserved.

Obstacle profiles correspond to different transformation strains,
€1§, for a 2H-particle completely embedded in the martensite are
.shown in Figure 47. €zj was taken to have either the same form in

both parent phase and marténsite (curve 1), or to be modified by the
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Figure 45 Obstacle profiles associated with the strain

’ interaction between the B;~Y;' interface and
a 2H-phase particle. Curve numbers refer to
different transformation var}ants af the 2H-
phase. It was assumed that €;. is the same at
both sides of the interface. -
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Effect of the particle path on the
profile associated with the strain
between the B1zY:' interface and a
(variant 3). € is assumed to be
both sides of tge interface. Curve
refer to different particle paths,
36(a) for indexing.
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martensitic lattice deformation, S (curve 2), or by the macroscopic
shape change E (curve 3). It is seen that ezj can affect not only

the magnitude but also the sign of the interaction force. Some vari-
ants, depending on a choice of the Egj » can give rise to a pair of
obstacles. This pair of obstacles is often strong only in one di-
rection of the interface motion and becomes substantially weaker for
the reverse direction. Figure 48 shows the effect of particie size
on both the unsheared and sheared obstacle profiles. ezj was taken
to be the same on both sides of the x-axis. Larger particles, ob-
viously, give rise to smaller values of FS'D/(uor3) and a longer range

of interaction. The effect of particle size on the activation energy

is shown in Figure 49.
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6.4.2 Short-range interactions

Various kinds of interactions can occur when a particle comés into
contact with a moving interface. The internal structure of the inter-
face and its microtopographical features are now expected to play
an important role. Interaction involves a highly disturbed region of
the core of the interface dislocations. Linear elastic calculationms,
similar to those applied to the long-range interactions, are no longer
valid. Consequently, use should be made §f nonlinear elasticity and
high-order elastic constants. This makes a quantitative analysis of
the short-range interactions between an interface and a particle very
complicated. Only some simple quantitative models of the short-range
interactions will be considered.

Interaction of an interface with a particle gives r;se to struc-
tural and morphological changes of the particle and/or‘ghe'interface.
The negative gradient of the ensuing energy change then defines the
short-range interaction force, FSR' Some types of‘shortrfange inters
actions are associated with an energy change which is recoverable dur-
ing reverse motion of the interface. When referred to the transforma-
tional hysteresis, Figure 3, these interactions affect To rather than
the height of the hysteresis, i.e. the friction stress, Tf. Therefore,
they should be excluded from an analysis of the réte controlling

mechanism of the interface motion, at least for the reversible martep-

sitic transformations, as is the cagg!ht hand.
s A»”

Structure and Shape Changgiof.?giticle

An interface separates two structures related by a lattice deforma-

tion, S, and a macroscopic shape change, E. As the interface advances,



171

it propagates both S and E. Depending on its structure, size, etc.,

a particle may or may not undergo either E or S or some related trans-
formation, when it comes into contact with the interface. Hewever, any
of these transformations is expected to be reversible, and the particle
will be converted back to its original structure and shape during the
reverse motion of the martensitic interface. This type of short-range
interaction thus does not affect the height of the transformation
hysteresis, Figure 3, and will not be considered further. It should

be noticed, however, that a temporary change of structure and shape of
a particle may affect its long-range interaction with the interface,

as discussed in Section 6.4.1.

Lattice friction stress change

Consider the case when the moving martensitic interface penetrates
second phase.particles, which then undergo some transformation, not
necessarily S or E. Portions of the interface penetrating the particles
will experience a different Peierls stress than will the portions out-
side the particles. A force corresponding to this type of interaction

between an interface and a spherical particle is found to be:
Foo = AT * T« (2rx - x9) (30)
SR .

The corresponding obstacle profile is shown in Figure 50. The maximum
of the interaction force is governed by the difference in the lattice
friction stress, AT, and by the particle size. The range of interaction,

on the other hand, is equal to the particle size.
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Interfacial Energy Change

The energy of an interface is dominated by-the core energy of
the interface dislocations. The dislocation core is a highly
perturbedAregion and its energy is dependent on higher order elastic con-
stants. This makes an exact calculation of the interfacial energy
difficult, and only some rough estimates exist. Nevertheless, it is
expected that the interfacial energy may vary considerably from one
system to another. This means that when an interface penetrates a
second phase particle, portions of the interface inside and outside
the particle will have, in general, different surface energies. In a
limiting case when the interface does not penetrate the particle, this
energy difference, Ay, becomes equal to the interface energy. This
problem has already béen treated, by Zgner (132), for grain boundary
migration. A force corresponding to this type of interaction between

an interface and a spherical particle is found to be

Fop = 2mAY (r-x) . (31)
The corresponding obstacle Profile is shown in Figure 51. The shape
of this profile is found to be very sensitive to the particle shape
and its orientation with respect to the interface. For example, a
particle of a cuboidal shape, with a face parallel to the interface,
gives rise to an obstacle profile containing only two 6-functions at
x-=0 and x = 2er,

Figure 52 shows a plot of the activation energy versus the inter-

action force for a Zener ' type of interaction between a spherical

particle and an interface.
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"Figure 51 Obstacle profile associated with an
interface energy change attending
the short-range interaction between
an interface and a particle.
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Figure 52 Interaction force dependence of the
- activation energy for the obstacle
profile shown in figure 51.
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6.4.3. Derivation of driving force-activation volume relations.

The analysis presented so far in this section involved different
interactions between a planar interface and a single second-phase
particle. The analysis yielded an interactibn force exerted by the
particle on the interface and its variation with interface-particle
distance. To find the total interaction force on an interface, which
interacts with a population of second-phase particles, a superposition
should be made over all the particles within the range of interactiom.

A simplified analysis of the interaction of an interface with regﬁlarly
distributed second-phase particles is shown in Figure 53. The particles
are approximated as lying on the corners of a square grid, the edge
length of which is equal to the average planar particle spacing, %.

The frictional interaction force per area is then obtained by dividing
the interaction force by 22. With respect to Figure 53, the critical
thermally activated event corresponds to the interface overcoming the
central particle with the assistance of the applied driving force.

The interface is alloweé to bow out, as sketched, to transmit the applied
load to the particle. However, the surface tension of the interface

(as discussed in section 6.2) is assumed to guarantee relatively small
curvature of the interface. The volume of the cr?tical configuration,
the true activation volume, can tﬁerefore be approximated by the volume

of a square pyramid of the basal area 222 with a height equal to the

stress dependent activation distance, AX.
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Figure 53 Schematic representation of the critical event of
an interaction between an interface and regularly
distributed second phase particles, the average
planar spacing of which is &.
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7. DISCUSSION

7.1 Comparison of Model and Experimental Results

In chapters 4 and 5, the measured mobility. of the Bl_Yi martensitic
interface in thermoelastic CuAlN1 alloys was described. Obstacle pro-
files and corresponding plots of activation energy versus friction stress
were constructed. When discussed in terms of the theory of thermally-
activated slip, the experimental results were attributed to a rate
controlling interaction of the moving'Bl—Yi interface with discrete second-
phase particles. Subsequent TEM examination revealed the presence of
various precipitates, identified as y-phase and 2H-phase.

In Chapter 6 different possible mechanisms of interaction between a
Bl-Yi interface and a second phase particle were modelled in more general
terms. It was shoﬁn that a number of parameters, which vary from one
system to another, can affect substantially both the intensity and the
nature of interface-particle interactions.

In this section a quantitative comparison is made between the
measured mobilities of the Bl-Yi interface and those predicted by the
models. This includes a use of some quantities (shear modulus, particle
. radius, etc.), measured in this work, as well as an estimation of others
(interface energy, léttice friction stress, etc.) on the basis of avail-
able literature data.

Analysis of the interface-particle interaction is simplified by
assuming a uniform distribution of particles, with a spacing equal to

the average planar particle spacing, %. An interface segment is
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visualized to interact with five particles, four of them situated at

the corners of a square with edge length £/ 2 and the fifth particle

in the center. The critical event of the interface motion then corre-
sponds to a surmounting of the center particle. The volume of the

atomic configuration participating in this critical event, the true activa-
tion volume, can be approximated by the volume of the corresponding
square pyramid, the height of which is equal to the interaction force
(stress) dependent activafion distance. Obviously the critical atomic
configuration is three-dimensional in character, as opposed to the cor-
responding two-dimensional configuration of a line dislocation. It is
therefore expected that a surface dislocation is associated with larger
activation volumes than a 1ine dislocation when interacting with a given
obstacle.

An interaction force between an obstacle and the interface is simply
converted into a friction stress by dividing it by 22, The friction
stress is then converted into the corresponding volume driving force
applying the procedure described in Section 5.4.

The isotropic shear modulus of the Bl-phase is taken to be 5°lO10 N/m2

and the period of the interface structure, D, is estimated to be 50 nm

(124,133-134).

7.1.1 Yy-phase precipitates

The interaction forces between a Y-phase particle, of the size
observed in Section 5.5.3, and the Bl—Y£ interface were computed for dif-
ferent short- and long-range interactions, using the models derived in
Section 6.4. The coarse scale precipitation of the Y-phase gives rise

to very broad obstacle profiles. In the range of measured activation
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volumes, Figure 12, the obstacle profiles associatedwith the Y-phase pre-
dicted by the models have véry low slopes. Activation volumes in this
region arise from obstacle profiles close to their maxima. Consequently,
the concept of rate control by thermal activation may not be appropriate
for these obstacles. Furthermore very high values of activation energy,
estimated to be a few hundred electron volts, were associated with these
obstacles. Thus, it is concluded that the Y-phase particles, when they
Ampede the interface motion, can only contribute to the athermal part of
the friction stress and driving force (Agu/u0 = 3°10-5-4.4°10—5). Since
the transformational strain of the Y-phase is a pure dilation, there is
no strain interaction between the interface and a Y-particle. Other
possible interface-particle interactionscan individually account for the
measured athermal driving force if the following estimates are taken:
€U=2'4 for the modulus interaction; AT=O.121.!o for the lattice friction

4 mJ/m2 for the interfacial eumergy

stress change interaction, and Ay=6°10
change interaction. All these values are unreasonably high so that even
superposition of these interaction mechanisms for the Y-particles can

provide at best a minor contribution to the measured athermal driving

force.

7.1.2. 2H-phase precipitates

The interaction forces between the Bl—Yi interface and 2H-phase were
computed for different types of interaction, and for both particle sizes,
observed in Section 5.5.4. Again it was found that the 2H-particles are
associated with very broad obstacle profiles, which rules them out as
the rate controlling thermal obstacles. The 2H-particles are thus con-

sidered as contributing primarily to the athermal component. The
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strain interaction between the interface and the 2H-particles of radii

10 nm and 75 nm, using the model from.Section 6.4.2, is assoéiated with

an athermal driving force Agu/uo=9'10—5 and 1.4107% respectively. This
good agreement between the model predictions for the strain interaction
and the measured athermal driving force'Agu/uo=3'lO75 - 4.4°10-5, can be
improved by increasing the effective particle spacing used in the computa-.
tion of the driving force. This correction seems to be justified since
the model solution used referred to the interfacg—paqticle interaction
associated with the strongest interaction. Of course, only a fraction of
the 2H-particles observed is associated with this strong interaction, and

.their spacing is larger than the average particle spacing used. For the

modulus misfit interaction an estimate €U=0'18 was first made, by assum-

!

ing that the 2H-phase has the same isotropic shear modulus as the Yl

phase (135). The model for the modulus interaction then predicts

> - 1.5.107%, With the correction for the particle spacing

bg /u =4.2-10"
these values could be made to agree even better with the measured ones.
The lattice friction stress change interaction could individually account
for the measured athermal driving force if AT=10-2uo. In the same way
the interfacial energy change interaction can have a major contribution

2. 5'103 mJ/mz, depending on the

to the measured Agu/uo only for Ay=5-10
particle size. These values of AT and Ay are unreasonably high, and the
corresponding short-range interface-particle interactions can have only
a minor contribution to the measured athermal driving force. This means

that the measured athermal behavior arises primarily from the strain

and the modulus interaction between the interface and 2H-phase particies.
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7.1.3 Tweed structure

As discussed in Section 5.5.5, the tweed structure has been attri-
buted to domains of iattice distortion which are distributed regularly
throughout the crystal. In some models these domains are envisaged to
form a continuous periodic modulation in lattice distortion. Interaction
of a moving interface with these strain modulations can be treated in a
similar ' ay to that used to describe the age-hardening phenomenon in
spinodally modulated alloys (136-138). Quantitative analysis of this
type of interaction is very complicated and is not dealt with here. It
is interesting to note, however, that the special case of unidirectional
strain modulatous normal to the interface is analogous to the Peierls
type of interaction, Section 6.2, with appropriate modification of the
energy amplitude and periodicity. An alternative treatment of the inter-
action of the tweed structure with the moving interface is adopted here.
The tweed structure is modelled as fine scale precipitation. Two differ-
ent' cases are considered: (i) strain domains with tetragonal distortion,

ET # 0, parallel to one of the cube axes; and (ii) coherent 2H-phase

33
precipitates, both with particle spacing 15 nm. The models for inter-

face-particle interaction, referring to the small particle approximation,

Section 6.4, are used here.

As shown in Section 6.4, the modulus interaction force depends on
eu-r3 or eu-VP, where Vp is the volume of the interacting particle.
The best agreement between the single modulus interaction and the measured

27

behavior is obtained by setting eu‘Vp=6°10- m3, Figure 54. If the tweed

strain domains are considered to be related to clustering of quenched-in

vacancies (122), then an upper limit can be set for €ﬂ=-1' This then
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requires a domain size éf 480 atomic volumes to account for eu VP. A
similar analysis for the tweed domains treated as the 2H-phase, with
eu = 0.18, requires a domain size of 2700 atomic volumes.

The strain interaction for domains of tetragonal distortion de-
pends on €33VP and the best agreeement with the measured obstacle
profile is obtained for E33Vp = 7-10728 3, The domain size sug-
gested by the single modulus interaction, Vp = 480-2700 , is associated
with quite reasonable values of 633 = 0.021-0.11. When the tweed do-
mains are treated as the éH-phase, the best agreement is obtained for
the particle size of. 9500. It is very important to emphasize that a
variation of the periodicity of the martensitic interface structure
can help make the predictions of the models for the modulus and the
strain interactions agree much better with the measu{ed obstacle pro-
file, than shown in Figure 54. A recent TEM study of the'Bl;Yl'
interface (137) shows indeed that the period of the interface struc-
ture is often less than the 50 nm assumed throughout this work.

The. lattice friction stress change interaction and the interfacial
energy change interaction déﬁepd on AT(VP)1/3 and Ay(Vp)l/3, respective-
ly. When compared with the measured obstacle profile, these two inter-
actions, individually or combined, predict a relatively shorter range
of intéraction, Figure 54. The best agreement with the measured be-

havior in the range of low activation volumes is obtained by taking:

/l‘y(Vp):l'/B}=lO_6 mJ/m. For a domain size in the range of 480-2700 Q this

- —— —

yields AT=4.5'103 M, and Ay=550-880 mJ/mz. The magnitudes of both AT
and Ay are at least one order of magnitude higher than their reasonable

estimetes. For constant vaiues of AT(Vp)1/3, and Ay(Vp)l/B, AT and Ay
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Figure 54 Comparison of the measured obstacle profile, curve 1
with different obstacle profiles derived from the
models for the interaction of the Bz'Y1 interface with
strain (tweed) domains: curve 2 - modulus interaction;
curve 3a - strain interaction, tweed domains with a -
tetragonal distortion : curve 3b - tweed domains of
the 2H-phase; curve 4 - lattice friction stress change

interaction; curve 5 - interface energy change interaction.
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as estimated above, can be reduced by one order of magnitude by increas-
ing the particle volume by thfee orders of magnitude. This however
would not be consistent with the observed size of the tweed structure. The
lattice friction stress interaction and the interfacial energy change
interaction, thus, can have only a minor contribution to the measured
thermal component of the friction stress (driving force). Conversely,
the modulus and the strain interaction between the moving interface and
the tweed domains become very likely rate controlling mechanisms of the
interface motion. It is particularly interesting to note a very close
similarity between the measured obstacle profile, curve 1, Figure 54,
and the model predicted profile for a single strain interaction between
the tetragonally distorted tweed domains and the interface, curve 3a.
Figure 54, for the assumed periodicity of the martensitic interface

structure.

7.1.4 Other prospective mechanisms of interaction

The measured mobilities of the Bl—Yi martensitic interface, as

discussed in previous sections can be explained successfully, by the
athermal interaction of the interface with discrete 2H-phase particles
and the thermally activated interactions with strain domains. In this
section other possible interactions are considered.

Besides the modulus and strain interactions another type of long-
range interaction may exist between the Bl-Yi interface and internally-
twinned 2H-particles (140). The transformation twins in Yi-martensitic
and thus in the 2H-phase, are found to thicken or become thinner when
a stress is applied (133, 141-143). This observation is the basis of

several different theories of the shape memory effect (133, 141). It
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is conceivable that 2H-twins behave similarly when a 2H-particle finds
itself in the stress field of a moving interface. Changes in the
thickness of twins are accomplished by motion of twinning dislocations,
which can be spaced either ﬁell-apart or close together. In either
case, motion of the twinning dislocations will be associated with some
friction stress, which will appear for both foreward and reverse motion
of the martensitic interface, and affect the transformation hysteresis.
Quantitative analysis of this type of interaction, which involves two
moving defects is complicated. It is expected that this interaction
should bear some similarity with the solute-drag mechanism of dislocation
motion. Namely, motion of both the interface and the twinning disloca-~
tions are time- and temperature-dependent processes. There must be,
therefore, a temperature region and corresponding interface velocity
region, in which the interaction of the two moving defects is maximized.
It is well established <l33, 134, 139, 144, 145) that twin widths
in martensite gradually increase with distance.from the interface.
Again, this change 1s accomplished by motion of twinning dislocations.
These dislocations are now expected to be spaced well apart since the
change in twin width is very gradual. The twinning dislocations are
dragged along, as the martensitic interface advances, and interact
with the same obstacles as the interface. However, since well-separated,
these dislocations will behave more like line dislocations. The critical
event of thermally-activated motion is then more two-dimensional in
character, giving rise to smaller values of activation volume. This

type of interaction, thus, can account for the relatively
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small values of the activation volume which were found experimentally.
It is, however, difficult to separate the contribution- of this inter-
action from the contribﬁtion made by the interaction of the interface
with strain domains to the short-range part of the measured obstacle
profile.

Interaction of the interface with lattice dislocations is excluded
from being the rate controlling mechanism of the interface motion, be-
cuase the density of dislocations is small, and Bl-yi martensitic
transformation is almost ideally thermoelastic.

The Bl—Yi martensitic transformation involves some shuffling,
which produces the correct sequence of the close packed planes in the
martensitic phase. The shuffling does not produce any shape change,
and is often considered to be accomplished by an array of dislocation
dipoles. These shuffling dislocationsthen represent yet another com-
ponent of the interface dislocation structure. When superposed upon
the (lattice-deformation) cohereﬁcy dislocations, these may affect the
microtopography of the interface and become the most significant co-
herency dislocation array, Section 6.1.

In a system in which the parent phase (and thus the martensitic
phase) is ordered and the lattice~invariant deformation is a twinning
shear, another type of shuffling is often required to pfgduce a correct
structure of the twinned martensitic. Namely, the lattice invariant
twinning,.in general, preserves the lattice, but not necessarily
the structure of the ordered martensite. This kind of shuffling was
analyzed by Lieberman (146), who de;onstrated its relationship to the
shape memory phenomena in AuCd alloys. It is interesting that in

Cu-Al-Ni alloys, both types of shuffling are identical, and very small
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(145). As a time dependent process, completion of shiffling may be
delayed until after the moving interface has passed, giving rise to a
structurally incomplete martensite. When reférred to the transforma-
tion hysteresis, this structural change increases To' If enough time
elapses before the reverse motion of the interface, shuffling will be
completed, producing the correct structure of twinned martensite. By
the same token, an incomplete structure of the parent phase is pro-
duced during the reverse run of the interface, what now decreases To.
In other words, this type of interaction between tte interface and
transformation shuffling increases the transformation hysteresis, and
thus produces a component of the friction stress. The increment of
the friction stress caused by the delayed shuffling is governed by the
free energy difference between the imperfect (unshuffled) and perfect
(shuffled) structure of martensite. Since the required shuffling in
the case at hand is very small, it is hardly likely that the shuffling
plays any important role in the kinet:ics of interface motion, especial-

1y in the low interface velocity range investigated in this work.

7.2 Anomalous Behavior at Temperatures below V210K

As discussed in Section 5.1, an anomalous positive temperature
dependence of the friction stress is found at temperatures below 210K.
This behavior is inconsistent with the concept of thermally~aétivated
motion of the Bl-Yi interface, ﬁhich, as shown in Section 7.1, accounts
quite well for the measured mobilities of the interface in the range of
temperature between 210K and 410K. It should be noted that the tempera-
ture range of anomalous behavior is associated with a slightly higher

positive temperature dependence of the shear elastic constant C', Figure
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9. This elastic constant represents a resistance to {].10}8l <110> By
shear, which is usually considered to be the first Bogers-Bugers shear
(147), for Bl-Yi martensitic transformation. It seems then natural to
expect that the C' is more related to the friction stress than the iso-
tropic shear modulus, particularly when the material is highly aniso-
tropic, as in this case. If the friction stress and C' are indeed di-
rectly related then Tf/C' should show the same negative temperature
dependence in the entire temperature range explored here. However,

this is not the case. Tf/C' does show a weaker but still positivg
temperature dependence in the temperature range below 210K. Other
elastic constants, associated with different potentially important shear
modes, show either weaker positive or normal negative temperature de-
pendence, and cannot account for the anomalous behavior either. Even
though this analysis failed, it is believed that the common temperature
range of the anomalous behavior of Tg an¢ of the larger positive
dependence of C' is not incidental. Howevef, lower values of C' do

not only soften the resistance of the lattice to the corresponding shear
strain, but also might affect the structure of the interface, and pos-
sibly interact with the second-phase precipitates. There are a number
of theoretical works (148-150) which predict that the interface becomes
more diffuse, with the softening of the lattice, i.e. elastic constants.
Interaction of a diffuse interface with discrete obstacles is expected
to be less intense than the interaction of a sharp interface, which was
treated throughout this thesis. This is analogous to the reported
softening of the obstacle profiles associated with an increase in

particle size, Section 6.4. Since the {110}81<1i0>S shear mode is one of
1
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the shears involved in Bl+2H change it is cogceivable that the soften-
ing of C' in the temperature range below 210K, may interact with the
2H-phase, making it grow. This affects the friction stress and may be
associated with the anomalous behavior.

To summarize, it seems likely that softening of C' is related to
the anomuilous temperature dependence of the friction stress. Although
some possible interactions of lattice softening and interface mobility

can account for the anomaly, the exact origin of this behavior is

still unknown.

7.3 Kinetics of Martensitic Interface Motion

In Section 7.1 it was shown that the measured mobilities of a single
Bl_Yi martensitic interface could be accounted for by rate contrelling
interactions with discrete second phase particles and strain domains.

In their interactions with prqspective obstacles to their motion,
coherency dislocations, modelled as a surface dislocation, were shown
to behave in many respects similarly to line dislocations, but there are
some significant differences caused by differences in geometry. Since
the entire analysis to this point has been concerned exclusively with
the single—interfaée thermoelastic Bl—Yi martensitic interface, it is
important to discuss how, and to what extent, the findings from this
work are applicable to the general problems of martensitic interface
motion and martensitic growth. This is done by recognizing the im-
portant differences and similarities in the growth characteristics of
single-interface thermoelastic and the more common non-thermoelastic

transformations.
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Since the lattice-invariant deformation in the Bl-yi transformation
is accomplished by twinning, the interface structure can be described
in terms of coherency dislocations. In the more general case, when the
lattice-invariant deformation proceeds by slip, some anticoherency
lattice dislocation arrays reside in the interface. In either case,
growth of martensite involves both the motion of existing interface dis-
locations and the formation of new ones. In the case of single-inter-
face transformations, dislocation nucleation is often assumed to occur
at free surfaces, which rules out this process from being a rate con-
trolling step in martensitic growth. In the more general case of the
growth of martensitic plates, calculations of the activation energies
(33) suggested that both the dislocation motion and the anticoherency
dislocation nucleation are possible rate-controlling mechanisms of the
interface motion. While the anticoherency dislocations possess the
larger Burgers vectors, their interaction with coherency dislocations
produces - no long-range strain field and their formation together is
thus self-compensating. Activation-energy estimates (33) suggest that
thermally assisted formation of anticoherency dislocations is viable
under the conditions for which martensitic transformations are known
to occur, and may be the rate-controlling step as proposed in earlier
treatments of the transformation kinetics (152, 153). Experimental
and theoreticai investigation done in this work, on the other hand,
suggest that the thermally-assisted motion of coherency dislocations is
also a possible rate controlling step in the martensitic growth pro-
cess. Which of the two processes, coherency dislocation motion or anti-

coherency dislocation nucleation, is the rate controlling step may vary
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from one system to another. However, it is important to invoke the
findings of Olson and Cohen (154) that the basic nucleation-kinefics
behavior of the fcc + hcp martensitic transformation is essentially

the same as that of the fcc - bee transformation in the same alloy sys-
tem. Since the lattice invariant deformation is absent in the fcc + hcp
case, they concluded that the coherency-dislocation motion is the most
likely rate controlling step of the nucleation kinetics. Since the
nucleation process is believed to be the growth start-up from the exist-
ing martensitic embryos, their conclusion might be applicable to the
growth process of grown martensitic plates. This also means that the
basic findings in this work can be applied to the general problem of
martensitic interface motion.

Since the Bl-yi martensitic transformation is thermoelastic, the
driving force attending the nucleation of martensite is relatively low
(155), so that the martensitic interface is always close to equilibrium.
Non-thermoelastic martensitic transformations, on the other hand, are
characterized by a large driving force for nucleation, which then drives
interfacial dislocations during the growth process. Growth of a marten-
site plate, modelled as an oblate spheroid, is often conceptually
separated into edgewise or radial growth and sidewise growth or thicken-
ing. Raghavan and Cohen (156) have used the free energy gradients in
the radial and thickness directions to evaluate the net transformational
forces for driving the interfacial dislocations. They showed that these
transformational forces are very large, so that eventually martensitic
interfaces in both radial and thickness directions attain very high

velocities, which correspond to the phonon drag-controlled regime, where



192

the thermal activation does not play any significant role. After the
radial growth is stopped by an obstacle, thickening continues with a
decreasing rate, and a continuous transition from the drag-controlled
regime into the thermally-assisted regime of interface motion is ex-
pected. It is thus this final stage of the plate thickening for which
it is expected that the findings of this work are especially applicable.
Interaction of the Bldyi martensitic interface with lattice dis-
locations was ruled out from being the rate controlling mechahism of
the interface motion for two reasons: (i) the density of lattice
dislocations was found to be relatively lﬁw, and (ii) the plastic de-
formation in the accommodation of the transformation shape change seemed
to be insignificant. In the general case neither of the two condi-
tions stated above should exist, and the interactions of martensitic
interfaces with lattice dislocations must be considered. When spaced
well-apart, interface dislocations are expected to react individually
with lattice dislocation producing dislocation jogs or some sessile
dislocation configurations. Interaction of closely spaced interface
dislocations, i.e. a surface dislocation,with lattice dislocations
produces interface steps. For low-index rational interfaces these
steps may play an important role in the martensite growth through the
operation of some pole mechanisms (33). High index rational and ir-
rational interfaces are already stepped, so that the introduction of
new steps through the intersection of the interface with lattice dis-
location introduces only some local perturbation in the periodic
stepped structure of the interfacé. Since the pole mechanism is usually

considered unnecessary for the motion of the high-index ratiomal and
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irrational interfaces, it remains unclear how the interaction of the
interface with intersecting lattice dislocations affects its thermally
aétivated motion.

Tangled lattice dislocations,usually observed in the parent phase
adjacent to the martensitic plates, produce localized regions of high
distortion, and thus can be approximately treated in a similar way to
discrete second phase particles and strain domains. The long-range
strain interaction between the interface and the dislocation tangles
can become the rate controlling mechanism fof interface motion, and is
expected, at least in a range of low driving force, to follow the be-
havior found in this work. It should be pointed out that generation of
the dislocation tangles, i.e. plastic zones around the moving martensite
plates, does not only introduce a new prospective rate controlling
obstacle to interface motion but also alters the effective driving force
acting on the moving interfaces (47). With these modificaitons included,
the results of this work can be applied to the martensitic transforma-
tions with a substantial amount of plastic accommodation deformation.

In the range of low interface velocity investigated in this work,
it was confirmed that the motion of the interface proceeds almost iso-
thermally. The chemical driving force attending the martensitic trans-
formation was consequently defined as the corresponding free energy
difference. At the highest employed interface velocity, which was ex-
cluded from the analysis, the thermal effect of the transformation
appeared to disturb the isothermal conditions significantly. In most
general instances martensitic growth is neither isothermal nor adiabatic,

so that a more general thermodynamic driving force is required than the
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free energy (isothermal growth) or the enthalpy (adiabatic growth)
change. This is another modification'to be introduced, when models
developed in this work are applied to the more general case of marten-
sitic interface motion in nonisothermal conditions.

The entire analysis in this work has been done under the assump-
tion of relative temperature insensitivity of the important activa-
tion parameters. This was justified by the experimental verifications
of a wéak temperature dependence of the elastic constants. In cases
when the elastic constants show significant variation with temperature,
the modified activation analysis, outlined in Section 2.2.3, should be

employed before use is made of the models developed in this work.
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8. CONCLUDING REMARKS

Over a temperature range of 210 to 410K and a velocity range of
10—6 to 10-2 m/s, the mobility of the Bl_Yi interface is consistent
with thermally-activated motion. This behavior is rationalized in
terms of rate control by the interaction of the interface, modelled as
a dislocation array, with the observed fine-scale particle dispersion,
i.e. the tweed structure. The strain and modulus type of interactions
appear to be the most probable controlling interactions. The overall
shape of the measured obstacle profile and of the corresponding activa-
tion energy driving force relation, along with the magnitudes of the
activation volume, support this conclusion. Other potential rate con-
-trolling mechanisms are determined to have a minor, if any, contribu-
tion to the measured behavior. The interaction of the interface with
lattice dislocations was neglected due to their low observed density
consistent with the thermoelastic character of the martensitic trans-
formation. In the more general case when the dislocation density is
significantly higher (as when accommodation of the transformation shape
change occurs by slip) the interface~dislocation interaction may be-
come important. As long as the interface is considered as a continuous
surface dislocation, however, it does not seem that this interaction
could give rise to a thermally surmountable obstacle to the interface
motion. The Peierls energy barrier for the interface motion has a very
low activation energy and is thus easily surmountable by thermal activa-

tion. For metals, the Peierls barrier is thus less likely to be a rate
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controlling mechanism of the interface motion {at temperatures near ambient).
The athermal component of the measured friction stress (driving
force) is attributed to the long range interaction of the Bl-Yi marten-
sitic interface with the observed coarser scale particles of the 2H-phase.
The strain interaction and modulus interaction most likely provide
a major contribution to this athermal component. In the more general
case of non-thermoelastic martensitic transformations where the trans-
formation shape change is accommodated by slip, interaction of the mov-
ing interface with lattice dislocations may become important. Though
the detailed mechanism of the interface-dislocation interaction is no£
clear, and probably depends on the dislocation morphology and density,
a similar behavior as for the interface-partiéle interaction might be
expected.
The entire concept of thermally activated motion of martensitic
interfaces res£s on the assumption that the effective force which
drives the interfaces (i.e. the friction stress or the driving force,
as used throughout this work) is significantly smaller than the cor-
responding threshold force, and that the associated activaticn energy
has some reasonably low value. When the effective driving force on an
interface exceeds the corresponding threshold value, as may be the
case for martenéitic tfansférmations in the rapid stage of the
growth of.A martensite plate, thermal activation has little significance.
The final stage of growth of martensitic plates, however, proceeds under
lower net driving force, and is expected to be controlled by thermal
activation. Some modifications of the models derived for the single~
interface thermoelastic transformations would be required for applica-

tion to such a case. These modifications would take into account, for
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example, the deviation from isothermal conditions often met in non-
thermoelastic martensitic transformations, as well as the dynamic
interaction of the interface with simultaneous accommodation slip.

The experience gained here in examining the intrinsic mobility of a
simple single interface in a thermoelastic alloy under well-defined
conditions should provide the groundwork for the development of models

for these more complex phenomena.
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9. SUGGESTIONS FOR FUTURE WORK

Details of the short range (low V*) behavior of the Bl-yl'
single-interface motion could not be discerned in this work
due to the intervention of the anomalous lattice softening
effect at temperatures below 210K; i.e., in the temperature
range Mg to WMg + 60K. Further low temperature mobility
information can be obtained using Cu-Al-Ni alioys with

significantly lower M_ temperature.

The critical stress for the martensite nucleation increases
with testing temperature, while the yield stress shows a
negative temperature dependence. Cu-Ai—Ni alloys with low

Mé are thus expected to deform by slip at high temperature,
rather than undergoing a martensitic transformation. Some
preliminary work 6n alloy Bi suggested an onset of the siip

at temperatures above r\»3.50°C. It is expected that alloys

with lower Ms may start yielding by slip at lower temperatures.
Thus, this provides an ideal opportunity for comparing
kinetics of the slip dislocations motion and of the martensitic

interface motion in the same alloy.

Lattice softening in a temperature region just above the Ms
temperature is often considered to affect the interface width.
This can be conveniently investigated py the high-resolution
electron microscopy, using Cu-Al-Ni aliéys with Ms close to

room temperature.
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4. Further development of the models for the martensitic interface
motion proposed in this work should include the effect of the high

anisotropy found in this work, diffusiveness of the interface, etc.
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APPENDIX A: HEAT TRANSFER ANALYSIS FOR A SINGLE-INTERFACE MARTENSITIC
TRANSFORMATYON

\ , - B
\\\\

X=0 X=1

Figure A.1 A simple model for a single interface B;-Y;' transformation.

For a simple model shown in Figure A.1 a heat conduction equation can be .

written as:

-3.?= a F-z-r -+ th(x-vt) (A1)

where:A T- temperature,
t- time,
az- thermal diffusivity,
8(x-vt)- Dirac's S-function,
v- interface velocity,
b=AHv/c, )
AH- enthalpy change accompanying the B;-v,' transformation,

c- specific heat.

For a stress-inducad transformation in a compression test 1in which
a parallel-sided specimen is in contact with metal platens the following
initial and boundary conditions might be considered appropriate:

I.C. T(x,0) = 0
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B.C. T(O,t) = 7., L) =0

Using the method of lLaplace transformation (157,158) the following

solution was obtained:

T(x,t) = b/v { - erfc(x/2avt) + 0.5¢( exp[—v(x-vt)/az] erfc(x/ZafE—
vit/a) + exp[v(x+vt)/az]erfc(x/ZafE +vdt/a) + [ 1 +

exp[ - v(x-vt)/a2 ] u(t=x/v) ) } + b/v % b (-l)m
m=1 n=1

ferfe[(20L+(-1)"x) /2afE] + 0.5[ exp[ vit-v(2nL+(-1)"x) /2]
erfc[(2nl+(-1)") /2alt - vit/a] + exp[v2t+v(2nL+(—l)mx)/32]

erfc[(ZnL+(-1)mx)/ZafE + vit/al} (A2)

where u(t-x/v) refers to a step function.
The following values were attributed to the parameters appearing

in equations (Al) and (A2):

Parameter Reference
a’=16.3 mm2/s (65)
¢c=23,8 J/mole K (64)
p=7.1 gr/cm3 this work
AH= -515J/mole (159)
L=20mm this work

Figure A.2 shows the predicted thermal effect for the single~
interface B;-v;' transformation. When compared with figure 8 it shows
a fairly ' good agreement. This model allows an estimation of temperature
profile along the specimen for any arbitrary position of the moving
interface, what is shown in Figure A3. In this way one can estimate the
temperature in regions adjacent to the moving interface. Furthermore,
using the model a variation in the temperature of the interface,as it

is displaced, can be obtained , as depicted in Figure A4.
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APPENDIX B: MODULUS INTERACTON BETWEEN THE B;-Y,' MARTENSITIC INTERFACE
AND A SECOND-PHASE PARTICLE

The change in the elastic strain energy caused by the presence of
a modulus-misfit particle of radius ,r ,in the stress field of the B;-Y,'

interface is

£
A 4 3]-] 2 2
E—gnr 2].1(oxz+cyz) (B1)

Ple] Pile] o0
Fo=-9E 4.3 1, X2 4o Y2 4+ W (g Xz
M dx 3 Xz yz dx Xz
ox ox oy
Bcz
+syz—Lay ) ] - -(B2)

The stress functions sz and Uyz were given in Section 6.3.

The following two computer programs (in BASIC ) compute the
modulus interaction force, expressed as FM D/ Hy eu r3 . Program #1
deals with small particles; whereas Program #2 takes into account

the variation of the interaction force within a particle of finite size.
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APPENDIX C: STRAIN INTERACTION BETIWEEN THE B;-Y,' MARTENSITIC INTERFACE
AND A SECOND PHASE PARTICLE '

The ET.' of the particle is considered to be an invariant

1]
plane strain (IPS). There are then two nonzero components of ezj

T _ T T
displacement direction onto the invariant plane, dp, dpx n, and by the

.The primed basis is defined by the projection of the

->
invariant plane normal, n.

With respect to the unprimed basis defined by the

martensitic interface, then :

T " _
€13 =(ajy355%a)4 31)E * a1385484, (c1)
ET =(a,,a,. +a )E + a,.a ET' (c2)

23 ~'8218337393337)€13 T 29384584,

where ai!s are directional cosines defining a rotation between the two

coordinate systems.

The strain interaction force between the interface and a

particle of radius r is then:

dE 4 o] dx tle]

Fo=-—2 =g [e], (=242 4] (2,4
s dx, 3 13" 5x. ax 3%
1 1 1 1
dx P le
2 99
+ =2 234y (c3)
dx1 8x2

The following two computer programs compute the strain
interaction force between the B,-Y;' interface and a particle , the Ezj
of which is an IPS. Program #3 treates the case of a small particle ,
whereas Program #4 takes into account the variation of the interaction
force throughout the particle.

Program #5 treates the case of small particles with Ezj
being a general orthorhombic distortion rather then an IPS.
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