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Abstract 

 

Engineered nanomaterials with desired properties and structures are indispensable to catalyze the 

processes of reliable energy conversion and storage systems for a sustainable future. These 

functional nanomaterials often experience dynamic physical and chemical changes during the 

operating cycles. Investigating the dynamics in real-time allows establishing structure-property-

performance relationships to optimize the materials design. In situ transmission electron 

microscopy (TEM) is one of the most powerful tools to capture dynamic changes with high 

spatial and temporal resolution. More importantly, the reaction or operating conditions of the 

materials can be mimicked by controlling external stimuli of in situ TEM experiments, including 

control of temperature, electrochemical biasing, and exposure to liquid and gas. In this thesis, 

nanomaterials dynamics are investigated using in situ TEM coupled under the control of external 

stimuli in a heterogeneous phase consisting of solids exposed to a liquid or gas environment. 

First, I developed a temperature-dependent radiolysis model to explain the effect of temperature 

on the electron beam-induced radiolysis in liquid cell TEM. Radiolysis leads to the nucleation 

and growth of metal nanocrystals by reacting with the radicals, and I used the model to address 

the temperature-dependent chemical environment and corresponding kinetics of nanocrystal 

growth. The results demonstrated that the combination of microscopy and temperature-dependent 

modeling of the chemical environment can guide the analysis of the thermally controlled liquid 

cell TEM experiments. Moreover, the approach can be expanded to engineering the nanocrystal 

structure in lab-scale synthesis while acknowledging the differences compared with TEM 

experiments. Next, nanoscale electrochemistry under a controlled environment was discussed. In 

particular, the effect of temperature and substrate on electrochemical deposition is explained. In 

situ TEM results and modeling of the temporal evolution of the ion concentration demonstrated 

that the temperature accelerates the growth rate while it also controls the transition of growth 

modes. When 2D material graphene was used as a substrate for deposition, along with the 

classical nucleation and growth during the pulse on stage, transient growth and coarsening 

occurred, which could be attributed to the intrinsic properties of graphene to hold the charges. 

The results suggested that in situ TEM enables addressing the effect of electrochemical 

parameters and controlling nanoscale electrochemical phenomena. Finally, I applied the 

simultaneous acquisition of 2D projection and 3D topographic imaging in environmental TEM 
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(ETEM) setup to analyze the structure dynamics of supported catalytic nanoparticles during 

heating and gas exposure. Particle migration and coalescence dominated above an onset 

temperature that depends on the gas. 3D topography captured that particles migrate through the 

bulk support and across the support surface. The degradation of the support during particle 

migration was also observed in certain gas environments. In some gas environments, the particle 

coalescence via oriented attachment took place. These results showed that the combination of 

imaging modes can provide information to explain the catalyst degradation during operation.  

This thesis demonstrates that in situ TEM coupled with an understanding of the physical and 

chemical environments can provide insight into the nanostructure dynamics, which could 

contribute to revealing the degradation mechanisms of functional materials.  

 

Thesis supervisor: Frances M. Ross 

Title: Professor of Materials Science and Engineering 
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Chapter 1. Introduction and Motivation 

Functional nanomaterials are the key components of energy storage and conversion technologies 

as they catalyze reactions such as oxygen evolution in fuel cells,1 electrolysis,2 and catalytic 

converters for CO2 reduction.3 For the materials involved in these processes, the functionality 

arises from nanostructured components that must show a long lifetime without performance 

degradation during extended reaction cycles. However, the predicted performances of energy 

materials are often not achieved due to the complexity and dynamic nature of the structural and 

chemical changes during operation. Measuring the structure and composition of nanostructures 

before and after reactions is essential in developing these materials, allowing structure-property 

relationships to be established and used to optimize and guide next-generation design. Measuring 

structure during operation is even more powerful. This is because nanomaterials often show 

dramatic changes under reaction conditions including changes in size, morphology, composition, 

surface structure, and stability of the support when applying stressors such as voltage,4 

temperature,5 and liquid and gas environments.6 In this thesis, nanomaterials dynamics under 

various external stimuli in a heterogeneous phase, mainly solid material exposed to liquid or gas 

environment, are investigated using in situ transmission electron microscopy. I also demonstrate 

the applications of modeling for accurate assessment of the chemical and physical environment 

during the reaction as a foundation for interpreting in situ microscopy results. In doing so, I aim 

to establish a reliable platform for characterizing nanomaterials with enhanced performance and 

lifetime to pursue the development of sustainable energy sources. 
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1.1 In situ electron microscopy (TEM) of materials dynamics 

In the last few years, transmission electron microscopy (TEM), especially in situ TEM, has 

provided a powerful tool for directly correlating chemical reactions and material transformation 

processes. (Figure 1-1) This technique offers critical insights for understanding the fundamental 

operation principles of materials that serve as a core function in energy storage and conversion 

technology. Furthermore, the development of TEM holders, highly efficient digital recording 

system and increased computational power have allowed rapid image acquisition at increased 

temporal resolution (≈1ms) under the external stimulus, making the in situ TEM techniques 

extremely valuable for probing the fast reaction dynamics.7 Combined with the high resolution 

and the controllability of external stimuli, such as temperature, electrical bias, exposure to liquid 

and gas environment, in situ TEM has enabled establishment of a nanoscale laboratory to probe 

nanomaterial dynamics under environments relevant to the operating conditions of the materials. 

Moreover, adding unique external stimuli allows the characterization of unique properties of 

emerging nanomaterials for a sustainable future, such as probing plasmonic responses under light 

exposure for application in photocatalysts to harness solar energies.  

 



13 

 

 

Figure 2-1. The development path of in situ TEM and their applications in investigating energy 

materials. Figure adapted from ref.8. 

 

1.1.1 Liquid Cell Transmission Electron Microscopy (TEM) 

Liquid cell transmission electron microscopy (liquid cell TEM) allows the direct imaging of 

dynamic phenomena in a liquid environment with a combination of spatial and temporal 

resolution that is not achievable with other types of microscopy.9,10 The development of modern 

microfabrication techniques has enabled the closed liquid cell approach in TEM. Williamson et 

al. demonstrated the electrochemical deposition of copper at the solid–liquid interface using 

liquid cells in 2003.11 The liquid cell itself is a microfabricated enclosure that confines a liquid 

layer between two electron-transparent membranes with a controlled thickness.12 Electrons 

passing through the encapsulated layer enables imaging and recording videos of objects within 

the liquid. Most of the liquid cells use silicon nitride as the electron transparent window material. 
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This closed liquid cell TEM provided new opportunities to study the physical and chemical 

evolutions occurring in samples in solutions.7 

With the further development of the closed-cell, microelectromechanical system (MEMS) chips 

are developed, enabling the application of real-time external stimuli. The holder of the liquid cell 

chip holds the cell securely and also plays an important role in providing electrical connections 

between the patterned electrode or heater elements on the liquid cell and their external 

controllers. Combined with the control of parameters such as electron beam dose and dose 

rate,13,14 electrical biasing,15–21  liquid flow,22 composition,23–25 and temperature26 liquid cell 

TEM has provided useful opportunities to explore reaction mechanisms in a wide range of topics 

in nanoscience, such as nanoparticle nucleation and growth,13,14,27–36 self-assembly of 

nanostructures,37–39 and structural changes in electrochemical energy materials.15,18–21,40,41 

Therefore, liquid cell TEM has enabled probing the dynamics of materials under various external 

stimuli  which could also be used in understanding the degradation mechanisms of energy 

materials operated in liquid phase such as lithium-ion batteries 8 and electrochemical catalysts.42 

 

1.1.2 Environmental Transmission Electron Microscopy (ETEM) 

The gas-solid interaction is one of the most significant dynamics that has impact on the 

nanostructure’s properties and performance. TEM with capabilities of controlling the gas 

environment, has enabled visualizing the dynamics of the interaction between gas and solid  in 

atomic resolution. Controlled atmosphere conditions are achieved via two different approaches; 

using a gas holder with closed window cell, and using a differential pumping system to achieve 

open environment, namely, environmental TEM (ETEM), which we focus on in this chapter.  
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ETEM uses two pairs of apertures that are positioned above and below the specimen to prevent 

the gas flow into the microscope column while maintaining the gas exposure near the specimen 

area through differential pumping. Commercially available ETEM can be coupled with external 

stimuli such as temperature and electrical biasing, since the specimen holders with MEMS for 

the control of those stimuli are also compatible with ETEM microscopes. ETEM has been 

employed to understand a range of fundamental phenomena in materials science, including 

oxidation,43 reduction,44 and crystal growth45 in a gas phase. In particular, probing heterogeneous 

catalyst in a gas phase using ETEM has been actively employed to understand a range of 

fundamental phenomena that can take place during the operation of catalytic materials. 46–49. 

Catalyst materials usually consist of metal nanoparticles on support, and they dynamically react 

to the environmental changes including temperature and gas by going through behaviors such as 

sintering and dispersion,50–53 particle dissolution, 42,54 reshaping of meal nanoparticles,55 

composition evolution, 6 and reconstruction of the support56–58 which could affect the 

performance. In this regard, ETEM with a controlled gas and temperature environment allows 

capturing the dynamic interaction between the gas, nanoparticle, and support, and its impact on 

the kinetics of the catalyst degradation mechanisms. 

 

1.2 Thesis Overview 

This thesis focuses on the goal of elucidating the dynamic correlation between structure, 

property, and performance of functional nanomaterials using in situ electron microscopy. I 

present the spatial and temporal dynamics of the materials under the reaction conditions realized 

by external stimuli, including electron dose, temperature, electrochemical bias, and exposure 

liquid/gas. The thesis is arranged as follows: In Chapter 2, I summarize the effect of temperature 
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on the electron beam induced nanocrystal growth in liquid phase. I develop the temperature-

dependent radiolysis model using the kinetic model for radiolysis and temperature-dependent 

parameters. I showcase the analysis of the kinetics of metal nanocrystal growth using the liquid 

cell TEM data and the developed radiolysis model. In Chapter 3, I discuss the nanoscale 

electrochemistry under a controlled environment, including temperature and the substrate as the 

control parameter. Along with the accelerated growth rate of the electrochemically deposited 

metal nanostructures, I demonstrate the temperature effect on the transition of growth modes 

using the modelling of temporal evolution of concentration profile. Transient deposition, 

coarsening, and dissolution of nanoparticles electrochemically grown on graphene substrate is 

also discussed, considering the intrinsic chemical and physical properties of graphene. In Chapter 

4, I summarize the structural dynamics of nanoparticles in a gas environment using 

environmental TEM couples with 2D projection image and 3D topographical images. I explain 

the interplay between particle-support-gas and how to apply those findings to design catalyst 

materials. In Chapter 5, I discuss the challenges to overcome in order to expand the scope of 

electrochemical liquid cell TEM, mainly focusing on the effect of organic components in the 

system and the role of pulse duration. Furthermore, I discuss the future direction of in situ 

electron microscopy using light stimuli and spectroscopy to analyze the optical properties of 

materials and their applications. 
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Chapter 2. Temperature-Dependent Electron Beam-Induced 

Nanocrystal Growth 

 

This chapter is adapted with permission from ref. 26  

Lee, S., Schneider, N. M., Tan, S. F., & Ross, F. M. Temperature Dependent Nanochemistry and 

Growth Kinetics Using Liquid Cell Transmission Electron Microscopy. ACS nano, 17(6), 5609-

5619 (2023). Copyright 2023 American Chemical Society. 

 

Liquid cell transmission electron microscopy (liquid cell TEM), with its high temporal and 

spatial resolution, has been used extensively to capture and quantify the complicated kinetics of 

nanocrystal formation in liquids.30,31,35,36,59–61  A common route to form nanocrystals in liquid cell 

TEM is via the reaction of electron beam-induced radiolysis products with metal ions in the 

solution. In this liquid cell TEM growth process, experimental parameters including electron 

dose rate affect the growth kinetics and morphology.13,28,34 Temperature is expected to be one of 

the most important parameters and the effects of temperature on nanocrystal formation62 and on 

electron beam-induced radiolysis63 have been reported in literature. To quantify the effects of 

temperature on a dynamic process imaged within the liquid cell, we have carried out a series of 

crystal growth experiments and simulations at different temperatures using a liquid heating 

system that provides a controlled thermal environment at the imaged area. We develop a 

radiolysis simulation model by as well as including temperature effects on reaction kinetics to 

assess the effects of temperature-dependent local chemistry. We show how the radiolytic 

environment changes with temperature and solution composition, including effects that show 



18 

 

complex, non-monotonic dependencies on temperature and dose rate. Combining our 

observations and calculations of radiolysis species, we discuss the morphology changes in terms 

of the balance between nucleation, growth, surface diffusion and surface reaction rates at 

different temperatures. These results suggest strategies for the design and interpretation of liquid 

cell experiments that measure the structural and compositional evolution of materials with 

temperature-dependent kinetics, and more broadly suggest that liquid cell TEM can provide 

insights into control of nanocrystal morphology in lab-scale synthesis using the understanding of 

the temperature dependent chemical environment and growth morphologies obtained from in situ 

experiments.  

 

2.1 Temperature Control in Liquid Cell TEM and Application 

One of the critical objectives in ongoing liquid cell TEM experiments is temperature control, 

since temperature arguably represents the most important thermodynamic variable.64 Controlling 

the temperature in liquid cell TEM, especially elevating the temperature by heating, enables 

experiments that probe phase transformations65 and phenomena not present at room 

temperature,66,67 as well as allowing more quantitative analysis of reaction kinetics and 

mechanisms.62,68 Temperature is a critical variable in understanding the physics of structural 

evolution of nanomaterials, since an Arrhenius temperature dependence can give information on 

the rate-determining step of the overall process. Temperature-dependent electrochemical 

processes play a key role in the operation of energy materials.69,70 Finally, using temperature as a 

control knob offers fundamental insights into growth kinetics, including design of strategies for 

synthesis and to achieve structural and compositional control of materials with temperature-

dependent kinetics.16,71–73 The control of temperature must be coupled with an understanding of 
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how the resulting phenomena in the liquid cell relate to larger scale, real-world processes. At 

room temperature, it has been shown how the radiolytic and chemical environment within the 

liquid cell can be controlled during nanoparticle reactions74 so that the results are relevant to the 

environment present in ex situ processing. We therefore anticipate that quantifying temperature 

effects on the chemical environment in liquid cell TEM will increase the relevance and impact of 

liquid cell experiments to lab-scale processes such as nanoparticle synthesis.  

 

2.1.1 Heating Capabilities and Temperature Effect in Liquid Cell TEM  

Although most liquid cell experiments to date have been carried out at room temperature, several 

strategies have been developed for temperature control in TEM experiments: Joule heating, 

equilibration with a remote thermal source, photon heating, and thermal fluid circulation.64 The 

most commonly used is Joule heating, where calibration of resistance values allows a Joule 

heater to be used to both heat and measure temperature. In any heating experiment we need to 

consider all the ways that temperature can affect the result. This includes quantifying 

temperature as a function of position within the liquid, temperature effects on the liquid 

dynamics, and temperature effects on the interaction of the imaging electrons with the liquid and 

sample.  

 

2.1.2 Temperature-Dependent Factors in Radiolysis 

The temperature dependence of electron beam effects is particularly important to quantify since 

beam effects occur in every experiment, affecting the solution chemistry or driving reactions. In 

liquid cell TEM, the irradiating electrons change the chemistry of the suspending medium, 

typically an aqueous solution, by creating molecular and radical products such as H2, O2, and eh
- 
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(hydrated electrons) by radiolysis. This is modelled75 by incorporating the rate at which incident 

electrons transfer energy to water and create radiolysis species, and the subsequent diffusion and 

interactions of these species with each other and with other molecules present. All steps of this 

process are temperature-dependent: the reaction rates scale with an Arrhenius behavior and the 

rate of generation or destruction of the primary products (the G-value, or number of molecules 

created or destroyed per 100 eV), depends on temperature. 63  Thus, it is possible to improve 

radiolysis modelling by including the temperature dependence of the component processes. 

Radiolysis models become even more useful for practical experiments if we include the effect of 

all the species initially present in the aqueous solution. This has been achieved in some cases, 

such as the inclusion of chloride ions28,76 as well as reactions between a polymer, a radical 

scavenger and gold. Temperature effects have not been included in these calculations. To 

understand the influence of temperature and ion species on a liquid phase process, temperature-

dependent radiolysis should be considered in the presence of the complete set of species present, 

such as metal ions. This will result in more quantitative knowledge of the interactions between 

the electron beam and an irradiated liquid medium under thermal conditions.  

 

2.2 Structural Evolution of Silver in Liquid Cell TEM at Different Temperatures  

To quantify the effects of temperature on a dynamic process imaged within the liquid cell, we 

have carried out a series of crystal growth experiments and simulations at different temperatures 

using a liquid heating system that provides a controlled thermal environment at the imaged area. 

We use a well-studied system, Ag nanocrystal growth that is driven by the changes in redox 

environment caused by the electron beam. In this process, Ag+ ions in aqueous solution are 

reduced by radiolytically generated species and then undergo nucleation and growth to form 
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nanocrystals. Nanocrystal growth is governed by multiple processes, including the local 

chemistry due to radiolysis, the formation rate of reduced Ag (Ag0), nucleation of clusters, the 

diffusion and attachment of Ag atoms to the nanocrystal surface, surface diffusion, and the 

reaction rate at the surface.14 The experiments, therefore, provide opportunities for assessing the 

role of temperature and comparing with an enhanced model for radiolysis effects. We find that 

nanocrystal growth takes place over a range of temperatures but with substantial changes in 

growth rate and morphology of the deposited material. To assess the effects of temperature-

dependent local chemistry, we extend the radiolysis simulation model by including both silver 

and nitrate ions and their derived species in the reaction set, as well as including temperature 

effects on reaction kinetics. 

 

2.2.1 In situ TEM of Silver Nanocrystal Growth  

We carried out Ag nanocrystal growth by irradiating silver nitrate solution, using the 

radiolytically generated species to reduce the metal ions and drive nanocrystal nucleation and 

growth. Typical results are shown in Figure 2-1, which displays a time series of bright field 

images of Ag nanocrystal growth at three different temperatures during irradiation of a 2µm 

diameter region of a cell filled with 0.01 M AgNO3 solution. The does rate, 𝜓, can be calculated 

from the electron flux using the following equation, 𝜓 =
105𝑆𝐼

𝜋𝑎2   (Gy/s), where S 

(MeVcm2/g/electron) is the density-normalized stopping power in the medium, I (A) is the beam 

current and a (m) the beam radius. The factor 105 (m2  electron  Gy  g/cm2/MeV/C) converts 

between units. The estimated constant dose rate using the equation is 2.8  107 Gy/s. We limited 

irradiation of the region of interest between each experiment and observed no nucleation and 
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growth of crystals after this period, as expected since no reducing agents are present in the 

solution other than the beam-induced species. 

Clear differences are visible in the reaction as the temperature is varied. At room temperature, 

growth takes place by formation of small particles or nanocrystals.13,14,28–33,35,36 At a higher 

temperature of 50 ˚C the morphology is similar but both the number of visible nuclei and the 

growth rate of nanocrystals are larger than at room temperature. Room temperature growth is 

shown in Figure 2-1. Visible particles appeared after around 72 seconds of electron beam 

irradiation. At 50 ˚C, shown in Figure 2-1b, particles became visible more rapidly (24 seconds). 

The nanocrystal contrast becomes darker as their radii increase, which suggests that the crystals 

grow in three dimensions. We therefore assume hemispherical growth on the SiNx window of the 

cell. Hemispherical particles are of course expected from considerations of interfacial energy, 

which favors minimizing the solid-liquid interface area.77  

The growth of hemispherical particles with rates higher at 50 ˚C than at room temperature is 

consistent with a systematic variable-temperature study of beam-induced growth in Au.62 In that 

case, the higher growth rate at elevated temperature was explained through a shortening of the 

time over which nucleation occurred followed by faster growth kinetics. The decrease in 

nucleation duration was attributed to a faster drop in supersaturation (the ratio between the metal 

atom concentration and equilibrium solubility) during nucleation at higher temperature. As we 

discuss below, the change in morphology we observe at higher temperatures suggests that factors 

other than solubility play a role in our Ag experiments, and we will describe possible effects of 

changes in the reaction rates and surface diffusion.   

At an even higher temperature of 70 ˚C (Figure 2-1c), the growth mode is distinctively different. 

The most notable feature is an elongated nanocrystal growth morphology, although a few 
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hemispherical particles are also present. We refer to the structures as blade-like dendrites, a 

terminology used in other metal growth studies that show approximately similar structures.78,79 

The experiment shown in Figure 1c is one of several in which we consistently observed similar 

dendrite growth at higher temperatures. 

To quantify the temperature-dependent time scale of nanocrystal growth, we tracked the volume 

growth of nanocrystal features at different temperatures (Figure 2-1 d, for which a log scale plot 

is shown in Supporting Information Figure S2 to clarify the lower rate data points). The volume 

growth at room temperature and 50˚C were calculated by taking the average of 10 typical (and 

non-overlapping) particles indicated by white circles in Figure 2-1a and 2-1b.  We assume these 

are heterogeneously nucleated on the SiNx window of the cell as no Brownian motion was 

observed, 13,29,34 hence the volumes were calculated by measuring the diameters of the particles 

and taking the corresponding volume of a hemisphere. For experiments at 70 ˚C, the volume 

growth of a single dendrite branch was tracked, estimating its thickness by comparing its contrast 

with that of other nanocrystals of assumed (hemispherical) thickness. Measuring this single 

nanostructure gives an estimate of the high growth rate possible under the dendrite growth 

conditions. As shown in Figure 2-1e, the time scale of propagation of the dendrite is below 0.2 

seconds. It is clear from the plot that the time scale of nanocrystal growth at 70 ˚C, even 

considering only this one nanostructure, is 106 times faster than at room temperature, while the 

rate at 50 ˚C is 3 times higher than that at room temperature when the growth started, illustrating 

an extremely strong role of temperature in elevating this beam-induced process rate. The 

symmetry and apparent uniform thickness of this dendrite in Figure 2-1e suggest that it contains 

{111} top and bottom facets. This is consistent with surface energy considerations: {111} 

surfaces of silver have the lowest surface energies, followed by {110} and {100},52  in the 
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absence of any capping agents preferentially binding to specific facets. Similarly, the equilibrium 

structure of Ag nanowires was calculated53 to consist of {111} sidewalls. We therefore expect 

that dendrite in Figure 2-1(e), and presumably others, are generally {111} terminated although 

smaller areas, including possibly the growth surface, may be composed of facets with higher 

energy such as {110} and {100}. 
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Figure 2-1. Growth of Ag nanocrystals at different temperatures. Time series of in situ TEM 

images showing the growth of Ag nanocrystals during beam exposure at (a) 25 ˚C, (b) 50 ˚C, and 

(c) 70 ˚C. Note the different time scales in (c). In (a), the appearance of islands at the bottom of 

the image will be discussed below. (d) Calculated volume of a nanocrystal versus time at 

different temperatures. The average volumes at 25 ˚C and 50 ˚C were calculated using the 

measured radii for each frame and assuming hemispherical shapes. Ten particles that could be 

tracked without overlapping with neighboring particles, indicated in white circles in (a) and (b), 

were used in this calculation. The volume at 70 ˚C was calculated by measuring the projected 

area of the crystal indicated by dotted lines in the image and estimating the thickness by 

comparing its pixel intensity with a hemispherical island with known thickness. Note the orders 

of magnitude change in the volume and the sharp slope of the curve of nanocrystal growth at 70 

˚C. The inset plot shows the volume versus time at 25 ˚C and 50 ˚C. (e) Images showing blade-

like dendrite growth occurring within 0.2 s. Note the arrows indicating a dendrite showing 120 o 

and 60 o angles and a constant thickness; this symmetry is consistent with top and bottom facets 

being {111}. The solution used was 0.01 M aqueous AgNO3 and the electron dose rate was 2.8  

107 Gy/s. Images (a), (b), (c) and (e) are recorded in bright-field conditions. Scale bars are 200 

nm.  

 

We now discuss further details of this higher-temperature growth mode. Figure 2-2 shows a time 

series of the blade-like dendrite growth at 70 ˚C; note that Figure 2-2a, c and Figure 2-2b have a 

different times between frames. After growth of discrete small particles, more deposition 

propagates from the upper left corner of the frame (Figure 2-2a). After 24 seconds (Figure 2-2b) 

a blade-like dendrite forms, propagates and grows additional branches. At longer times (Figure 
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2-2c), another platelike crystal partly covers the frame. These metal dendrites, which represent a 

highly non-planar growth front, are similar to those often observed in liquid-to-solid phase 

transformations. In these cases, growth can be driven by ion concentration gradients 

(electrochemical), temperature gradients (solidification), localized catalytic surfaces (as in 

catalytic nanowire growth), localized stress effects (extrusion of microfilaments) or combinations 

of these factors.80 To analyze the phenomena that may dominate in the liquid cell environment, 

we now consider changes in the overall growth rate arising from radiolysis, since this determines 

the supply of Ag0 needed for subsequent growth. 

 

 

Figure 2-2. Growth of Ag blade-like dendrite at 70 ˚C. (a) and (c) Time series of liquid cell TEM 

images showing the overall growth of Ag, with 24 seconds between images. (b) The onset of Ag 
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blade-like dendrite growth within a second. Blade-like dendrites are indicated as white arrows. 

The solution used was 0.01 M aqueous AgNO3 and the dose rate was 2.8  107 Gy/s. Images are 

recorded in bright-field. The time is given since irradiation started. Scale bars are 200 nm. 

 

2.2.2 Developing Temperature-Dependent Radiolysis Model  

To understand the chemical environment of Ag nanocrystal formation, we calculated the 

temperature-dependent steady state equilibrium concentrations (Css) of the radiolysis species as 

well as the cation (silver) and the counter ion (nitrate). The relative concentrations of the 

equilibrium radiolysis products is expected to influence nanocrystal growth since the ratio 

between reducing agent and oxidizing agents determines the redox chemistry environment. 

We used the complete set of reactions for 0.01 M aqueous AgNO3 to solve the series of reaction 

rate equations implemented with temperature-dependent parameters. To compute the 

concentrations of radiolysis products and Ag ion in the presence of nitrate, we use the kinetic 

model of Elliot and McCracken implemented by Schneider et.al.75 to include the dominant 

reactions and species associated with irradiation of silver nitrate. The kinetic model includes the 

species eh
-, H•, H2, H2O, H2O2, HO2•, HO2

-, H+, O2, O2
•-, OH•, OH-, Ag0, Ag+, NO2•, NO2

-, 

NO3
-, NO3

•2-, HNO2, and HNO3 as reactants and products of the reactions. The redox reactions 

of Ag species we include are the Ag+ reaction with eh
- and H• and the Ag reaction with OH• and 

O2. The Ag+ precursor is reduced to Ag0, whereas Ag0 can be oxidized to re-form Ag+.  To fully 

account for the ion species in the solution, we include nitrate species in the reaction set. Nitrate 

species react with water radiolysis species with rates similar to those of Ag+ with water radiolysis 

species. O•-,  O3, HO3•, and O2• are not included in the model due to the lack of kinetic data at 

higher temperatures and low concentrations at neutral and low initial pH.63  Modeling the 
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temperature dependence involves two modifications. We scaled the reaction rates with an 

Arrhenius relationship63 by using the known reaction rates at room temperature and the 

activation energy from literature to estimate the reaction rates at intermediate temperatures. We 

also include the dependence of G-values on temperature, which we interpolate from known 

values at room temperature and 100 ˚C. 63 

The initial concentrations used for the calculations were CH2O (0) = 55.56M, CH+(0) = COH-(0) = 

10-7M, CAg+(0) = CNO3-(0) = 0.01 M , CO2(0) = 0.255 mM. The last value is based on an aerated 

solution as expected from the sample preparation procedure. This model accounts for forming 

the primary radiolytic products (eh
-, H+, OH-, H2O2, H•, OH•, H2, HO2•) via G values and the 

longer-time kinetic reactions. The G-values are defined as the moles of each radiolysis species 

that are created (+) or annihilated (-) per 100 eV of energy absorbed; they are determined 

empirically for pure water, although not at dose rates as high as those used in electron 

microscopy. The temperature-dependent G-values are interpolated from the known value at 

different temperatures. 63 The reaction rates are scaled with Arrhenius behavior by using the 

reaction rates and activation energy at room temperature from literature. The rates of reactions 

with unknown activation energy were scaled with the average activation energy of known 

reactions. The full list of reaction and the boundary conditions used for the calculation are listed 

in Supplementary Table S1 with rate constant, known Arrhenius constant and activation energy. 

The constants for these and additional reactions can be found in the NIST databases81  unless 

stated otherwise. The reaction sets from 49-57 are taken from Horne  et al.82 Note that reaction 

47 corresponds to oxidation of Ag0, and reduces the rate of Ag0 formation,83 and therefore we 

used this reaction as the counteracting reaction of the metal ion reduction.  
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Using the temperature-dependent rate constants, G-values, and kinetic equations in the table, we 

formulated a set of differential equations of the form  

 ¶Ci
¶t

= - kijCiC j
j

å + k jkC jCk
j,k¹i

å +Ri
 

(Eq. 1) 

to describe the temporal evolution and calculate the steady state equilibrium concentration of 20 

radiolysis constituents. In the above, kij are the reaction rate constants. The first two terms on the 

right-hand side account for destruction and production of species i through chemical reactions. 

The last term,  

 
Ri = ry

Gi

F  

 

(M/s) 
(Eq. 2) 

is the volumetric production rate of species i due to irradiation (radiolysis) in the region 

illuminated by the beam. Gi is non-zero only for the primary products and is temperature 

dependent. 𝜌 is the density, 𝜓 is the dose rate and 𝐹 is Faraday’s constant. Since the 

concentration of water is much greater than that of the radiolysis products, we can simplify the 

mathematical model by assuming that water acts as a solvent. This allows us to describe the 

system as a set of first order reactions. This assumption is implemented in the reaction rates by 

dividing out the water concentration when water is a reactant (reactions 6, 10, 18, 21 etc.). 

The plots in Figure 2-3a-c show the calculated steady state concentrations (Css) of the radiolysis 

products, Ag species, and nitrate species for aerated 0.01 M aqueous AgNO3 solution 

experiencing a dose rate of 2.8  107 Gy/s. In Figure 2-3a, temperature dependent Css of the main 

redox species along with H2 and H2O2 are plotted to show that the Css values decrease by 20-

90 % when the temperature increases from room temperature to 70 ˚C. The change in the 

concentration of the main redox species is a result of interplay between multiple factors. 

However, it can be understood most easily by considering that the rates of the reactions that 
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remove those species are exponentially dependent on temperature, whereas the creation rates (G-

values) are linearly scaled (within 15%). 

Temperature-dependent Css of Ag species are shown in Figure 2-3b. It is evident that the 

equilibrium concentration of Ag0 increases almost 3 times on going from room temperature to 70 

˚C. Note that the dotted line showing the concentration ratio of Ag+ is relatively constant as the 

temperature changes. The absolute concentration of Ag+ is significantly larger than Ag0 but we 

do not expect it to change much with temperature in the experiment because Ag+ is continuously 

replenished from diffusion from the bulk of the AgNO3 solution. From the relative increase in Css 

of Ag0 and the redox agents in Figure 2-3c, it appears that higher temperature leads to a redox 

environment with stronger trend in reducing the metal ions and therefore forming nanocrystals.  

We finally consider the combined effect of dose rate and temperature on Ag nanocrystal growth. 

In Figure 2-3d we plot the Ag0/Ag+ concentration as a function of temperature and dose rate. At 

every dose rate a relative increase in the Ag0/Ag+ concentration with temperature is still visible. 

However, Ag0/Ag+ is lowest around the experimental condition used (107 Gy/s), and is larger at 

both low and high dose rates (105 to 1011 Gy/s can be considered a typical dose rate range for 

liquid cell TEM experiments). Interestingly, the dependence on temperature is more pronounced 

at low and high dose rates. The valley along the dose rate axis is a result of 57 interlinked 

reactions, and although understanding the details is challenging, the overall behavior of the 

system in terms of Ag deposition is a result of the rate of reactions where Ag0 and Ag+ are 

reactants or products. At relatively low dose rate, the oxidizing reaction of Ag0 with O2 and OH• 

appears dominant over the reduction of Ag+ to Ag0. On the other hand, G-values producing the 

reducing species eh
- and H• become more dominant at higher dose rate, which could make the 

reduction of Ag+ to Ag0 relatively more important. This surprising outcome of the interlinked 
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reactions is that the growth rate is not necessarily monotonic with respect to dose rate, and in 

general the effect of dose rate and temperature should be considered together using a calculation 

that includes a full set of the species present.  

 

Figure 2-3. Temperature dependent radiolysis simulation model results. (a) Steady-state 

equilibrium molar concentration (Css) of the main redox species (eh
-, OH•, H•, and O2), H2, and 

H2O2.  (b) Css of Ag+ and Ag0 (reduced Ag) at different temperatures divided by the Css at room 

temperature (Css / Css, R.T.). (c) Ratio between Css of Ag0 and Ag+, and ratio between the sum of 

reducing agents (eh
-, H•), and the sum of oxidizing agents (O2, OH•). The conditions used in the 

simulation match the experimental conditions of aerated 0.01 M aqueous AgNO3 solution and 
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dose rate 2.8  107 Gy/s. (d) Heat map of dose rate and temperature showing the ratio between 

the Css of Ag0 and Ag+.   

 

2.2.3 Revealing the Growth Kinetics of Silver Nanocrystal  

Having calculated the expected changes in chemical environment with temperature, we now 

discuss the possible factors that could lead to the dynamic change of growth mode we observe at 

higher temperature. As described in literature, several factors may determine the growth rate and 

morphology of the reaction we have measured: diffusion of ions from the bulk solution,14,28 

reduction of ions within the beam,13,29,34 diffusion of reduced ions,14,34 nucleation of clusters, 

which depends on critical nucleus size and diffusion on the substrate,13,27,62 and incorporation at 

the cluster surface, which depends on adsorption and diffusion on the cluster surface84–86; all 

these factors are expected to depend on temperature. 

We initially consider the importance of diffusion from the bulk solution in our particular 

experimental conditions. At lower temperatures we notice that the formation of nanocrystals 

tends to occur via the propagation of a growth front. Figure 2-4a shows the continued 

progression of Ag growth for the experiment shown in Figure 2-1a. The propagation of a growth 

front from the lower right corner of the frame is clearly visible as additional nuclei continue to 

form. To track the temporal and spatial dependence of growth, we plot particle radius versus time 

in Figure 2-4c. The time shift between nucleation events reflects the progression of the growth 

front across the field of view, although after their individual nucleation times, the nanocrystals 

show similar linear relationships between radius and time (Figure 2-4d) until their growth slows, 

as will be discussed further below. In the experiments, the electron beam illuminates a circular 

area of radius 3 m, larger than the area recorded on the camera (a square of size 1.7  1.7 m2 
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at the magnification used). We observe growth front propagation most clearly when the beam is 

off center compared to the camera. Furthermore, low magnification images recorded after the 

end of a growth experiment show a ‘ring’ of Ag deposited around the beam boundary. 

Differences between a beam-induced reaction near the beam boundary and at the center of the 

beam are well known.87,88 Furthermore, the chemical environment in water at the edges of the 

illuminated area is different from that at the beam center due to the species-dependent diffusion 

of radiolysis products.75 The reaction of ions arriving from the bulk liquid on reaching the edge 

of the illuminated area result in enhanced growth at the beam boundary and spatially and 

temporally dependent growth rates within the illuminated area, consistent with our observations. 

We first estimate whether the diffusion of silver ions or reduced silver through the solution could 

be a limiting process in our experiments. Diffusion of ions in liquid phase is modeled by the 

Stokes-Einstein equation, D =
kBT

6πηr
 , where the diffusion coefficient D depends on Boltzmann’s 

constant 𝑘𝐵, the absolute temperature T, the dynamic viscosity 𝜂 and an assumed radius r of the 

ion, assumed spherical. Along with the direct linear dependence on temperature, D has another 

temperature dependence because the viscosity of water decreases by a factor of 2 (from 0.89 to 

0.40  10-3 Pas) on going from room temperature to 70 oC).89 Temperature effects on the 

diffusivity of ions in liquid cell TEM have not been measured directly. Electrochemical 

nucleation and growth measurements for copper have confirmed D values for copper ions, and 

by implication viscosity, consistent with bulk values.90 However, viscosity values that are 

derived from nanoparticle motion show extreme discrepancies between thin water films in the 

liquid cell and bulk values: values obtained are in the range of 1MPas for water at room 

temperature in liquid cell,91–93 orders of magnitude larger than the bulk viscosity. The mechanism 

of decreased nanoparticle mobility is unclear, but hypotheses include viscous drag near the 
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window surface, surface roughness, and strong nanoparticle-window interactions.92 For Ag+ ion 

diffusion in our experiments, we assume a bulk D value and that this value scales with 

temperature with the temperature dependence of viscosity in bulk water.   Thus we assume D = 

1.7  10-9 m2 s-1 at room temperature94 and 2  (343 K /298 K) = 2.3 times this value at 70 oC. 

This leads to estimates for diffusion length, 𝑟 = √2𝐷𝑡, of 30 µm for one second at room 

temperature and 45 µm at 70 oC. 

At our highest growth rates, for example in Figure 2-1d, the volume change of one dendrite at 70 

˚C from t= 40.8 to 41.8 s is 3.0  106 nm3, which corresponds to 1.8  108 ions. Extrapolating the 

dendrites in the field of view across the illuminated area suggests around 30 dendrites in total. If 

we assume a liquid thickness of 200 nm, for 0.01 M concentration of AgNO3, this number of ions 

occupies a cylinder of radius around 30 µm. Since the diffusion length exceeds this, we therefore 

roughly estimate that the supply by diffusion of silver ions is not a limiting factor for growth at 

higher temperatures. At lower temperatures the growth rates are orders of magnitude smaller 

while the ion diffusion is only twice as small. We conclude that ion supply to the irradiated area 

is not limiting at any temperature, and that the change in ion diffusivity with temperature is 

insufficient to cause the change from particle growth to rapid dendrite growth.  

Once within the beam, the supply of material to the growing clusters is determined by the 

radiolysis process. Previous liquid cell studies13,28,34 have shown that controlling the dose rate 

can switch solution-phase crystal growth between reaction-limited and diffusion-limited growth. 

Increasing temperature has an effect similar to increasing dose rate, in that the rate of production 

of Ag0 is increased. However, the calculations in Figure 2-3 show that the concentration of Ag0 

available for growth increases by at most a factor of 3. This does not match the overall growth 
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rate increase, suggesting that the change in Ag0 concentration caused by the temperature rise may 

contribute but is not the main cause of the changes in growth mode at higher temperature.  

Instead, we suggest that changes in the relative rates of nucleation and growth may play the most 

direct role in the temperature dependence of this growth experiment. We develop this argument 

by considering the factors affecting relative nucleation and growth rates of neighboring 

nanocrystals. Figure 2-4b shows growth in the presence of pre-existing nuclei, and can be 

compared with the case already shown, Figure 2-4a, which took place on a surface on which no 

nuclei were present initially. On the pristine surface, Figure 2-4a, new nuclei form sequentially 

and grow quickly (Figure 2-4c and d). In Figure 2-4b the presence of nanocrystals inhibits 

formation of new nuclei, and all nuclei grow slowly (Figure 2-4e). This result is unsurprising, 

based on crystal growth kinetics, where nuclei do not form closer than a distance that depends on 

the surface diffusion distance or the density of heterogeneous sites. Comparing the two 

experiments shows the importance of this competition between nuclei. At elevated temperatures, 

we suggest that the pattern of nucleation is also important, but now nucleation is taking place in 

the presence of greatly increased kinetics of attachment of the (readily available) Ag0 to the 

nanocrystals. Certain nuclei or sites show rapid growth while nucleation and growth nearby 

appear suppressed. To explain the shapes of the nanocrystals under these conditions, we 

furthermore suggest that diffusion of Ag0 over the nanocrystal surface is also faster, and the 

anisotropy of surface energies, diffusion and attachment enable these nanocrystals to adopt 

lower-energy faceted shapes rather than simply growing into large hemispheres. In this context, 

the diffusion rate of silver atoms on an Ag surface is known to increase by three orders of 

magnitude when the temperature is increased from room temperature to 70 oC.95  (It is possible 

that the presence of defects such as twin boundaries or screw dislocations may drive the 
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anisotropic growth, but we do not see compelling evidence of such defects in the image 

contrast.) Thus, the formation of dendrites in our experiments is not due to diffusion limitations 

within the liquid; instead, it is an effect of limited growth sites and rapid kinetics for attachment 

and surface diffusion on these growing crystals.  

Overall, we therefore attribute the growth mode change with temperature to a shift in the balance 

between growth and nucleation rates. The fact that deposition can result in two distinctly 

different morphologies is known from other crystal growth processes such as solidification of 

ingots.79 Here, cooler regions show equiaxed grains. When nucleation takes place forming 

separate grains or paricles, their growth is limited by similar neighboring crystals nucleated at 

approximately identical times. The regions that solidify later show anisotropic, parallel columnar 

crystals referred to as dendrites; little other nucleation is observed, and the existing nuclei grow 

anisotropically to fill the volume available in the ingot. In the liquid cell experiment, Ag0 formed 

in the beam irradiated region drives nucleation and growth, propagating a growth front from the 

periphery as in Figure 2-4a. At room temperature, nucleation results in an array of compact small 

crystallites that compete for the growth flux. No crystallite grows extremely quickly, and 

additional nuclei continue to form over an extended time period. At higher temperatures we 

expect a higher incorporation rate due to the enhanced kinetics. The earliest crystals to nucleate 

dominate the experiment and appear to inhibit formation of new nuclei nearby.  

 It is interesting to compare these results for the temperature-dependent growth of Ag with that of 

Au studied previously.37 Common features of the growth include more faceted structures formed 

at higher temperatures, although nanorods with less extreme aspect ratios formed in the case of 

Au.37 Although Au and Ag have many similarities, they are known to show differences in the 

morphology of their nanostructures. For example, silver nanowires with lengths of up to 20 µm 
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are relatively common where gold nanorods more than 500 nm in length are uncommon in the 

literature for reasons that are not fully understood.96 It will be interesting to compare the 

temperature-dependent growth morphologies of Au and Ag with that of other materials to 

explore the common themes and differences in more detail.  

 

Figure 2-4. Ag particle growth at room temperature with different initial conditions. (a) Time 

series of in situ TEM images showing the growth of Ag nanocrystals during beam exposure at 25 

˚C on a previously unirradiated area. The beam is off-center showing progressive growth from 

the beam periphery. (b) A second growth experiment where small nuclei were pre-formed by a 

separate beam exposure. The solution was 0.01 M aqueous AgNO3 and the dose rate was 2.8  
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107 Gy/s. Scale bars are 200 nm. Dotted lines in (a) approximately indicate areas with different 

radial distances from the beam center. (c-e) Plot of radius versus time of individual particles 

indicated by the same color symbol in (a) and (b). Nanocrystals with minimum overlap 

throughout the video were selected for analysis. c Radius versus time for 6 individual particles in 

(a). (d) Radius versus time for the same particles after shifting the plots to align the onset time. 

(e) Radius versus time for 5 individual particles in (b).  

 

Solution phase Ag growth in liquid cell TEM is temperature-dependent, showing compact 

isotropic nanocrystal growth at lower temperatures and growth of blade-like dendrites at higher 

temperatures.  To explain the temperature effects, we considered multiple factors that could be 

relevant during crystal growth in liquid cell TEM. We modelled a temperature-dependent 

chemical environment in liquid cell TEM using temperature-dependent parameters and the full 

set of reactions involved in electron beam-induced radiolysis and redox reactions of AgNO3. This 

kinetic model shows that the equilibrium concentration of Ag0 and the ratio between Ag0 and Ag+ 

both increase with temperature. The model also shows that another important factor in liquid cell 

experimentation, the dose rate, may not monotonically affect the growth rate. The comparison 

between the depletion and diffusion lengths of ions suggests that ion supply and the changes in 

diffusivity are insufficient to account for the different growth modes at lower and higher 

temperatures. Instead, we explain rapid dendrite formation at higher temperatures by a dominant 

effect of faster surface attachment and diffusion processes taking place at relatively few 

nucleation sites, in contrast to the slower growth processes forming isotropic structures at 

multiple nucleation sites seen at lower temperatures. 
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2.3 Application: Palladium Nanocrystal Growth at Different Temperatures  

We apply the temperature dependent radiolysis simulation to study the growth kinetics of other 

metal nanocrystal growth system. Engineering metal nanocrystals with tailored structures is 

necessary for developing applications97 that use their catalytic,98,99 electronic,100,101 

magnetic,102,103and plasmonic104,105 performance. Solution phase synthesis is one of the best-

known strategies for nanocrystal synthesis. This synthesis route involves chemically and 

physically complex processes that may include precursor reduction, nucleation, monomer 

attachment, growth, and surface termination due to organic ligands and stabilizers. Experimental 

parameters during synthesis control the nanocrystal growth kinetics; this in turn governs the 

resulting nanocrystal size, structure, and composition.106 Therefore, understanding the effect of 

experimental parameters on the growth kinetics is an important challenge in the nanomaterials 

research community that offers opportunities for new pathways to synthesize nanocrystals with 

complex structures under precise control.107  

Among metal nanocrystals, palladium (Pd) nanocrystals are especially vital catalysts for 

reactions such as hydrogenation108 and hydrocarbon combustion.109–111 They are known to show 

crystal facet-dependent catalytic activity.112,113 Recent studies have therefore developed methods 

to synthesize nanocrystals with high index facets, including in hierarchically branched structures, 

aiming to increase the activity as catalysts.114–116 Moreover, synthesis of Pd nanocrystals in 

aqueous solutions, avoiding organic solvents, is in high demand due to the improved 

controllability of the resulting nanocrystals that can be free from organic surfactants and ligands 

which can potentially decrease the catalytic activity and hinder further growth.117–120 However, 

reliable protocols for synthesis of optimally shaped, aqueous-based Pd nanocrystals free of 

organic stabilizers are limited, due to the number of parameters that influence the nucleation and 
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growth process.121 In particular, the synthesis of nanocrystals in aqueous solutions is often 

studied at room temperature,122,123 whereas control of temperature in bulk-scale synthesis could 

offer new opportunities for structural and size control by allowing different pathways and 

morphologies to be accessed that are not dominant at room temperature.124 

Here, we use liquid cell TEM and temperature dependent radiolysis simulation model to study 

the electron beam-induced growth of Pd nanocrystals under conditions in which heavily 

branched, high surface area morphologies are formed. We find that branched structures are 

formed over a range of temperature. Measurements of the size evolution of individual 

nanocrystals show growth kinetics consistent with surface reaction-limited growth at early times 

and supply-limited growth at later times. We compare the absolute growth rates at different 

temperatures, showing temperature dependence in the early regime but a lack of strong variation 

with temperature in the later regime. We discuss the diffusion, formation and surface reaction 

processes that can account for these findings. Based on this understanding of the rate-limiting 

steps, we discuss the fact that an irregular, branched nanocrystal morphology appears to form 

even in a regime that is controlled by the surface reaction rate. Since unstable growth 

morphologies are generally attributed to diffusion-limited growth process, this observation 

suggests additional opportunities to create high surface area, rough crystal morphologies that 

may optimize catalytic or other properties. 

 

2.3.1 In situ TEM of Branched Palladium Nanocrystal Growth 

We first show the process of Pd nanocrystal synthesis in situ in our liquid cell TEM experiments. 

Selected frames of bright-field videos of Pd nanocrystal growth without heating (i.e. at a 

temperature around 25 ̊ C) and during heating to 50 ̊ C are shown in Figures 2-5a and 2-5b. Heating 
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is achieved by flowing current through a resistive Pt strip embedded in the SiNx viewing window 

of the chip and the temperature is calibrated through the Pt resistance.26 The nanocrystals grow 

due to the reduction of metal ion precursors in the 0.1M H2SO4 + 0.5 mM PdSO4 solution by 

radiolytically generated species. Growth therefore takes place within the volume irradiated by the 

TEM beam, a cylinder with a radius of 3 µm. For all experiments, observations were made near 

the edge of the window in regions where the liquid thickness was nominally 200nm. The visible 

nanocrystals have nucleated on the interior walls of the liquid cell enclosure. The typical value of 

electron flux is 13.6 e-/Å2 s and dose rate 5.6  107 Gy/s. To investigate the kinetics of the Pd 

nanocrystal growth at different temperatures, we first plot the radius r and r3 of nanocrystals versus 

time (Figure 2-5 c-h). We define t = 0 sec as the time when we start the recording, immediately 

after the irradiation starts. Nanocrystals that enable individual tracking with minimum overlap with 

each other are denoted in Figure 1, and the corresponding size and volume are shown in Figures 

2-5c, 2-5d, and Figures 2-5f, 2-5g, respectively.  The most evident observation from the plots is 

that the nanocrystals display overall faster growth kinetics at 50 ˚C. Furthermore, the growth is 

faster up to a time (referred to as the transition time, tc), after which the rate of size and volume 

growth slows at both temperatures. Determining tc at the two temperatures will be discussed in 

detail below. When the volume of each nanocrystal is normalized by its maximum volume at t = 

600 seconds (Figures 2-5e, 2-5h) the trajectories for individual nanocrystals are generally 

consistent, showing at both temperatures the initial rapid growth followed by slower growth. The 

spread in growth rates at each temperature becomes more apparent when specific Pd nanocrystals 

are tracked.  
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Figure 2-5. In situ observation and kinetic analyses of Pd nanocrystal growth at 25 ˚C and 50 

˚C.   Image series showing the growth of Pd nanocrystals during beam exposure when (a) unheated, 

assumed to be 25 ˚C, (b) heated to 50 ˚C. The solution used is aqueous 0.1M H2SO4 + 0.5 mM 

PdSO4 and the electron dose rate is 5.6  107 Gy/s. (c, d) Plots of r and r3 versus t for the 

nanocrystals shown in Figure (a).  t = 0 sec is the time the recording started. The beam was on the 

area for 1-2 seconds before this time, but some nuclei are already present. (e) Plot of r3 / rmax
3 
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versus t for the nanocrystals shown in (a) where rmax is the maximum radius of each nanocrystal at 

t = 600 sec. (f, g) Plots of r and r3 versus t for the nanocrystals shown in (b). (h) Plot of r3 / rmax
3 

versus t for the nanocrystals shown in Figure (b).  The radius r of each nanocrystal is defined as 

the radius of a circle with an equivalent area. Images (a) and (b) are recorded in bright-field 

conditions. Scale bars are 500 nm.  

 

A second observation from the videos is that nanocrystals develop branched or rough surfaces 

early in the growth process. This occurs at both temperatures, but the developing morphology is 

more apparent at 50 ˚C. Branching behavior is quantified using the circularity parameter λ = 

4πΑ/Ρ2 with Α = area and Ρ = perimeter, a measure commonly applied to describe the 

characteristics of fractal structure. Structures with λ < 1 are generally characteristic of branched 

structures, and as the branching degree of a structure becomes stronger by the elongation of each 

branch or increase in the number of branches, the corresponding λ decreases. Figures 2-6a and 2-

6b show that nanocrystals grown at both temperatures have λ < 1 from early times, indicating early 

formation of branched structures. Branch or roughness development in the nanocrystals will be 

discussed below in more detail.  
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Figure 2-6. Circularity parameter (λ) of nanocrystals shown in Figures 2-5a and 2-5b. (a) 

Calculated circularity versus time of nanocrystals at 25 ˚C and (b) 50 ˚C. 

 

2.3.2 Revealing the Growth Kinetics of Palladium Nanocrystal  

The growth kinetics we observe for these branched Pd nanocrystals, involving beam-induced 

processes (and in the absence of a capping agent), may be controlled by several factors. 

Reaction-limiting steps may be the supply rate of Pd atoms to the growing nanocrystal or the rate 

of the surface reaction that results in incorporation of Pd atoms into the nanocrystal. Supply of 

Pd atoms requires multiple steps: diffusion of Pd ions to the region in which growth is taking 

place, reduction of Pd ion to form Pd atoms, which is mediated by radiolytically generated 

species and may occur in solution or at the nanocrystal surface, and diffusion to and 

incorporation of Pd atoms at the nanocrystal surface.116 Surface diffusion of these atoms would 

then be expected to form facets and determine the nanocrystal morphology. The rate of Pd atom 

formation from Pd ions is sensitive to the concentration of hydrated electrons, which is 

calculated from a radiolysis model as discussed below. To infer the importance of each of these 

factors, we analyze the kinetics of Pd nanocrystal growth by testing whether the radius growth 

rate follows r ~ t, with  a prefactor and  the exponent. A value of   = 1/3 is expected for 

bulk diffusion-limited growth while 1/2 is expected for surface reaction-limited growth.13  In 

Figures 2-7a and 2-7b we show radius-time log plots starting from the time at which nuclei are 

observed.  At 25 ˚C and 50 ˚C, in the early time regime, the average exponents are 0.52 ± 0.14 

and 0.50 ± 0.13, respectively, consistent with surface reaction-limited growth. Furthermore, the 

values of log a are 1.1 and 1.4 at the two temperatures, which corresponds to  = 12.6 at 25 ˚C 

and  = 25.1 at 50 ˚C.  Comparing these coefficients indicates that the radial growth rate at 50 ˚C 
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is approximately 2 times larger than that at 25˚C. The transition times (tc) after which the growth 

slows is tc = 240 sec and 258 sec at the two temperatures, respectively. Considering the statistical 

spread in the parameters of the fitted plots, we assume that the difference in tc is not significant.  

In the late time regime (after tc), the exponents decrease to 0.11 ± 0.07 and 0.18 ± 0.09, 

respectively at 25 ˚C and 50 ˚C. However, the log  values are 2.1 and 2.2 respectively, showing 

similar growth rates in this later regime.  

 

To interpret these fitting results, we develop a model for the growth process. Before the 

transition time, exponents that are close to 1/2 suggest surface reaction limited growth. Since the 

surface reaction is the process in which atoms attach and incorporate on the surface of the 

growing nanocrystal, the increase in the growth rate at the higher temperature can be explained 

by the increase in the surface reaction rate, which is indeed known to be proportional to exp(-

EA/RT), where EA is the activation energy.116 By comparing the growth rate at the two 

temperatures, we very roughly estimate that EA for Pd atom incorporation is 2.2 × 104 J/mol, or 

0.23 eV/atom. This estimated EA may be roughly comparable to the binding energy between Pd 

atoms, and indeed an estimate of 0.57eV has been obtained for the dissociation energy when 

converting a Pd dimer to two adatoms.125 Within this reaction-limited kinetic regime, we now 

consider the significance of the branched morphology. Circularity values lower than 1 from t = 0 

sec at both temperatures indicate that the formation of the branched structure starts early in 

growth (Figure 2-7). It is well known 14 that branched structures can develop when the growth 

front becomes unstable under diffusion-limited growth. However, in our case, growth does not 

appear to be limited by diffusion at this time; instead, we suggest that this unexpectedly early 

branch formation can be attributed to the difference in reaction rates between facets, perhaps 
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leading to the development of branches with similar crystal planes. This finding demonstrates 

that structures with surface asperities can be formed not only as a result of diffusion-limited 

kinetics but also during reaction-limited kinetics.   

We now address the growth kinetics in the late regime, after tc. In this regime, the exponents 

have decreased to well below 0.5, suggesting that the process is limited by the supply of Pd 

atoms rather than by the surface reaction. We therefore consider the steps required for Pd atom 

supply, which are the diffusion of Pd ions and atoms and the formation of Pd atoms by Pd ion 

reduction. We first note that exponents lower than 1/3 have been explained in terms of diffusion-

limited growth modified by phenomena such as overlap of the hemispherical depletion regions126 

which can give an exponent as low as 1/6, or hindrance of diffusion by liquid cell geometry,13 

giving an exponent of 1/8. Our data is consistent with either of these models or with some other 

modification of the diffusion process. If we now consider the expected effect of temperature, we 

first note that the diffusion coefficient (D) of Pd ions in water is about 2 times higher at 50 ˚C 

when calculated using the Stokes-Einstein equation, D =
kBT

6πηR
 . Here 𝑘𝐵 is Boltzmann’s constant, 

R is the assumed radius of the ion, and the dynamic viscosity of water 𝜂 is taken as 0.89 and 0.55 

 10-3 Pas at 25 ˚C and 50 ˚C, respectively. 89 Thus, we would expect faster diffusion by a factor 

of 2 at the top of our temperature range. (For simplicity, we assume that the Pd atom has a 

similar trend in its temperature-dependent diffusion coefficient.) However, the fitted coefficients 

a are similar, with similar growth rates at 25 ˚C and 50 ˚C in this regime. To explain this 

discrepancy, we suggest that the formation rate of Pd atoms also plays a role in the later regime. 

Since the reduction of Pd ions to Pd atoms is mediated by radiolytic hydrated electrons (eh
-), we 

now discuss the effect we might expect temperature to have on the formation rate of Pd atoms, 

via a temperature-dependent radiolysis model.  
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Figure 2-7. Kinetic analysis of Pd nanocrystal growth at 25 ˚C and 50 ˚C.  (a) Log (r) versus log 

(t) plot of the nanocrystals at 25 ˚C from Figure 2-5a.  (b) Log (r) versus log (t) plot of the 

nanocrystals at 50 ˚C from Figure 2-5b. The nucleation time for each individual nanocrystal is 

not included since all nucleated within 1-2 seconds. The  values shown were obtained by fitting 

each individual nanocrystal then averaging the fitted parameters.  The black lines show fits with 

the average of the  and  values obtained in this way. The yellow dotted lines denote the 

transition time (tc) at which these lines cross. 

 

Figure 2-8 shows the results of a radiolysis simulation using the model developed in the previous 

section (2.2.2) We simplify the calculation by assuming pure water, using temperature-dependent 

reaction rates of pure water species. Thus, the calculations do not include the Pd species (Pd ion 

or Pd2+, and reduced Pd atom or Pd0) and the sulfate ion species, as their reaction parameters are 

not sufficiently well known.81 Although these reactions are not included, the model provides a 

guide to interpreting the results of our Pd experiments at different temperatures. This is because 
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the step of converting Pd2+ ions into Pd0 is mediated by reaction with the hydrated electron, eh
-; 

increasing the eh
- concentration will increase the Pd0 concentration.  

The results in Figure 2-8a show steady state concentrations Css of the species present in pure 

water: the main redox species eh
-, H2, O2, OH•, and H• . These are shown at different 

temperatures for aerated solution at pH = 1 under the experimental dose rate of 5.6  107 Gy/s. 

When Css at different temperatures are divided by the Css at room temperature (Css /Css, R.T.), it 

becomes apparent that all values decrease by 10–40 % (Figure 2-8b). We can understand this as a 

higher rate of all reactions consuming these species, without a compensating change in the rate at 

which the high energy electrons create the species. In particular, the concentration of eh
- 

decreases by about 40 % when the temperature increases from room temperature to 50 ˚C. The 

lifetime of eh
- is short and they are localized within the beam cylinder; Pd ions diffuse in from the 

outside of the illuminated cylinder and react with eh
- once inside. The Css values of eh

- are 

calculated to be 6.8  10-9 and 4.5  10-9 M at 25 ˚C and 50 ˚C, respectively. For context, this 

corresponds to 2.3  109 and 1.5  109 hydrated electrons in the beam cylinder of radius 3 µm 

and thickness of 200 nm. These eh
- rapidly react (eh

- has a lifetime in the microsecond 

timescale127) to form Pd atoms within the beam. The lower concentration of eh
- at higher 

temperature suggests that the Pd0 formation rate will also be lower at this temperature. At higher 

temperature, a lower Pd0 concentration coupled with the higher diffusion rates may provide an 

explanation for the similarity of growth rates at late times (Pd atom supply limited regime): 

lower Pd0 concentration but faster diffusion. The compensation between the rates of Pd ion 

diffusion and Pd atom formation may result in an overall late-time growth rate that is similar at 

these two temperatures.  
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Figure 2-8. Results of temperature-dependent radiolysis simulation. (a) Steady-state 

concentrations (Css) of the main redox species eh
-, H2 , O2, OH•, and H•. (b) Css of the main redox 

species eh
-, H2 , O2, OH•, and H• at different temperatures divided by the Css at room temperature 

(Css /Css, R.T.). The conditions used in the simulation match the experimental conditions of aerated 

0.1M H2SO4 + 0.5 mM PdSO4 solution and dose rate 5.6  107 Gy/s. 

 

Consistent with this model of initial surface reaction-limited kinetics followed by supply-limited 

kinetics are the results of a separate growth experiment, also at elevated temperature and with the 

same dose rate, but with different initial (nucleation) conditions. Figure 2-9 shows an image 

series of the growth at 50 ˚C of nuclei at a lower density, a result perhaps of a different surface 

condition or liquid thickness. Measuring values of tc,  and  for this experiment, we find that 

the initial growth exponent is similar, the later exponent is slightly higher, and tc is longer than 

those of the growths shown in Figure 2-5. The  values that reflect the growth rates are also 

similar to the growth rates of Figure 2-5 in both regimes. At early times, we would expect 

nanocrystal growth to follow surface reaction-limited growth, irrespective of their density, and 
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display  ~ 1/2. At later times, we might expect the interaction between diffusion fields to 

become important after more time has elapsed and the exponent to be closer to 1/3, due to 

reduced geometrical constraints from the larger distance between the nanocrystals. The growth 

process therefore is consistent with the sequence of limiting steps outlined above. 

 

  

Figure 2-9. In situ observation and kinetic analyses of low density Pd nanocrystal growth at 50 

˚C. (a) Time series of TEM images showing the growth of Pd nanocrystals during beam exposure 

at 50 ˚C. (b, c) r and r3 versus t plots of the nanocrystals shown in (a). (d) r3 / rmax
3 versus t plot 

of the nanocrystals shown in (a) where rmax is its maximum radius at t = 600 sec. (e) Log (r) 

versus log (t) plot of the nanocrystals at 50 ˚C from (a). (f) Circularity versus t plot of the 
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nanocrystals at 50 ˚C from (a). The yellow dotted line denotes transition time (tc). Intercepts of 

the plot, or log a are 1.2 and 2.0, respectively. Images (a) are recorded in bright-field condition. 

Scale bar is 500 nm. 

We have interpreted measurements of the temperature-dependent growth of Pd nanocrystals 

through a combination of kinetic analysis and radiolysis modeling. Over the range of 

temperatures we have examined, the growth appears first limited by the surface reaction and later 

on transitions to kinetics consistent with a Pd atom supply-limited growth regime. During the 

earlier regime, the growth rate is faster at higher temperatures, consistent with a higher 

incorporation rate on the surface. During the later regime, the Pd atom supply, which is the 

combined process of Pd ion and atom diffusion and formation of Pd atoms, becomes the limiting 

factor for growth. We suggest that although the diffusion rate is expected to be higher at higher 

temperatures, the concentration of Pd ions is lower since our radiolysis calculations show a lower 

concentration of the hydrated electrons that mediate the formation of Pd atoms. We suggest that 

the temperature-dependent rates can compensate to result in overall similar growth rates. 

Unexpectedly, we find that an irregular branched morphology forms early during growth of the 

nanocrystals, in the regime that we believe is limited by the surface reaction. Although it is 

generally expected that branch formation in nanocrystals is driven by diffusion-limited growth, 

these results show that branches can also be formed during growth that is limited by the surface 

reaction rate. Instead of diffusion driven instability, it appears that a difference in growth rates on 

different facets may lead to branch formation. This finding is relevant to the production of large 

surface area nanocrystals to optimize catalytic activity. If the driving force to create such 

structures can arise from factors other than diffusion limited growth, this potentially broadens the 

range of growth conditions that may be useful in synthesis. 
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2.4 Conclusion  

Combining a temperature-dependent radiolysis simulation that includes a complete reaction set 

with measurements of crystal growth morphology at different temperatures helps us to bridge part 

of the gap between liquid cell TEM experiments and real-world processes. It provides a template 

for future experiments exploring synthesis methods in other materials. It may even allow us to take 

advantage of certain benefits of liquid cell TEM, for example the ability to change temperature 

and chemical environment rapidly compared to larger-scale processes, to develop strategies that 

use temperature variations to achieve more precise control over nucleation, growth, etching or 

other processes. We suggest that initially this could be especially useful in systems where 

nanocrystal shape responds sensitively to well-controlled changes in the chemical environment in 

the liquid cell;74 in the longer term we hope that these findings may contribute to a more realistic 

understanding of ex situ synthesis under temperature control.  

To explore the range of applicability of the method developed in this study, it is useful to 

acknowledge the differences and similarities of nanocrystal formation in this work and in lab-

scale synthesis. Nanocrystal growth in liquid cell TEM and lab-scale synthesis both involve the 

processes of metal precursor reduction to metal atoms, nanocrystal nucleation and growth. The 

most critical difference is the source of reducing agent. Lab-scale nanocrystal synthesis 

commonly introduces chemical reducing agents, whereas the reducing agents in liquid cell TEM 

experiments are reactive radicals created by radiolysis.128 However, radiation-induced 

nanoparticle synthesis is a recognized strategy with certain benefits and is even more similar to 

liquid cell TEM conditions.129 A critical difference between radiolytic and chemical reducing 

species is that the thermodynamic and kinetic driving forces of radiolytic agents are generally 

stronger than commonly used chemical reagents but their concentrations are typically orders of 
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magnitude smaller than reagent concentrations used for synthesis. It has been suggested59 that 

concentration and reducing power can compensate such that appropriate selection of conditions 

can create liquid cell TEM experiments that guide strategies for synthesis outside the TEM. In 

lab-scale synthesis the conditions chosen (concentration, temperature) determine the final yield 

and morphology. In this work, we varied temperature while using the same precursor 

concentration, assuming that the local metal precursor concentration reaches equilibrium within 

the irradiated region. This is comparable with lab-scale synthesis that utilizes well-stirred 

reactors to distribute species homogeneously and avoid buildup of concentration gradients. Since 

the simulation model incorporates concentration, dose rate, and temperature, future studies can 

use this type of model with experimental results to gain insights relevant to lab-scale synthesis. 

An interesting extension would be to separate the effects of dose and dose rate in radiolytic 

synthesis by varying the beam intensity and image exposure time. 

Overall, these results showcase how liquid cell TEM combined with a detailed, temperature-

dependent radiolysis model can help develop an understanding of temperature dependent beam-

induced nanocrystal growth. The factors of nanocrystal growth addressed in this study, including 

temperature- and dose-dependent chemical environment, diffusivity, and surface processes, 

should be quantified if we wish to tune the solution phase growth kinetics and morphology 

evolution of nanocrystals. This is not a simple task in general, but we hope that the results of this 

study and particularly the temperature-dependent radiolysis model could contribute to properly 

designing and understanding the results of liquid cell TEM experiments and connect to the 

formation of nanocrystals outside the TEM under thermal control.  
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Chapter 3. Nanoscale Electrochemistry under a Controlled 

Environment 

 

Electrochemical liquid cell transmission electron microscopy (TEM) enables imaging of 

nanomaterials in a liquid phase, coupled with simultaneous measurements of electrochemical 

signals during cycling. For many electrochemical processes, liquid cell TEM has provided 

unique insights into reaction mechanisms 130–134 for fundamental electrochemical reactions such 

as deposition, etching, and corrosion, as well as the dynamics of materials applied for 

electrochemical energy storage technologies, including batteries and electrocatalysts. In this 

chapter, we describe the electrochemical parameters in liquid cell TEM, namely, temperature and 

the substrate, that strongly affect the chemical and physical environment of the system, and 

therefore leading to the control of the kinetics of the electrochemical phenomena including 

deposition, coarsening, and etching.  

 

3.1 Thermally Controlled Electrochemical Deposition  

The effects of temperature on electrochemical processes are important in systems that must 

operate over a range of conditions, including batteries for transport and storage.135,136 The 

elevated temperature also enables electrocatalytic137–139, galvanic71 and corrosion70 processes that 

occur slowly or not at all at room temperature. More generally, the use of temperature as a 

variable parameter in electrochemical reactions provides benefits in controlling reaction 

pathways140–142 and measuring kinetic parameters.143–147 Mechanistic studies of electrochemical 

processes as a function of temperature can therefore yield information useful for both 

applications and fundamental understanding. Previous literature has used ex-situ TEM148 or in 
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situ optical microscopy149 to study the effect of temperature on nucleation and growth of 

electrochemically formed nanocrystals, and liquid cell TEM experiments to date have examined 

an electrochemical etching process at elevated temperature. 16 

 

3.1.1 Electrochemical Liquid Cell TEM with Temperature Control 

We implement temperature control in liquid cell TEM during electrochemical deposition to 

image copper deposition from an acidic electrolyte. Electrochemical deposition of copper is a 

critical process used in fabricating interconnect structures in microelectronics and has been 

examined in detail in liquid cell TEM at room temperature.90,126,150 When adapting these 

measurements to elevated temperatures, it is critical to consider parameters added to the 

experiment, in particular, the exact temperature distribution in the liquid cell, diffusion through 

the liquid and the effect of the electron beam on the process. In this chapter, we find that 

deposition can be carried out at controlled temperatures and that as the temperature rises, the 

process takes place at an increased rate, as expected. We calculate the temperature distribution in 

the cell, showing that the temperature increase is localized, leading to the hot spot formation. 

Finally, we discuss the transition of growth mode from reaction-limited to diffusion-limited 

based on the temporal evolution of the Cu ion concentration profile. We expect that this study 

would be the useful guidance for temperature-dependent electrochemistry experiments in liquid 

cell TEM and connecting the results to the understanding of kinetic parameters in bulk 

electrochemical phenomena.  
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3.1.2 Temperature-Dependent Electrochemical Copper Deposition 

We first show the electrochemical deposition of Cu on electrodes at different 

temperatures. We use the experimental configuration shown in Figure 3-1a that enables 

simultaneous heating and electrochemical control in liquid cell TEM recently demonstrated by 

our group, S16 The chip has a Pt heating strip with an array of viewing windows(Figure 3-1b) 

embedded in one of the SiNx windows, and it controls the temperature by Joule heating. We 

added 50 nm thick Pt electrodes for electrochemical biasing using electron beam deposition. 

These electrodes are placed on top of the SiNx window, and it is electrically isolated from the 

heating strip. Using this configuration, temperature and electrochemical biasing can be 

separately controlled at the same time. To carry out electrochemical deposition of copper, the 

liquid cell was filled before each set of experiments with an electrolyte consisting of aqueous 

0.1M CuSO4 + 0.18M H2SO4 solution, a conventional electrolyte used for copper deposition. 

Electrochemical deposition of Cu is carried out in the liquid cell chip with two-electrodes for 

electrochemical biasing under current controlled conditions, pulses of 5 mA for 5 s followed by 0 

mA for 5 s, with this cycle repeated up to 20 times. Repeated pulsing is used to give the 

comparison of on and off currents.  

We compare the electrochemical deposition of Cu at three different temperatures using a 

liquid heating system with the capability to control the thermal environment by Joule heating. 

Figure 1c shows the electrochemical deposition under the given pulsing condition at each 

temperature of room temperature (blue), 35 °C(green), and 45 °C(red). The lower intensity of the 

image indicates the thicker deposition of Cu, and it is apparent from the image that the intensity 

drops most rapidly at 45 °C, suggesting the fastest deposition at higher temperatures. Intensity 

change during the electrochemical pulsing is tracked and plotted in Figure 3-1c with 
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corresponding voltage and current response. The region indicated with a dotted rectangle in 

Figure 3-1b is used to measure and average the intensity. The topmost panel of Figure 3-1d 

displays the time versus intensity of the indicated region, where the drop in the plot indicates the 

decrease in intensity and, therefore increase in the thickness of the deposited Cu. Note that the 

electrochemical response for each experiment is similar, where the intensity drops ‘step-wise’ as 

the current is applied in repeated pulses, showing that the temperature change leads to a 

deposition rate change but the electrode behave the same as when unheated.  The amount of 

deposited Cu increases and the intensity drops during current application, followed by plateau of 

intensity during the flow of resting current.  
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Figure 3-1. Electrochemical Cu deposition under temperature control in liquid cell TEM. (a) 

Schematic drawing showing the experimental setup where electrochemical biasing 

electrodes(green) are placed on top of the electron transparent SiNx window (light blue), which 

has Pt heating strip in between (red). (b) Low magnification TEM image of Pt heating strip with 

an array of viewing holes to allow electrons to pass. (c)  Time series of in situ TEM images 

showing the Cu deposition at 45 ˚C (red), 35 ˚C (green), and 25 ˚C (blue). (d) Intensity, voltage, 

and current measured during Cu deposition at different temperatures. The region below the hole 

indicated by dotted rectangle in (b) is where intensity was measured and averaged.   

 

Figure 3-2 shows that at all temperatures, the intensity drop per each pulse (ΔI) decreases with 

the number of pulses, and therefore the difference between ΔI per each temperature is most 

apparent at early pulses. When ΔI values are compared between temperatures, the intensity drop 

per each pulse(ΔI) is larger at higher temperatures, as expected from the images. ΔI for higher 

temperatures decreases rapidly as the pulse continues, and the final slops at each temperature 

converge to a similar value. Figure 3-2a and Supplementary Table S2 show that at the early 

pulses, ΔI at 45 °C is 2 to 4 times larger than at room temperature or 35 °C. After the first 3 

pulses, ΔI rapidly decreases, and ΔI at the given three temperatures are similar throughout the 

rest of the pulses. This indicates that temperature-dependent kinetics is most apparent during the 

early stages of the deposition. We then calculate the number of pulses required to deposit the 

same amount of Cu at different temperatures (Figure 3-2b). We first convert the intensity to the 

thickness of Cu in the image, using the intensity at the regions with known amounts of materials 

as a reference. From the images shown above in the figure, the windows and the heater strip 

differ by the heater thickness of 30nm of Pt. After the intensity calibration, we find the number of 
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pulses required at each temperature to reach the intensity of the reference (30nm Pt), which 

corresponds to 120 nm thick Cu.  Although the growth rate of Cu deposition decreases at higher 

temperatures as the pulse continues, due to the large rate difference at the earlier stages, the 

numbers required for the deposition of 120 nm thick Cu is around 3 pulses for 45 °C, and 6 

pulses for lower temperatures. Therefore, we estimate that 40 nm and 20 nm thick Cu are 

deposited per pulse at 45 °C, and 25 °C in the first pulses, respectively. 

 

 

Figure 3-2. Estimation of Cu deposition from the averaged intensity of images series. (a) 

Intensity drops per each pulse(ΔI) versus pulse at each temperature and (b) number of pulses 

required to deposit 120 nm thick Cu.  

 

To quantify the measurements from Figure 3-2 and address the temperature effect on the 

electrochemical deposition of Cu in the liquid cell, we calculate the temperature distribution in 

the liquid cell with a heating element. We adapt finite element analysis on the simplified model 

geometry of the system used in this study (Figure 3-3a, b). A simplified geometry of the liquid 
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cell with Si chip, liquid electrolyte layer, Pt electrode for electrochemistry, electron transparent 

SiNx window, and Pt heating strip was constructed for calculation. In the calculation, the heating 

sources is the Pt heating strip set at 45 °C. To clearly visualize the temperature distribution near 

the working electrode for electrochemistry, Si chip and liquid electrolyte layer are not included 

in the figure. The detailed boundary condition of the analysis is described in the Method. As seen 

from Figure 1a, the region of elevated temperature with an area of 30 × 30 µm2 is localized near 

where the heater lies under since the thick Si substrate of the chip around the window acts as an 

efficient heat sink. Temperature distribution plot across the working electrode also shows that the 

Pt working electrode is locally heated by the Pt heating electrode underneath it, through a 30 nm 

thick SiNx layer in between (Figure 3-3b).  One important thing to note is that the temperature of 

the Pt working electrode reaches that of the heating strip (45 °C), which indicates that the 

deposition temperature of Cu on the working electrode can be directly adapted from the heater 

temperature.  Figure 3-3b also shows that the temperature drops from 45 °C to room temperature 

across the heated Pt working electrode is confined within less than 10 µm. Therefore, the 

calculated temperature gradient around the thin boundary near the heater region indicates the 

confined heating effect.  

After confirming the localization of the hot spot on the electrode, we then calculate the ‘effective 

area’ of electrochemical deposition. Under the assumption that every Cu deposition is taking 

place at the hot spot of the electrode with an area of 30 × 30 µm2 when a 5 mA pulse is applied, 

the thickness of Cu grows 1000 µm per pulse. This number is inconsistent with our experimental 

observation from Figure 3-2b, which showed that Cu grows 20 nm and 40 nm per pulse at room 

temperature and 45 °C. Using the experimentally calculated growth rate of deposited Cu, the 
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current density per pulse is calculated as 110 A/m2 and 220 A/m2 at room temperature and 45 °C, 

respectively.  

 

Figure 3-3. Finite element calculation of the temperature distribution in the liquid cell. (a) Top 

view of the temperature distribution where the bright yellow square denotes the locally heated 

region of the biasing electrode from the heater below. The inset image shows the narrow range of 

temperature gradient between the non-heated and heated region. The size of the heated region is 

set as 30 × 30 µm2. (b) Temperature distribution of the cross section of and corresponding plot 

across the dash line. The operating temperature of the heater is set at 45 °C. 

 

We then address the temperature-dependent growth kinetics of electrochemically deposited Cu 

using the experimentally determined current density at different temperatures. The kinetics of 

deposition is relevant to the current density distribution, which is known to be having three main 

contributions.151 The primary current distribution is originated from the resistance to the current 

flow dictated by the conductivity of the electrolyte. The difference in specific conductivity of 0.1 

M CuSO4 acidic solution at 25 and 45 °C is 0.05 S/cm.152 In this regard, we focus on the role of 

temperature on the second and the third contributions, while each of the contributions is relevant 
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to the reaction-limited or diffusion-limited growth of the Cu ion nanocrystals on the electrode. 

The effect of temperature on the transition of the Cu deposition kinetics from the reaction-limited 

growth to the diffusion-limited growth captured in this study will be further explained while 

considering those two contributions to the current density distribution.  

The second contribution is due to the presence of electrochemical faradaic reactions at 

electrodes. In the system we analyze, the Faradaic reaction is the electrochemical growth of the 

nanocrystals by the reduction of the ions, which is relevant to the reaction-limited growth of the 

nanocrystals. Finally, the third contribution is inherited from the mass transfer phenomena that 

determines the concentration gradient potentially affecting the capacity for the faradaic reaction 

to be sustained. In the liquid cell, mass transfer is mainly dictated by the diffusion of Cu in the 

bulk electrolyte to the region near the electrode driven by the concentration gradient formed after 

the application of potential pulses. Therefore, the third contribution is connected to the diffusion-

limited growth regime of process.  

 

It is shown from the intensity measurements above (Figure 3-2) that at all temperatures, the 

growth rate decreases with later pulses, suggesting that diffusion becomes the limiting factor of 

the electrochemical deposition. This is not surprising as the Cu deposition on already existing Cu 

crystal has zero overpotential required, which means that there is a low thermodynamic barrier 

for the electrochemical reduction reaction. Therefore, under the conditions we used in the 

experiments, the growth rate is reaction-limited initially and later becomes diffusion-limited. 

When the growth rate is reaction-limited during the early pulses, the rate depends on the 

temperature, which could be explained using the exponential dependence on temperature of 

current density calculated by the Butler-Volmer equation. After a few pulses, growth rates 
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substantially decrease since the Cu ions are exhausted from the reduction reaction consuming the 

ions, which will be discussed in detail with the calculation shown in Figure 3-4 below.  Note that 

the reduction potential E of Cu ion defined from the Nernst equation is temperature dependent.  

The Nernst Equation is given as follows, 

 
𝐸 = 𝐸° −

𝑅𝑇

𝑛𝐹
𝑙𝑛𝑄 

(Eq. 3) 

where 𝐸 is the total potential difference, 𝐸° is the standard cell potential, 𝑅 is the gas constant, 𝑇 

is the temperature, 𝑛 is the number of electrons transferred in the reaction, 𝐹 is the Faraday 

constant, and 𝑄 is the reaction quotient. The temperature coefficient of reduction potential 
𝑑𝐸

𝑑𝑇
=

𝑅𝑙𝑛𝑄

𝑛𝐹
 is calculated as 0.1 mV/ K when the concentration of Cu2+ ion is 0.1 M and 𝑛 = 2. This is 

similar to 
𝑑𝐸

𝑑𝑇
 values of common electrochemical reactions.153 Standard reduction potential E˚ is 

also linearly dependent on the temperature while the temperature coefficient 
𝑑𝐸°

𝑑𝑇
  is 0.011 mV/K 

between 0 ˚C and 100 ˚C.154 Therefore, the total difference of 𝐸 at 25 ˚C and 45 ˚C is 

20𝐾 × (0. 1 + 0.011)
𝑚𝑉

𝐾
=  2.22 𝑚𝑉 = 0.00222 𝑉. 

However, we suggest that the difference in E would need additional parameters to cause two 

times of growth rate difference, sine the total difference of E at 25 ˚C and 45 ˚C is less than 

0.003 V.  

 

To determine the transition point of growth mode from reaction-limited growth to diffusion-

limited growth at different temperatures, we calculate the temporal evolution of the Cu ion 

concentration profile during the pulsing based on the experimentally determined current density 

calculation above. In the calculation, we consider the diffusion of ions through the bulk 

electrolyte as the major diffusion process. Note that the diffusion coefficient of ions (Dbulk) scales 
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exponentially with temperature following the Arrhenius behavior with an activation energy of 

19.6kJ / mol for the case of Cu ion.155,156 

Figure 3-4a shows how Cu ion concentration evolves at room temperature during 5 seconds of 

the first pulse-on stage, where the concentration near the electrode decreases from 0.1 M to 0.05 

M. In contrast, Cu ion concentration reaches 0 M near the electrode at 45 °C at the end of the 

first pulse-on stage (Figure 3-4b). During the pulse-off stage, Cu ion concentration is recovered 

up to 0.08 M at room temperature (Figure 3-4c), and 0.06 M at 45 °C (Figure 3-4d). We then 

tracked the wall concentration, the concentration at the electrode, over several pulses at room 

temperature (Figure 3-4e) and at 45 °C (Figure 3-4f). At both temperatures, during the pulse-off 

stage, the wall concentrations recover to over 0 M within three pulse applications. However, the 

wall concentration reaches 0 M and does not recover after three pulses at 45 °C.  The comparison 

of wall concentration recovery again supports the faster transition from reaction- limited to 

diffusion-limited at higher temperatures. This also agrees with the observation in Figure 3-2a 

which displayed the rapid drop in growth rate after 3 pulses at 45 °C.  

Combined with the previous discussion on the temperature distribution in the liquid cell and the 

temperature effect on the Cu nanocrystal growth process, we can deduce the evolution of 

temperature-dependent growth process. During the initial pulsed deposition, increased 

temperature enhances the reaction-limited growth kinetics. Faster reaction kinetics is reflected by 

the higher measured deposition rate and calculated current densities at 45 ˚C that are two times 

larger than at 25 ˚C.  Increased reaction rate (reduction of ions) in the earlier stage at the high 

temperature leads to the faster transition to the stage with non-recoverable wall concentration of 

0 M, which is the diffusion limited growth stage. In the late regime, the growth rate is no longer 

dependent on temperature. This is because we are only heating localized small region of the 
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liquid, and the diffusion in the non-heated region remains the level of room temperature 

diffusion.  

 

Figure 3-4. Calculated Cu ion concentration in liquid cell at different temperatures. (a, b) Cu ion 

concentration profile during pulse-on stage for 5 seconds at room temperature(a) and 45 °C(b). 

Experimentally determined current densities at each temperature are 110 A/m2 and 220 A/m2 
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respectively. The concentration recovers during the pulse-off stage of 5 seconds at room 

temperature (c) and 45 °C (d). The plots depict the evolution of a system over a time interval of 

five seconds, with each plot corresponding to a time step of 0.5 seconds. The color scheme of the 

plots transitions from red at the first time step to blue at the final time step. (e, f) Time evolution 

of wall concentration of Cu ion showing the decrease in recovered concentration at room 

temperature (e) and 45 °C (f). 

 

In this chapter, we study the temperature effect on the electrochemical deposition of Cu in liquid 

cell TEM by measuring the intensity and corresponding voltage and current coupled with the 

calculation of temperature distribution and ion concentration gradient. Averaged intensity 

indicating the thickness of the deposited Cu in liquid cell TEM decreases step-wise following the 

repeated application of pulsed current at all three different temperatures. The intensity drop per 

pulse shows the highest at 45 ˚C during the pulses in the earlier stage due to the faster reaction 

kinetics. After a couple pulses, the growth mode is controlled by diffusion, which is also 

reflected in the calculation of ion concentration, showing that the wall concentration is reaching 

0 M earlier at higher temperatures.  Therefore, slow pulsing or slow growth is necessary to 

realize the benefits of heating. Moreover, although it hasn’t been shown directly in this study, 

temperature should also affect the morphology of the grown Cu particles as the process affecting 

the morphology is controlled by the temperature. Finally, it is shown in this study that the local 

heating can control the deposition on the electrode in liquid cell TEM. Patterning deposition at 

nanoscale over a large electrode could have a useful application in electrochemically 

manufacturing nanostructures. We therefore expect that the approach in our study would be a 
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useful platform to study the localized electrochemical patterning using spatially controlled 

heating while understanding the kinetics of the electrochemical growth.  

 

3.2 Electrochemical Nanostructure Deposition on 2D Materials 

Heterostructures that combine metal nanoparticles and two-dimensional (2D) materials 

fabricated by electrochemical deposition offer the opportunity to enhance performance and 

develop unique material properties for technological applications ranging from catalysis98,157 to 

nanoelectronic devices.158 Continued improvements in the precision and application of 

electrochemical fabrication requires a deep understanding of the interplay of kinetic and 

thermodynamic phenomena that operate during the process. In this chapter, we explore the 

deposition of copper (Cu) metal on a graphene electrode using liquid cell transmission electron 

microscopy (TEM), using the temporal and spatial resolution of this technique to explore the 

nucleation and growth of nanocrystals. The technique reveals an unexpected transient 

phenomenon under certain applied voltage conditions, and we discuss possible mechanisms.  

 

3.2.1 Electrochemical Deposition of Metal Nanoparticles on 2D Materials 

We fabricated the 2D material electrode liquid cell chip by transferring exfoliated graphene on 

the Pt electrode of the standard chip (Figure 3-5a) based on the protocol.17 The graphene is used 

as a working electrode onto liquid cell chips patterned with multiple platinum (Pt) electrodes, 

and Pt was used as reference and counter electrodes. We then performed electrochemical 

deposition of Cu on graphene by controlling the deposition potential in an 0.1 M CuSO4 + 0.1 M 

H2SO4 electrolyte solution.  
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We first investigate the effect of applied potential on the size and density of electrochemically 

deposited copper islands. We first apply a potential of -40 mV in 10 s pulses (‘V on’ state) to the 

Pt/graphene electrode system and repeat the cycle for -60 mV, -80 mV and -100 mV as shown in 

the first row of Figure 3-5b. Then the applied potential is negatively increased to -180 mV, -200 

mV, -240 mV, and -260 mV for 10 s pulses as shown in the second row of Figure 3-5b.  The 

average radius of the electrochemically generated cluster (Figure 3-5c) at different potentials 

show that the higher driving potential gives smaller nuclei as expected from the standard model. 

90 We also measure the Cu island density (N0) and the maximum radius of the isolated 

hemispherical diffusion zones of the islands (Rdiff), where Rdiff is approximately N0 
-1/2 /2. 90 The 

island densities measured at different applied potentials in Figure 3-5d are in the range of 109 cm-

2, and the numbers increase as the applied potential increases, which is similar to the Cu island 

growth on Au electrode reported previously.126 Rdiff decreases accordingly as the island density 

and applied potential increases. Island densities in the scale of 109 cm-2 are 3 orders of magnitude 

larger than calculated by using the Sharifker-Hills model, and this discrepancy was previously 

explained based on adatom adsorption.90 Adatom adsorptions take place on the substrate, 

resulting in the formation of additional islands, and therefore increasing the island density above 

the expected values. Another important feature to note is that when the applied potential is 

relatively low (-40 mV, -60 mV, -80 mV, and -100 mV), electrochemically deposited islands 

immediately dissolve as the potential is turned off. On the other hand, at higher applied 

potentials, islands persist even after the potential is turned off, followed by additional deposition 

and coarsening. The comparison of cyclic voltammetry curves among different configurations of 

graphene electrodes, where 1, 2 or all 3 of the Pt electrodes are covered with separate graphene 

flakes, suggests that there is an intrinsic potential (<±60 mV) between the graphene and Pt 
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electrodes. 17 We conclude that this built-in potential is high enough to dissolve the deposited Cu 

even when the applied potential is 0 mV. This would be in effect when the potential applied for 

growth is small (-40 mV, -60 mV, -80 mV, and -100 mV) and the nanocrystals dissolve 

immediately after the applied potential is turned off, as well as when the applied potential is large 

(-180 mV, -220 mV, -240 mV and -260 mV), when continued growth takes place, but 

nanocrystals eventually dissolve, requiring up to 2 minutes, which will be discussed in detail in 

the following section.  
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Figure 3-5. 2D materials liquid cell chip and electrochemical pulsing. (a) Schematic view of 

transferred graphene(grey) onto the Pt electrode (yellow) of the electrochemical liquid cell chip. 

Electrodes are crossing the SiNx viewing window(cyan) and connected to three contact pads E1, 
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E2, and E3 which are assigned to counter, reference, and working electrodes. Only the working 

electrode is modified with the graphene flake unless stated otherwise. (b) In situ TEM images at 

the end of V-on state (t= 10 s) where applied potentials are -40 mV, -60 mV, -80 mV, -100 mV, -

180 mV, -220 mV, -240 mV, and –260 mV. Cu islands are deposited on graphene electrode in a 

chip shown in Fig.1 and filled with 0.1 M CuSO4 + 0.1 M H2SO4 electrolyte. (c) Average radius 

of Cu islands as a function of applied potential.  (d) Island nucleation density and maximum 

hemispherical distance of diffusion of island measured from the image in (b).  

 

3.2.2 Transient Deposition of Nanoparticles 

We then discuss the transient deposition and coarsening of nanoparticles during the pulse off 

stage. As mentioned in the previous section, we observe that when a higher potential is applied 

during the deposition, the growth of Cu nanocrystals continues after the voltage goes off. The 

total amount of Cu deposited can greatly exceed the amount deposited in the 10s voltage pulse. 

This mode of deposition of Cu on graphene is shown in Figure 3-6, with images extracted from a 

movie recorded during and after pulse voltammetry at -180 mV, -220 mV, -240 mV, and -260 mV 

for 10 s in the same electrolyte. The first and second row Figure 3-6a Fig shows that Cu islands 

nucleate and grow on the graphene electrode during the ‘V on’ stage, consistent with results from 

Figure 3-5. Instead of completely dissolving when the applied potential is turned off, the 

particles remain at the sites and the growth keeps taking place for at least 50 seconds more, 

followed by the eventual disappearance of all islands after tens of seconds. Tracking the size of 

the individual particles shows that smaller particles disappear earlier while the largest particles 

grow to quite large sizes before eventually disappearing, suggesting the coarsening (Ostwald 
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ripening) behavior, which a growth of particles while consuming smaller particles which will be 

explained in detail below. (Figure 3-6b)   

  

Figure 3-6. Additional growth and coarsening when the potential is off. (a) In situ TEM images 

of Cu islands at potentials of -180 mV (black), -200 mV (red), -240 mV (green) and -280 mV 

(blue) applied for 10-s pulses for ‘V on’ state. The electrochemical liquid cell is filled with 0.1 M 

CuSO4 + 0.1 M H2SO4 electrolyte solution. (b) Radius as a function of time for individual Cu 
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islands coarsening at different applied potentials: -180 mV, -200 mV, -240 mV and -260 mV. 

Each line represents radius of islands in the field of view. 

 

We consider several mechanisms that may be responsible for the unexpected transient deposition. 

One possible explanation for the additional growth could be that Cu is indeed deposited during 

the potential pulse but does not form into nanocrystals until later. This could arise if Cu is 

intercalated in the graphene in a uniform manner during the applied potential, with coalescence 

into islands occurring later.159  However, the measured charge that flows during the potential 

pulse is not strongly dependent on voltage, in particular not varying enough to account for the 

large deposited volume at high potentials. A second possible explanation may be attributed to the 

capacitance of graphene. Graphene has high capacitance based on electrochemical double-layer 

capacitance (EDLC) measurements, and it has been shown that the electrochemical interfacial 

capacitance increases for larger (negative) applied potential. 160 The plots in Figure 3-7a show 

that the islands grown at negatively higher potential last longer, consistent with additional 

growth of Cu islands during the pulse-off stage being due to charge accumulation from the 

capacitance of the graphene when the applied voltage is on. A final mechanism for the effect 

could be that the application of low cathodic potential may cause the reduction of various oxygen 

functional groups on the graphene surface, resulting in an increase of –OH groups on the surface. 

161 These charged species could sustain additional growth by causing a reduction of Cu ions in 

the solution.  

Finally, we discuss the coarsening of particles accompanied by the additional growth. Coarsening 

behavior is most clearly shown in the right-most column of Figure 3-6a when the negatively 

highest potential of -260 mV is applied. This coarsening behavior is still apparent for the 
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particles formed at -240 mV of applied potential, where the particles with radius 25±5 nm 

completely dissolves before around t = 50 s as shown in the third panel of Figure 3-6b. At 

relatively lower applied voltage of -180 mV and – 220 mV, on the other hand, coarsening 

becomes less obvious. 

Temporal evolution of total volume and number of islands after the V on stage (Figure 3-7a) 

display the potential dependent coarsening behavior. At -180 mV, -220 mV, -240 mV, and -260 

mV of applied potential, total particle volume reaches maximum at t =25 s, 45 s, 52 s, and 65 s, 

and completely dissolve after a few tens of seconds as previously mentioned. The decrease in the 

number of islands show more apparent coarsening at higher applied potentials. We explain the 

voltage dependent coarsening of particles by using the classic Ostwald ripening model. The 

growth rate of particle is as following,162  

 

 𝑑𝑟

𝑑𝑡
= −

2(𝑐0𝐷)(�̅�)2𝛾𝑠𝑙

𝑅𝑇𝑟
(
1

𝑟
−

1

�̅�
) 

 

(Eq. 4) 

where 𝑟 and �̅� are the radius and average radius of the particle, 𝑐0 is the bulk concentration of the 

electrolyte (0.1 M), 𝐷 is the diffusion coefficient of Cu2+ ions (7.1 х 10-10 m2/s),163 �̅� is the molar 

volume of copper (7.11 cm3/mol), 𝛾𝑠𝑙 is surface tension or interface energy between Cu particle 

and electrolyte (19.28 mJ/m2)164, 𝑅 is the gas constant (8.3145 J/mol K), and 𝑇is temperature 

(298 K). The above equation explains that particles that are smaller than the average shrink (
𝑑𝑟

𝑑𝑡
<

0, when 𝑟 < �̅�), and larger than the average increase (
𝑑𝑟

𝑑𝑡
> 0, when 𝑟 > �̅�).  Note that the 

particles that grow the fastest have twice the average size; 𝑟𝑚𝑎𝑥 = 2�̅�.  The average sizes of 

particles formed by applying -260 mV and -240 mV, are 17 and 22 nm. This matches with the 
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cutoff radius of coarsening at these potentials (15 and 25 nm), which again indicates that the 

Ostwald ripening is taking place among particles with relatively smaller particle size. Figure 3-

7b shows the  
𝑑𝑟

𝑑𝑡
 versus r plotted at different potentials, where the average particle sizes used for 

the plots are measured from the image at t = 10 s. The average sizes correspond to the x- axis 

intercepts as shown in the inset plot of Figure 3-7b. For smaller magnitude of applied potential of 

-180 mV and -220 mV, where the coarsening becomes less evident, the average sizes are 

relatively larger (30 and 29 nm). From the plot, it is evident that the overall growth rate from 

coarsening is higher when the particle sizes are smaller formed by applying higher potential. This 

suggests that the coarsening and therefore the final particle sizes at the end can be controlled by 

tuning the applied potential to form initial particles with desired sizes.  

 

Figure 3-7. Potential dependent volume, number of islands, and coarsening. (a) Total volume 

and number of islands as a function of time at potentials of -180 mV (black), -220 mV (red), -

240 mV (green) and -260 mV (blue). Orange boxes indicate the 10 s of V on state. (b) 



76 

 

Theoretical growth rate of particle (dr/dt) versus radius calculated using the average radius at 

each potential and 

 

In this chapter, the real-time observations of electrochemical deposition of Cu on graphene using 

liquid cell TEM show how the applied potential affects the Cu Island size distributions, and 

corresponding coarsening behavior. The higher driving potential leads to smaller nuclei sizes, 

which is explained using the nucleation and diffusion-limited growth models. Cu islands dissolve 

when the potential is turned off to 0 mV, which is attributed to the built-in potential that is near 

the stripping potential of Cu. When the applied potential is relatively lower, Cu islands 

immediately dissolve as the potential returns to zero without any coarsening taking place. 

However, Cu islands continue to grow and dissolve even after the potential is off. We discuss a 

mechanism arising from the intrinsic chemical and physical properties of graphene. It is possible 

that the capacitance of graphene and the formation of functional groups for reduction may lead to 

the growth of other metal nanocrystals too. We also discuss the Ostwald ripening of 

nanoparticles formed at higher potentials accompanied by additional growth, where the 

experimentally observed cutoff radii of coarsening agree with the radii calculated from the 

theories of Ostwald ripening. This study demonstrates the role of graphene as a material that can 

drive unexpected morphological changes during an electrochemical experiment, and the results 

could provide guidance for controlling electrochemical growth to tailor deposited structures.  

 

3.3 Conclusion  

In this chapter, the role of electrochemical parameters, including temperature, potential, and 

substrate, in nanoscale electrochemistry is discussed. In particular, we explain how we can 
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control each parameter to tailor the electrochemical deposition. First, the electrochemical liquid 

cell TEM experiment coupled with heating capability demonstrates the effect of temperature on 

the deposition of copper under galvanostatic conditions. On top of the accelerated growth rate at 

increased temperatures, how temperature affects the kinetics of the electrochemical deposition, 

namely, the transformation from reaction-limited growth to diffusion-limited growth is 

explained. This heating strategy can be used to localize electrochemical reactions in the liquid 

cell for quantitative electrochemical measurements. We also capture the transient deposition 

phenomena along with coarsening and dissolution on a 2D material substrate. The results show 

that applied potential can control the nuclei density and size distribution, following the classical 

electrochemical nucleation and growth theory. However, it is also important to take into account 

of intrinsic physical and chemical properties of the 2D material substrate on the electrochemical 

deposition of the metal nanoparticles, as they can induce dissolution, additional growth, and 

coarsening of the deposited structures. Therefore, we suggest that the findings from 

electrochemical liquid cell TEM combined with the control of various parameter can give more 

comprehensive insight on the nanoscale electrochemistry.  

 

Chapter 4. Structural Dynamics of Nanoparticles in a Gas 

Environment  

 

Real-time observation of these catalysts using in situ TEM can lead to comprehensive insights by 

capturing dynamic structural change under environments with controlled gas and 

temperature.165–168 Moreover, due to the 3D nature of the morphological features of catalyst 

support and surface reaction being the critical process in deactivation, projected 2D images can 
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be complemented by surface-sensitive topographical 3D images. Tomography169 is one technique 

that can provide 3D images, but the temporal resolution is not high enough to capture the 

dynamics of the catalysts. Therefore, the simultaneous acquisition of 2D images with projected 

information and 3D images with surface-sensitive information with a high temporal resolution 

during the gas exposure has the potential to characterize the dynamics of nanoparticles, support, 

and interplay with gas that could lead to the degradation of the catalyst. In this chapter, we 

present the real-time observation of 2D and 3D structural dynamics of nanoparticles on support 

in different gas environments using in situ electron microscopy using Pt nanoparticle on carbon 

(Pt/C) as a model system. Gas environment and temperature are used as stimuli to introduce 

dynamics in the Pt nanoparticles and carbon support including sintering and support degradation. 

We use environmental transmission electron microscopy (ETEM) to provide a spatially and 

temporally resolved view via high-angle annular dark-field scanning TEM (HAADF-STEM) of 

immediate changes under environments defined by gas composition and temperature. In order to 

capture the surface-sensitive dynamics in 3D topography, we combine the STEM images with 

secondary-electron (SE) images acquired using the SE detector during the same scan for 

complementary information on the surface features of the catalyst particles and their support. A 

combination of STEM images with SE images has been previously shown high spatial resolution 

up to atomic scale imaging.170–172 

 

4.1 Dynamics of Particles and Support Degradation in Gases 

We examined the structural dynamics of Pt nanoparticles on carbon support in O2, H2O, and H2 

environments using in situ HAADF-STEM and SE images. In order to investigate the effect of 

the surface area of the support, which interacts with the nanoparticle and therefore affects the 
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performance, we used two commercial-grade catalysts with different surface areas: Ketjenblack 

and Vulcan. Vulcan is known as a medium surface area support (250 m2/g), and since 

Ketjenblack (800 m2/g) has almost 3 times higher surface area than Vulcan,173 we refer to these 

supports as “higher” and “lower” surface area supports. Commercial-grade catalysts with Pt 

nanoparticles on the carbon support are deposited on the heating chip and mounted on a holder 

for temperature control. After inserting the holder, gas is introduced with a flow rate fixed to 1.0 

sccm with the temperature control. 

In every gas environment, PMC is dominantly observed, but the onset temperature of the 

migration is dependent on the gas, indicating the different interactions between the gas, particle, 

and support.  Moreover, SE images reveal the Pt nanoparticles dynamics across the carbon 

support and through the support.  SE images also show the degradation of carbon support by 

forming a trench along the continuous migration of Pt nanoparticle in O2 and H2 gas, which could 

be attributed to the chemical reaction between the gas and the nanoparticle. This indicates that 

3D morphology captured by SE images is also an important factor in addressing the structural 

dynamics and degradation of catalysts. The dynamics observed are not strongly dependent on the 

porosity of the support, suggesting that the process is more dependent on the particle and gas 

interaction.  Oriented attachment of Pt nanoparticles in an H2O gas environment is observed, 

which is coherent with the theoretically studied effect of H2O gas dissociation and hydrogen 

bond formation on the oriented attachment in catalytic nanoparticles.  

 

4.1.1 Dynamics in Oxygen Environment 

We first discuss the effect of the gas environment on the migration rates of Pt nanoparticles. To 

compare the migration rate, we find the temperature at which the motion of Pt nanoparticles 
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migrating a distance over 1 nm within 5 seconds is observed in the field of view. We call this the 

onset temperature, and there is no motion of particles longer than a 1 nm distance below this 

temperature over 5 minutes of observation. The onset temperature of PMC varied by the gas 

environment, and the onset temperature of PMC was at 300 ˚C in O2 gas. Figure 4-1 shows the 

series of HAADF-STEM and SE images depicting the structural dynamics of Pt nanoparticles on 

a high surface area carbon support in O2 gas (2.4 × 10-2 Pa) at the onset temperature. HAADF-

STEM image series of Pt nanoparticle dynamics on the carbon support in the earlier stage of the 

experiment (Figure 4-1a) depicts that the migration kinetics took place within a few tens of 

seconds. Representative examples of PMC are shown within white dotted boxes of Figure 4-1a, 

where the particles indicated by white arrows are migrating and merging. Further migrations 

were followed by the merged particles, which is one of the clear evidence of PMC.168 Another 

important feature observed is the continued movement of particles regardless of their size and 

shape. Constant migration of the particles led to the various time durations of PMC, as indicated 

by PMC lasting over several minutes in Figure 4-1b, compared with 20 seconds of duration in 

Figure 4-1a. After the duration of PMC, the motion stops until the end of the experiment. 

Moreover, the time series of SE images (Figure 4-1c) simultaneously acquired with HAADF-

STEM revealed the dynamics of Pt nanoparticles relative to the carbon support. Dotted boxes of 

Figure 4-1b and 4-1c indicate the region where particles embedded in the carbon support migrate 

and coalesce until Δt = 2 minutes. After the particles merge, SE images (Figure 4-1c) display 

how the merged particles rise above the support and move along the surface. Note that a few 

nanometers thick of carbon is thick enough to block the SE signal from the material below, 

which again suggests that the SE from the Pt particles are not coming from beneath the carbon 

support, and therefore Pt particles are indeed above the support surface as shown in the SE 



81 

 

image.174  These HAADF-STEM images coupled with SE images demonstrate that the particles 

undergo dynamics not only within the support or on the support, but also pass through the 

support which is difficult to capture using only with 2D projected images and static 3D 

topological images. In addition, the SE image captured how trenches are formed near migrating 

particles following their pathway, as indicated by the black arrows in Figure 4-1c. Since trenches 

are formed along the migration path, we suggest that these can be attributed to the carbon 

corrosion in O2 catalyzed by Pt nanoparticles.175 Trench formation could be explained through 

the asymmetric nature of the boundary between the Pt nanoparticle and the surface of the 

support, leading to the propagation of the trench in a single direction. Trench formation on the 

support also explains the continuous migration of the nanoparticle since the nanoparticles make 

less contact with the support as the support corrodes along the trench, and therefore, the relative 

driving force from the interaction between the gas and the nanoparticles becomes stronger 

leading to the continued migration. The mechanism of support corrosion is critical as it is one of 

the significant contributors to the catalyst surface area loss by possible particle detachment. 176–

178 This suggests that in situ SE images can be used to understand the degradation mechanisms of 

catalysts not only limited to sintering but also support corrosions.  

Note that the particles show round morphology, which is previously reported as the result of an 

increase in the percentage of higher-order facets compared to faceted surface morphology from 

lower-order planes in the H2 environment.179 Although we found that the sintering captured in 

our results was dominated by the PMC process, it is important to note that the role of OR should 

be addressed in the actual sintering process, although higher temporal resolution would be 

required to experimentally capture the OR.53 Another critical assumption of OR is the immobility 

of the smaller particles. However, previous studies have shown that the energy barrier of particle 
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migration is lower when the nanoparticle sizes are smaller, indicating the possibility of small 

particles generated by OR being swept away by PMC,50,52,53 therefore making it experimentally 

difficult to probe. 

 

 

Figure 4-1. Structural dynamics of Pt nanoparticles on a high surface area carbon support in O2 

gas (2.4 × 10-2 Pa) at 300 ˚C. (a) HAADF-STEM image series showing migration and 

coalescence of Pt nanoparticles within 20 seconds. Particles indicated by white arrows in white- 

dotted boxes migrate and coalesce. (b) HAADF-STEM image series showing coalescence of 3 

individual Pt particles over several minutes followed by migration in the region indicated by the 

white dotted rectangle, and (c) corresponding SE image series indicating a particle rising above 

the surface followed by migration along the surface as indicated by black dotted boxes. Black 
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arrows indicate the trenches formed along the migration pathway of the particles. Scale bars are 

10 nm.  

 

2D and 3D structural dynamics of Pt nanoparticles on a low surface area carbon support were 

also investigated, as depicted in Figure 4-2. The surface area of the support is three times less 

than the support used in Figure 4-1,173 but the dynamics observed were similar as it mainly 

captured the PMC of the particles. HAADF-STEM image series in Figure 4-2a shows the PMC 

on a low surface area carbon support over a few minutes of duration, which is comparable to the 

duration of PMC on high surface area carbon support, as shown in Figure 4-1b. Simultaneously 

acquired SE images (Figure 4-2b) show how particles migrate and coalescence, followed by 

further migration and sinking below the carbon support as indicated in the white dotted box. SE 

images also show that the carbon support in the dotted box transforms from an extrusion to a 

relatively flat surface as particles migrate over, similar to the trench formation from carbon 

corrosion catalyzed by Pt in Figure 4-1c. 

Previous studies have demonstrated that the migration of Pt nanoparticles on graphite surfaces in 

O2 gas is the combined result of chemisorption, which is a strong gas-particle interaction, and a 

weak van der Waals interaction between particle and substrate.180 Along with chemisorption, an 

oxygen environment can also lead to oxide growth to dewet Pt nanoparticles, which is another 

mechanism that facilitates migration.181 Therefore, similar dynamics of PMC on carbon supports 

with different surface areas suggest that the process is indeed dominated by the interaction 

between the particle and the gas molecule. Moreover, a similar pattern of support degradation 

potentially caused by carbon corrosion is captured on both supports, suggesting that the overall 
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process is mainly governed by the effect of gas on the support. This could potentially guide 

through the role of carbon support in activating specific mechanisms of Pt degradation. 

 

Figure 4-2. Structural dynamics of Pt nanoparticles on a low surface area carbon support in O2 

gas (2.4 × 10-2 Pa) at 300 ˚C. (a) HAADF-STEM image series showing PMC of Pt nanoparticles 

over several minutes and (b) corresponding SE image series indicating a particle sinking below 

the surface following the PMC as indicated by the white dotted box. Scale bars are 10 nm.  

 

4.1.2 Dynamics in Water Vapor Environment 

We further studied the structural dynamics of Pt nanoparticles on a high surface area carbon 

support in H2O gas (2.0 × 10-2 Pa) at the onset temperature of PMC at 500 ˚C (Figure 4-3). 

Higher onset temperature in H2O gas can be attributed to the weak Pt-H2O interaction compared 

to Pt-O2 interaction.181 Since H2O is intactly adsorbed on the Pt surface, Pt on the carbon support 

is not as destabilized as in O2 gas, leading to a higher kinetic energy barrier for migration of Pt 

nanoparticles in H2O gas compared to O2 gas and therefore higher onset temperature. Pt 

nanoparticles migrated and coalesced when they were exposed to H2O gas as shown in the white 
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dotted box in Figure 4-3a, and similar behavior of PMC occurs on a low surface area carbon 

support.  

 

However, in contrast to the continuous migration dynamics in O2, Pt nanoparticles are 

discontinuous and display interrupted motion. This could be attributed to the less chemical 

reaction between the H2O gas and the support that causes the degradation of the support which 

leads to the trench formation and the continuous migration motion of the particles.  

An interesting feature to note is that particles displayed apparent oriented attachment behavior 

(Figure 4-3b). Series of HAADF-STEM images in Figure 4-3b show the region of the dotted box 

in Figure 4-3a over 15 seconds, where particles indicated by two white arrows migrated, rotated 

as they become close to each other to match the orientation of (111) plane, and merged. To the 

best of our knowledge, the oriented attachment of Pt nanoparticles in H2O gas has not been 

captured in real time. Indeed, Raju et al.182 have theoretically shown that the nanocrystals can 

reorient themselves and coalesce via oriented attachment when exposed to water vapor which 

agrees with our observation. Using molecular dynamics simulations, the authors explained that 

the oriented attachment followed by coalescence is accomplished by the creation of dynamic 

network of hydrogen bonds formed between surface hydroxyl groups and surface oxygens. In 

this regard, in situ images shown in Figure 4-3 can be an experimental demonstration of the 

effect of H2O gas on the oriented particle attachment and PMC. This demonstration is critical as 

hydroxyls and surface oxygens are also known to play active roles in oxidative catalytic 

reactions.183,184 
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Figure 4-3 Structure dynamics of Pt nanoparticles on a high surface area carbon support in H2O 

gas (2.0 × 10-2 Pa) at 500 ˚C. (a) HAADF-STEM images showing particles before and after PMC 

over 5 minutes and (b) Enlarged HAADF-STEM image series of the region indicated by the 

white dotted box in (a), showing the early stages of oriented attachment during PMC. Scale bars 

in Images (a) and (b) are 10 nm and 3nm, respectively.  

 

4.1.3 Dynamics in Hydrogen Environment.  

In contrast, when Pt nanoparticles on a high surface area carbon support are exposed to H2 gas 

(2.1 × 10-2 Pa), PMC followed by further migration was also observed, although the onset 

temperature was at 700 ˚C (Figure 4-4), higher than that of in O2 or H2O gas. One of the possible 

explanations for the higher onset temperature in the H2 gas is the weak interaction between the 

H2 gas and Pt nanoparticles, which is known as the weak chemisorption of H2 on Pt.185–187 This is 

in contrast with the previously mentioned strong chemisorption of O2 on Pt nanoparticles leading 

to PMC. At the onset temperature, particles indicated by the white dotted box in Figure 4-4a 

migrated and coalesced after 1 minute, followed by the additional migration of the merged 

particle. These dynamics are similar to the dynamics in O2 or H2O gas, but it is important to note 

that some of the particles showed faster migration kinetics in H2 gas than in O2 or H2O gas. One 

of those particles indicated by the yellow dotted box in Figure 4-4a and 4-4b has the average 
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migration rate of 20 nm/minute and spans over a few tens of nanometers of distance, whereas the 

particles in O2 or H2O move within a few nanometers. After the system reaches the threshold 

thermal energy to overcome the energy barrier from the weak interaction between gas and 

nanoparticles, we suggest that the migration kinetics of Pt nanoparticles follow the Arrhenius 

relation, leading to the faster migration in H2 .52 Moreover, trenches on the support were formed 

along the migration pathway as indicated by yellow arrows which is similar to the dynamics in 

O2 gas.  

 

Figure 4-4. Structural dynamics of Pt nanoparticles on a high surface area carbon support in H2 

gas (2.1 × 10-2 Pa) at 700 ˚C. (a) HAADF-STEM image series showing migration and 

coalescence of Pt nanoparticles over several minutes. Particles indicated by the white dotted box 

migrate and coalesce, and the particle indicated by the yellow dotted box shows fast migration 

kinetics. (b) SE image series corresponding to (a), also indicates a particle with fast migration 

kinetics within the yellow dotted box. Yellow arrows indicate the trenches formed along the 

migration pathway of the particles. Scale bars are 10 nm. 
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The degradation of carbon support was more apparent on the low surface area carbon support 

(Figure 4-5), captured in the HAADF-STEM (Figure 4-5a) and SE image (Figure 4-5b) series, 

along with the sintering of Pt nanoparticles. We suggest that trench formation on the carbon 

support along with the continuous migration of the Pt nanoparticles is due to the catalyzed 

asymmetric support degradation, similar to the dynamics in O2, but it is possible that the 

chemical mechanisms may be different. The carbon support degradation in H2 can be attributed 

to the reaction between the carbon support and the gas. One of the feasible reactions is the 

formation of gaseous CH4, which is reported to be possible at high temperature around 800 ˚C 

when catalyzed by metal catalysts.188 The reaction between H2 and sulfur in the carbon support 

could also contribute to the support degradation. Sulfur and H2 react to form H2S, as often takes 

place in coal desulfurization reactions during pyrolysis.189,190 Previous study has shown that 

commercial-grade carbon supports that are also used in this study have sulfur content, which 

leads to the mass loss after exposure to H2 gas.173 Therefore, carbon support degradation in 

different gas environments should be interpreted while considering the interaction between the 

gas and the components of the support, along with the interaction of the gas and particle.  
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Figure 4-5. Structural dynamics of Pt nanoparticles on a low surface area carbon support in H2 

gas (2.1 × 10-2 Pa) at 700 ˚C. (a) HAADF-STEM images showing particles before and after PMC 

and degradation of carbon support over 10 minutes and (b) corresponding SE image series. Scale 

bars are 10 nm. 

 

We suggest that trench formation on the carbon support along with the continuous migration of 

the Pt nanoparticles is due to the catalyzed asymmetric support degradation, similar to the 

dynamics in O2, but it is possible that the chemical mechanisms may be different. The carbon 

support degradation in H2 can be attributed to the reaction between the carbon support and the 

gas. One of the feasible reactions is the formation of gaseous CH4, which is reported to be 

possible at high temperature around 800 ˚C when catalyzed by metal catalysts.188 The reaction 

between H2 and sulfur in the carbon support could also contribute to the support degradation. 

Sulfur and H2 react to form H2S, as often takes place in coal desulfurization reactions during 

pyrolysis.189,190 Previous study has shown that commercial-grade carbon supports that are also 
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used in this study have sulfur content, which leads to the mass loss after exposure to H2 gas.173 

Therefore, carbon support degradation in different gas environments should be interpreted while 

considering the interaction between the gas and the components of the support, along with the 

interaction of the gas and particle.  

 

4.2 Interplay between Particle-Support-Gas 

We finally discuss the combinative interplay between the Pt nanoparticle, support, and the three 

different gas environments used in this study. First, the onset temperature of the dynamics can be 

explained by the difference in the interaction energy between the gas and the particle. Since the 

interaction between the O2 and the Pt nanoparticle is stronger compared to the interaction with 

H2O and H2, the onset temperature is the lowest in O2 as it requires the smallest thermal energy 

to overcome the kinetic barrier. Moreover, in O2 and H2 gas, supports are degraded along the 

trench following the continuous migration of the Pt nanoparticles, whereas in H2O gas, local 

support migration is not observed, and the migration is discontinuous and interrupted by pinning 

on the support. This could be attributed to the catalyzed chemical reaction between the carbon 

support and the O2 and H2 gas that leads to the support degradation, which does not occur in H2O 

gas. The asymmetric nature of the boundary between the particle and the support leads to 

directional degradation and, therefore, trench formation. Along the degraded trench, the particles 

experience less hindrance of migration caused by the interaction with the support, which also 

explains the continuous migration of nanoparticles in O2 and H2 along with the trench formation.  

 

4.3 Conclusion 

 In this chapter, the structural dynamics of Pt nanoparticles on carbon support, mainly including 

sintering via PMC and carbon support degradation were investigated using ETEM. Dynamics 
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were observed in 2D and 3D, which were simultaneously acquired by HAADF-STEM and SE 

images. PMC was the dominantly observed pathway of sintering in every ETEM experiment, 

and even after PMC, merged particles migrated at extra distances. More importantly, SE images 

revealed that Pt nanoparticles not only move across the carbon support but also migrate through 

the carbon support, which was most clearly shown in the dynamics of Pt nanoparticles in O2. 

This suggests that the 3D morphology of particles on the support should also be considered while 

understanding the structural dynamics of the catalysts. In addition, SE images captured the 

trench formation on the support due to its degradation in O2 and H2, although the potential 

chemical reaction mechanisms are different. The trench formation and the support degradation 

also lead to the continuous migration of Pt nanoparticles in O2 and H2, whereas interrupted 

migration motion is captured in H2O. The difference in the dynamics' onset temperature can be 

attributed to the variation in the interaction strength between the gas molecule and the Pt 

nanoparticle. Variations in the support degradation, migration of the particles, and the onset 

temperature of the migration indicate the different interactions between the gas, particle, and 

support, which is relevant to the design of catalytic materials.  In particular, particles showed 

oriented attachment behavior in H2O, which could be used as a demonstration of the theoretical 

studies on the effect of H2O gas and hydrogen bond formation leading to the oriented attachment 

in catalytic nanoparticles.  These results reveal the complex interaction between the different 

chemical species in a dynamic and evolving environment. Therefore, we suggest that ETEM 

experiments that reveal 2D and 3D dynamics combined with theoretical studies would lead to 

more comprehensive and universal insights into catalyst degradation mechanisms. Moreover, this 

work can suggest the guidelines for the engineering decision-making process regarding materials 
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selection, operating conditions, and assessing the lifetime of catalysts using the 2D and 3D 

dynamics captured from ETEM. 

 

Chapter 5. Conclusion and Outlook  

 

5.1 Conclusion  

This thesis begins with the introduction to the need for in situ electron microscopy of 

nanomaterials dynamics for applications in optimizing functional materials. Functional materials, 

especially materials used in energy storage or conversion technologies experience dynamic 

physical and chemical changes during the reaction or operating cycles. Investigating the 

dynamics in real-time gives insight into the structure-property-performance relationships of those 

materials, contributing to the designing of energy materials with improved performance and 

lifetime.  

In Chapter 2, I summarized the temperature-dependent electron beam induced 

nanocrystal growth captured in liquid cell TEM. I combined the microscopy results with the 

model I developed, which is the temperature-dependent radiolysis model to interpret the growth 

kinetics of the metal nanocrystals. The model I developed includes the temperature-dependent 

parameter and full reaction sets including the precursor materials and coupled anions. I 

showcased the use of the model by applying it to another metal system; the growth of branched 

Pd nanocrystals. I demonstrated that the branched nanocrystals were formed under a surface 

reaction-limited regime, which was generally known to be possible through diffusion-limited 

growth. The results in this chapter suggests that the temperature-dependent modeling of the 

chemical environment combined with microscopy can provide the guideline for the correct 
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interpretation of the thermally controlled liquid cell TEM experiments and also insights into the 

synthesis process for nanocrystals with desired structures.  

In Chapter 3, I discussed the nanoscale electrochemistry under a controlled environment, 

in particular, the effect of temperature and the substrate on the kinetics of the electrochemical 

deposition of Cu. I demonstrated that the temperature not only accelerates the growth rate by 

enhancing the reaction rate but also affects the transition of growth modes. In particular, I used 

the calculation of the temporal evolution of the concentration profile to show that at higher 

temperatures, the transition from the reaction-limited to the diffusion-limited growth is faster 

compared to the lower temperatures. I also demonstrated the effect of 2D material graphene as a 

substrate for the electrochemical deposition of Cu. Along with the classical nucleation and 

growth during the pulse on stage, transient deposition and coarsening occurred after the pulse 

was turned off. I attribute this additional growth to the intrinsic chemical and physical properties 

of graphene that allow it to hold additional charges to reduce the Cu ions. These results suggest 

that the understanding of the effect of electrochemical parameters enables the nanoscale control 

of the electrochemical phenomena.  

In Chapter 4, I summarized the structural dynamics of supported nanoparticles for 

catalytic applications in a gas environment using simultaneously acquired 2D projection images 

and 3D topographical images. Pt on carbon catalysts, which are commonly used catalysts for fuel 

cells, was used as a model system. In every gas environment that was tested (O2, H2O, H2), PMC 

was dominantly observed. However, the onset temperature of the dynamics was the highest in 

H2, followed by H2O and O2, reflecting the kinetic energy barrier from the gas and particle 

interaction that the particles should overcome. Secondary electron images for 3D topography 

have captured that particles also migrate through the surface along with the movement across the 
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surface. Moreover, 3D topography images captured that in O2 and H2, continuous migration of 

the particles along with the trench formation of the support takes place, which could be attributed 

to the local degradation of the support catalyzed by the Pt nanoparticles. In H2O on the other 

hand, discontinuous motions were captured, but oriented attachment of the particles via hydrogen 

bond formation among the H2O vapor was observed, which has only been theoretically 

predicted. These results demonstrated that the combination of TEM 2D images and Secondary 

Electron 3D topography images can be a tool to explain the interplay between particle-support-

gas.  

Overall, this thesis shows the assessment of nanostructure dynamics under controlled 

environments using in situ TEM with a combination of external stimuli. In situ TEM coupled 

with an understanding of the physical and chemical environments can provide insight into the 

nanostructure dynamics, which could contribute to revealing the degradation mechanisms of 

energy materials.  

 

5.2 Opportunities and Challenges for Electrochemical Liquid Cell TEM 

In this chapter, opportunities and challenges to broaden the scope of in situ TEM for studying 

nanomaterial dynamics are discussed. The experimental challenges of liquid cell TEM to more 

accurately mimic the realistic operating conditions of electrochemical energy materials are 

explained, including the effect of organic compounds and the role of non-continuous pulses.  

 

5.2.1 Addressing the Effect of Organic Materials: Electrolytes, Ligands 

Many of the most promising materials systems for energy conversion involve organic 

compounds in their operations. For example, lithium-ion batteries are usually cycled in organic 
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liquid electrolytes,191 and most of the recent synthesis of mental nanoparticles for catalytic 

applications involve the use of organic solvent and electrolyte.192 In order to properly expand the 

applicability of liquid cell TEM towards nanomaterial systems with organic materials, it is 

important to understand the potential reactions and side effects that can be induced by these 

materials.  

First, I introduce the results of liquid cell TEM of electrochemically cycling battery anode 

materials in organic electrolyte. Besides the morphology change on the electrode and the 

electrode/electrolyte interface, understanding the electrochemical degradation of electrolytes is 

critical to fully describe the battery operation in liquid cell TEM. The electron beam effect on the 

stability of the organic electrolyte must be quantified to extract quantitative information. The 

electron beam induced radiolysis of an aqueous solution system and temperature effect on it have 

been discussed in the previous section. However, in more complex solutions such as lithium-

battery electrolytes, the hydrated electrons, and other beam indued radicals will interact through 

secondary chemical reactions. For example, one of the commonly used Li salt – lithium 

hexafluoroarsenate (𝐿𝑖𝐴𝑠𝐹6) dissolved in organic electrolyte goes through the following reaction 

with the hydrated electron 193,194 

(1) 𝐴𝑠𝐹6
− + 2𝑒− ↔ 𝐴𝑠𝐹3 + 3𝐹−   (2) 3𝐹− + 3𝐿𝑖+ ↔ 3𝐿𝑖𝐹    

Total: 𝐿𝑖𝐴𝑠𝐹6 + 2𝑒− + 2𝐿𝑖+ ↔ 𝐴𝑠𝐹3 + 3𝐿𝑖𝐹 

Once 𝐴𝑠𝐹3 is formed from reaction (1) at a high rate (𝐾𝑒 = 9 × 109𝑀−1𝑠−1),195 precipitation of 

LiF can occur, where LiF is frequently observed on electrode cycles after battery cycling. 

Electron beam-induced breakdown of various electrolytes (LiAsF6 salt dissolved in 1,3-

dioxolane (DOL), dimethyl carbonate (DMC), and a mixture of DMC and ethylene carbonate 
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(EC). lithium triflate (LiTf) in dimethyl sulfoxide (DMSO), LiPF6 in EC/DMC) has already been 

systematically investigated upon electron beam irradiation under controlled electron dose. 196 

As a demonstration of capturing the cycling of battery anode material in organic solvent, we used 

Tin oxide (SnO2)/zinc oxide (ZnO) core/shell nanowires in 1.0M LiPF6 in vol% 1:1:1 mixture of 

EC/DMC/diethyl carbonate (DEC). However, as soon as the electron beam was irradiated, 

nanoparticles precipitated near the anode and bubbles formed in the electrolyte along with the 

decrease in the intensity (Figure 5-1). These results indicate that the potential reactions with the 

organic electrolyte with the electron beam induced radiolysis should be addressed and the 

windows of the electron beam dose should be chosen accordingly in order to decouple the effects 

from the electron beam irradiations and the electrochemical cycling results.  

 

Figure 5-1. Liquid cell TEM of SnO2/ZnO core/shell nanowires using organic electrolytes. 

Electron beam effect on the (a) precipitation and (b) electrolyte degradation. Scale bars are 200 

nm. 

 

Moreover, organic compounds could potentially impede the measurement of electrochemical 

signals and morphological changes during reactions under current or voltage applications. As 

previously mentioned, metal nanoparticles are usually synthesized using organic solvents, 

surfactants, and ligands. Therefore, synthesized metal nanoparticles are likely to have organic 

residue on the surface which could affect the electrochemical reactions that usually takes place 
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on the surface. We used commercially available synthesized Pt nanoparticles with bimodal sizes 

( d= 30 nm and 70 nm) to induce Ostwald ripening, which is one of the most well-known 

mechanisms for sintering that reduces the active surface area (Figure 5-2 a and 5-2b). We placed 

the nanoparticles on the electrodes of the liquid cell chip for electrochemical cycling. However, 

the cyclic voltammogram (CV)  (Figure 5-2 c and 5-d) showed only the peaks from unstable and 

rapid bubble formation from gas formation, without the peaks indicating the redox reactions on 

Pt, including desorption and absorption of H, and reduction and oxidation of Pt-O. The lack of 

essential peaks in the CV could be attributed to several factors including the insufficient 

electrical connection between the electrode and the Pt nanoparticles, but it is important to 

acknowledge the effect of organic residues that could alter the CV. 197 Therefore, nanoparticles 

should be properly cleaned using methods such as oxygen plasma cleaning, or argon plasma, to 

prevent any undesired oxidations.  
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Figure 5-2. Electrochemical cycling of Pt nanoparticles in liquid cell TEM. (a) Bright-field TEM 

image of bimodal Pt nanoparticles. (b) Bright-field TEM image of Pt nanoparticles placed on the 

electrode of the liquid cell chip. Cyclic voltammogram of the system when (c) Pt and (d) Au are 

used as electrode materials.  

 

5.2.2 Addressing the Role of Pulse Duration 

Along with the choice of electrode, electrolyte, electrochemical biasing and temperature control, 

control of the ‘temporal’ duration of the electrochemical pulses can have significant impact on 

the electrochemical reactions of materials. In particular, tuning the temporal profile of the 

electrochemical pulsing applied can tune the product selectivity in electrochemical 

transformation of CO2 into fuels and hydrocarbon feedstocks.198 In particular, developing high-

performance catalysts for CO2 reduction reaction (CO2RR) is gaining more interest.  The most 

desirable products of CO2RR are hydrocarbons and oxygenates containing two or more carbon 

atoms (C2+, i.e., C2H4, C2H5OH, C3H7OH), as these products can be converted to higher 

molecular weight products using known catalysts. Among various catalysts investigated for this 

process, copper (Cu)-containing materials are uniquely capable of producing C2+ products with 

high faradaic efficiency (FE).199 However, Cu-based catalysts suffer from poor selectivity since a 

significant portion of the reduction current is passed to the hydrogen evolution reaction from the 

aqueous electrolyte.200  

Recent studies has shown that control of the temporal profile of the electrochemical pulsing can 

increase the product selectivity of Cu catalysts for CO2RR. This offers opportunities to optimize 

the system to an unprecedented level. When alternating pulses of reducing ‘cathodic’ potential 

and oxidizing ‘anodic’ potential are applied, the formation of C2+ products is enhanced 
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compared to the static application of potential (Figure 5-3). Multiple phenomena have been 

suggested as the factors improving the selectivity, including the repeated reconstruction of the Cu 

surface, oxidation state, surface adsorbate coverage, local pH, and CO2 concentration, 201 but 

foundational questions remain concerning the mechanisms and underlying physicochemical 

processes. 202 In order to answer these questions, electrochemical liquid cell could be used to 

probe the structure evolution of Cu as a catalyst for CO2RR during pulsed electrochemical 

operation.  

 

Figure 5-3. Comparison of the product selectivity of Cu catalyst for CO2RR reaction. Figure 

adpated from 203 

 

As proof of concept of the applications of liquid cell TEM on characterizing the Cu catalyst 

dynamics under pulsed electrochemical operation, we performed Cu deposition experiment 

during the application of a pulsed current. (Figure 5-4) With a constant current, a uniform or 

dendritic Cu layer would form, depending on the deposition rate.204 However, in the conditions 

of Figure 5-4, copper is added and a fraction is removed on each cycle. The still images and 
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movies captured that the numerous small copper clusters grow but on some cycles the smaller 

ones dissolve preferentially, and the larger ones grow rapidly to leave one large cluster. 

Moreover, dendritic features are formed at the tip of the nanoparticles. As atoms dissolve away 

from catalysts they are redeposited on the same catalyst or elsewhere. If the driving force favors 

dissolution from the more highly curved surfaces of smaller particles and deposition onto the less 

curved surfaces of larger particles, the smaller particles will disappear over time. This result 

clearly shows that depending on the temporal profile and current, pulsed electrochemistry can 

reduce the surface-to-volume ratio of the particles and related activity - yet pulsing is known to 

improve selectivity in Cu CO2RR catalysts. With correct design of the electrode geometry, pulse 

amplitude, duration , and strength can be used as an experimental parameter to probe the 

fundamentals of Cu nanoparticle evolution during catalytic reaction cycles.  
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Figure 5-4. Time series of bright field TEM images of Cu deposition on Pt electrode under 

pulsed current flow. Pulses consisted of -400nA plating current for 0.05 second followed by 1nA 

stripping current for 0.05 second, repeated 500x. 

 

5.3 Future Directions of In Situ Electron Microscopy 

In this chapter, the importance of optical stimuli and spectroscopy technique added to the in situ 

electron microscopy is discussed. Optically coupled electron microscopy and spectroscopy data 

will broaden the understanding of the properties of materials to apply in utilizing solar energy for 

the sustainable future. Moreover, spectroscopy techniques that can be coupled with ETEM in 

complex chemical environments is introduced.  

 

5.3.1 Adding Complex External Stimuli: Light 

In addition to improving the performance of existing materials for energy conversion and 

storage, optical properties of nanomaterials can be investigated using in situ TEM to open new 

opportunities to harness the new sustainable energy source, namely, solar energy. In particular, 

plasmonic nanostructures for efficient photocatalysis are gaining interest as they drive reactions 

through strong light-matter interactions, and enable the harvesting of solar energy for catalysis, 

lowering the energy demand for high temperatures or harsh conditions.205 Therefore, the 

development of plasmonic photocatalysts with efficient utilization of solar energy is considered 

as one of the potential approaches in realizing sustainable chemical manufacturing. Moreover, 

reactions such as photocatalytic CO2 conversion to useful chemicals are one of the potential 

approaches to reduce greenhouse gas emissions.206 However, to meet the energy demand of 
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large-scale chemical processes, harnessing optical energy via plasmonic photocatalysis has to be 

improved in its efficiency, stability, and performance. 207 

Optically coupled TEM with high spatial and temporal resolution can visualize catalytic 

and photocatalytic phase transformations at the nanoscale.208 These techniques have monitored 

the interaction between Pd nanocrystals and hydrogen gas in response to light and revealed that 

plasmons enable new catalytic sites on the nanocrystal surface.209–211 Real-time optical responses 

of plasmonic nanostructures can be captured using optically coupled TEM coupled with 

spectroscopy such as electron energy loss spectroscopy (EELS) for measuring plasmonic 

performances.  The underlying complex mechanisms of photocatalytic reactions remain a 

challenge, and in situ probing of these reactions would contribute to understanding the reaction 

mechanisms and designing catalysts with high selectivity and efficiency.   

 

 

Figure 5-5. Schematic of optically coupled ETEM. Optically coupled ETM enables 

characterization of plasmon-induced phase transformation in the antenna-reactor configuration. 

Figure adapted from 212 
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5.3.2 Combination with Spectroscopy Techniques 

The development in characterization techniques has enabled the investigation of catalyst 

materials under near-ambient atmospheric pressures couples with temperature control up to 1300 

ºC. ETEM and ambient pressure X-ray photoelectron spectroscopy (APXPS) are two examples 

of those techniques. As previously mentioned, ETEM captures structural and chemical changes 

under reaction conditions. APXPS has similar pressure limits (5-20 mbar) with ETEM, and 

recent study213 has demonstrated the coupling of those techniques. APXPS can compensate the 

local length scale of ETEM as it enables monitoring of surface species, electronic structure, and 

oxidation state changes. Moreover, MEMS microheaters can also be adapted for APXPS for 

temperature controlled experiments. Using the custom designed microheater holder in APXPS 

experiments, the authors have shown that the chemical reactions of Pd film including CO 

adsorption-desoprtion, Pd oxidation, and PdO reduction under temperature and pressure 

conditions identical to those of ETEM instruments with high speed, spectroscopy acquisition (0.5 

second per spectrum) and heating to the desired temperature( 2 second to reach 500 ºC ). The 

combination of ETEM and APXPS would allow the correlation of multimodal chemical and 

electronic structure information spanning different length scales. Furthermore, application of the 

window and gasket adapted from the liquid cell structure could also be applied in APXPS, 

suggesting the establishment of combination of liquid, gas, temperature control and acquisition 

of microscopy and spectroscopy data for holistic study of energy materials dynamics.  
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Figure 5-6. Schematic of (a) APXPS and (b) ETEM. Samples are shown to be placed near 

differential pumping apertures. Figure adapted from 213 
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Supplementary Materials 

Supplementary Table S1: The reactions describing the radiolysis of aqueous AgNO3 solution. 

Reaction 

# 

Equilibria pKa (25 °C) Arrhenius 

coefficient (A) 

Activation energy  
(Ea, average: 14.93) 

1  H2O ↔ H+ + OH− 13.999       

2 H2O2 ↔ H+ + HO2
− 11.65   

3 HO2 ↔ H+ + O2
− 4.57   

4 H ↔ H+ + eaq
−    9.77   

 Chemical Reaction Rate Constant (25 °C) 

(M-1s-1 unless specified 

otherwise) 

 
 

5 H+ + OH− → H2O 1.4 x 1011 1.88x1013 12.62 

6 H2O → H+ + OH− k7 x K2

[H2O]
 s−1 

1.70x106 
62.37 

7 H2O2 → H+ + HO2
− k10 x K3 s−1 4.12x106 43.77 

8 H+ + HO2
− → H2O2 5.0 x 1010 5.59x1012 11.73 

9 H2O2 + OH− → HO2
− + H2O 1.3 x 1010 3.66x1012 13.98 

10 HO2
− + H2O → H2O2 + OH− k11x K2

K3 x [H2O] 
 

4.54x1011 
31.74 

11 eaq
− + H2O → H + OH− 1.9 x 101 5.58x106 31.73 

12 H + OH− → eaq
− + H2O 2.2 x 107 8.52x1013 37.36 

13 H → eaq
− + H+ k16 x K6 s−1 2.84x1012 66.66 

14 eaq
− + H+ → H 2.3 x 1010 1.98x1012 11.17 

15 HO2 → O2
− + H+ k22x K5 s−1 2.63x108 14.58 

16 O2
− + H+ → HO2 5.0 x 1010 5.59x1012 11.73 

17 HO2 + OH− → O2
− + H2O 5.0 x 1010 7.13x109 60.93 

18 O2
− + H2O → HO2 + OH− k23x K2

K5x[H2O]
 

3.66x1012 
13.98 

19 eaq
− + OH → OH− 3.0 x 1010 2.64x1012 10.65 

20 eaq
− + H2O2 → OH + OH− 1.1 x 1010 7.75x1012 15.72 

21 eaq
− + O2

− + H2O → HO2
− + OH−  1.3 x 1010

[H2O]
 M−2s−1 

4.43x1010 
12.98 

22 eaq
− + HO2 → HO2

− 2.0 x 1010 2.45x1012 12.98 

23 eaq
− + O2 → O2

− 1.9 x 1010 2.53x1012 11.66 

24 eaq
− + eaq

− + 2H2O → H2 + 2OH− 5.5 x 109

[H2O]2
 M−3s−1 

1.01x1010 
20.74 

25 eaq
− + H + H2O → H2 + OH− 2.5 x 1010

[H2O]
 M−2s−1 

2.06x1011 
14.93 

26 H + H2O → H2 + OH 1.1 x 101 7.39x1012 98.24 

27 H + HO2
− → OH + OH− 9.0 x 107   

28 H + H → H2 7.8 x 109 2.69x1012 15.51 

29 H + OH → H2O  7.0 x 109 4.19x1011 9.03 

30 H + H2O2 → OH + H2O 9.0 x 107 1.76x1011 21.01 

31 H + O2 → HO2 2.1 x 1010 9.01x1011 10.52 

32 H + HO2 → H2O2 1.8 x 1010 5.05x1012 15.09 

33 H + O2
− → HO2

− 1.8 x 1010 5.05x1012 15.09 

34 OH + OH → H2O2 3.6 x 109 9.78x1010 7.48 

35 OH + HO2 → H2O + O2 6.0 x 109 1.31x1011 6.68 
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36 OH + O2
− → OH− + O2 8.2 x 109 8.75x1011 10.84 

37 OH + H2 → H + H2O 4.3 x 107 6.55x1010 18.45 

38 OH + H2O2 → HO2 + H2O 2.7 x 107 7.72x109 13.82 

39 OH + HO2
− → HO2 + OH− 7.5 x 109 1.00x1012 11.92 

40 HO2 + O2
− → HO2

− + O2 8.0 x 107 2.62x109 8.09 

41 HO2 + HO2 → H2O2 + O2 7.0 x 105 2.77x109 20.07 

42 HO2 + H2O2 → OH + O2 + H2O 5.0 x 10−1   

43 HO2 + HO2
− → OH + O2 + OH− 5.0 x 10−1   

44 O2
− + O2

− + 2H2O → H2O2 + O2

+ 2OH− 

1.0 x 102

[H2O]2  M−3s−1    
 

45 O2 + Ag →  Ag+ + O2
− 5x109   

46 eaq
− +  Ag+ → Ag 3.3x1010  17.8.  

47 OH +  Ag+ → AgOH+ 9.7x109   

48 Ag+ + H → Ag + H+ 2x1010   

49 NO3
− + eaq

− → NO3
2− 9.7x109   

50 OH + NO2
− → OH− +  NO2 6.0x109   

51 NO3
2− + OH →  NO3

− + OH− 3.0x109   

52 OH + NO2 → HNO3 

 

4.5x109  
 

53 H + NO2 → HNO2 1.0x1010   

54 H+ + NO3
2− →  OH− + NO2 2.0x1010   

55 HNO3 →  NO3
− + H+  1.46x1010   

56 NO2 + eaq
− → NO2

− 1.0x1010   

57 HNO2 + OH →  H2O + NO2 2.0x109   
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Supplementary Table S2: ΔI values of the plot shown in Figure 3-2.  

Pulse 
45 ˚C 

(Red) 

45 ˚C 

(Yellow) 

35 ˚C 

(Purple) 

35 ˚C 

(Green) 

25 ˚C 

(Blue) 

25 ˚C 

(Light 

Green) 

1 22.034 16.695 7.712 7.966 5.763 9.492 

2 13.729 16.271 8.644 6.271 5.763 9.153 

3 9.153 11.102 7.712 5.424 5.593 7.966 

4 5.932 7.034 7.373 6.271 4.153 5.932 

5 5.254 4.407 5.508 5.169 4.237 4.407 

6 5.085 4.294 5.127 5.593 4.576 4.407 

7 3.39 3.503 5.297 3.333 5.254 3.051 

8 3.475 2.938 5.085 2.373 4.576 3.729 

9 3.136 3.051 4.237 3.164 2.881 3.051 

10 3.305 1.78 4.011 3.051 3.051  

11 2.034 1.13 4.181 3.842 2.373  

12 3.475 2.147 3.093 4.576 2.373  

13 2.754 1.653 3.432 3.39 2.486  

14 2.669 1.271 3.559 3.277 3.616  

15 2.458 1.13 2.924 2.415 2.994  

16 1.412 1.102 2.246 2.331   

17 1.751 2.415 2.542 2.119   

18 1.356 1.271 2.203 1.992   

19  1.377 2.486    

20  1.243     
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