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ABSTRACT

Before autonomous systems can be deployed in safety-critical environments, we must be
able to verify that they will perform safely, ideally without the risk and expense of real-world
testing. A wide variety of formal methods and simulation-driven techniques have been de-
veloped to solve this verification problem, but they typically rely on difficult-to-construct
mathematical models or else use sample-inefficient black-box optimization methods. More-
over, existing verification methods provide little guidance on how to optimize the system’s
design to be more robust to the failures they uncover. In this thesis, I develop a suite of
methods that accelerate verification and design automation of robots and other autonomous
systems by using program analysis tools such as automatic differentiation and probabilis-
tic programming to automatically construct mathematical models of the system under test.
In particular, I make the following contributions. First, I use automatic differentiation to
develop a flexible, general-purpose framework for end-to-end design automation and statis-
tical safety verification for autonomous systems. Second, I improve the sample efficiency of
end-to-end optimization using adversarial optimization to falsify differentiable formal speci-
fications of desired robot behavior. Third, I provide a novel reformulation of the design and
verification problem using Bayesian inference to predict a more diverse set of challenging
adversarial failure modes. Finally, I present a data-driven method for root-cause failure di-
agnosis, allowing system designers to infer what factors may have contributed to failure based
on noisy data from real-world deployments. I apply the methods developed in this thesis to
a range of challenging problems in robotics and cyberphysical systems. I demonstrate the
use of this design and verification framework to optimize spacecraft trajectory and control
systems, multi-agent formation and communication strategies, vision-in-the-loop controllers
for autonomous vehicles, and robust generation dispatch for electrical power systems, and I
apply this failure diagnosis tool on real-world data from scheduling failures in a nationwide
air transportation network.
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Title: Assistant Professor of Aeronautics and Astronautics
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Chapter 1

Introduction

Before robots can be deployed in safety-critical environments, we must be able to verify

that they will perform safely. Unfortunately, as robots and other cyberphysical systems

become more complex, they become harder for human engineers to test, verify, and debug.

For example, autonomous vehicle (AV) operators rely on a combination of low-fidelity but

inexpensive testing on massively-parallel simulation and more expensive but higher fidelity

testing on physical hardware. Despite large amounts of time, money, and engineering effort

invested in these systems, AVs have struggled to reach the required high degree of reliability

and still encounter unforeseen, life-threatening corner cases in the wild. The challenge of

testing and debugging safety-critical cyberphysical systems is not particular to AVs; for

instance, as the electric power grid is increasingly automated to deal with variable sources of

renewable energy, or as airspace is increasingly occupied by unmanned aerial vehicles, it will

be crucial to ensure that the associated prediction and control algorithms are thoroughly

tested before deployment.

In cases where real-world testing is too risky or expensive, engineers must instead rely on

mathematical modeling and simulation to verify that a robot will perform as intended. Un-

fortunately, there are issues with each of these approaches. Although mathematical models

are amenable to formal proofs, robots are often too complex to reduce to a set of equations.
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On the other hand, although simulators can handle the full complexity of a robotic system,

they are often treated as black-boxes, providing an incomplete view of a robot’s performance.

In order to safely deploy complex robots in the real world, we require new tools that blend

the rigor of mathematical modeling with the scalability and generality of simulation.

Although a number of works have attempted to close this gap by using differentiable

simulators to extract additional mathematical structure from simulation, there is a gap in

the literature when it comes to applying these tools to verification and design for complex,

safety critical autonomous systems. This thesis aims to close this gap by developing a suite

of design and verification tools that achieve improved robustness of optimized designs, better

coverage of diverse failures, and generalize across problem domains.

1.1 Thesis contributions

I develop tools to support the design and analysis process for robots and other safety-critical

cyberphysical systems in four ways:

1. Design optimization: automatically search for design parameters that achieve good

performance.

2. Safety verification: characterize the robustness of a design and predict corner cases

where it is likely to fail (by either violating a constraint or incurring a high cost).

3. Verification-guided design: closing the feedback loop between verification and design;

e.g., by using predicted corner cases to guide future design iterations.

4. Anomaly explanation: explain the root causes of unexpected behavior observed in

deployed systems.

The goal of this thesis is to provide tools that will support engineers in developing increasingly

complex robotic systems, enabling a more efficient design process and providing the ability

to verify the safety of a design before deployment. The following sections provide a summary
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of the contributions of this thesis in each of these areas before concluding with an outline of

the rest of this document.

1.1.1 End-to-end design optimization and robustness certification

Practical robotic and cyberphysical systems often have diverse subsystems that do not lend

themselves to easy mathematical abstraction and formal analysis. For example, it would

be difficult to develop a formal mathematical model for the interactions between planning,

perception, and control subsystems. Further complicating matters, these systems must op-

erate reliably in uncertainty environments. This combination of complexity and uncertainty

makes it difficult to design and verify these systems, especially when some subsystems con-

tain machine learning models with thousands of tunable parameters and difficult-to-interpret

behaviors.

To address these challenges, in Chapter 3 I develop an automated tool that enables

efficient optimization and statistical robustness certification of robot designs. This framework

uses differentiable programming for end-to-end optimization of robotic systems, allowing

users to flexibly model interactions between subsystems and the effect of environmental

uncertainty. In addition, I develop a novel statistical framework for certifying the worst-

case performance and sensitivity of optimized designs, and I apply this statistical framework

to motivate a new heuristic for robust end-to-end design optimization. I apply these tools

to optimize the design of two robotic systems in hardware, using statistical certification to

verify robustness before transferring the optimized designs to hardware without fine-tuning.

1.1.2 Improving design robustness using counterexamples for for-

mal specifications

Although end-to-end design optimization provides a flexible means of optimizing robot be-

haviors, prior approaches consider either a single environment [1]–[3] or domain randomiza-
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tion over a large number of environments to encourage robustness [4]–[6]. Although domain

randomization is a natural way of encouraging robustness, it is computationally expensive

and risks missing important corner cases if the set of training examples is too small.

In Chapter 4, I take inspiration from the body of work on adversarial optimization [7]

and machine learning [8] to improve both the sample efficiency and robustness of end-to-end

design optimization. In addition, I incorporate differentiable temporal logic to specify high-

level safety and performance requirements that the adversary then seeks to falsify. I show that

feeding these adversarial counterexamples back into the design optimization process yields

more robust designs while requiring far fewer samples than standard domain randomization

techniques and substantially less runtime than prior formal methods for control synthesis for

temporal logic. Although this chapter demonstrates how ideas from adversarial optimization

can be successfully applied to end-to-end design and verification, it also introduces a key

challenge that motivates my later work in Chapter 5 — the lack of diversity in adversarial

examples.

1.1.3 Predicting and repairing diverse failure modes

The end-to-end design and verification methods discussed so far have the advantage of using

gradients from automatic differentiation to speed the search for high-performing designs

and challenging failure modes, but there are a number of drawbacks to these gradient-

based methods. In particular, because gradient-based methods quickly converge to local

optima, they struggle to find a set of qualitatively different failure modes. Instead, nearby

failure modes collapse into a single “most severe” mode. Moreover, high variance in the

gradients found via automatic differentiation can create practical challenges for gradient-

based optimization on systems with complex dynamics or visual feedback. Several prior

works on failure mode discovery avoid this diversity-collapse issue by relying on gradient-

free methods for optimization [9], inference [10], and rare-event simulation [11]. While these

gradient-free methods yield more diverse counterexamples, they sacrifice sample efficiency.
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In Chapter 5, I build off of the adversarial optimization method discussed in the pre-

vious section, resolving the issue of diversity by reformulating adversarial optimization as

a sequential Bayesian inference problem that naturally admits a sampling-based solution

method. Rather than using gradient ascent to find high-severity failure modes, this ap-

proach uses gradient-accelerated Markov chain Monte Carlo (MCMC) algorithms to sample

environmental parameters that are likely to induce failures. My approach in this chapter

builds on prior work using gradient-accelerated MCMC for verification problems [12], [13],

but takes the additional step of developing a sequential inference framework to consider the

interaction between failure prediction and repair.

I demonstrate my approach to predict and repair a diverse set of failure modes on a

wide range of autonomous and cyberphysical systems, including power networks, multi-

agent systems, and robotic system with visual feedback. Across these examples, this method

yields designs with a lower failure rate than those found using existing gradient-free and

gradient-based optimization techniques.

1.1.4 Explaining anomalies from limited data

Despite our best efforts at predicting and repairing possible failures in simulation, au-

tonomous systems may still fail after deployment. In these cases, engineers must be able to

diagnose the failure and understand its root causes before they can take corrective action.

Because failures encountered in the wild are relatively rare, they can be challenging to diag-

nose due to the limited amount of available data. In the case of autonomous vehicles, there

may be tens of thousands of miles of normal driving data for every mile of data where a

failure occurred; in the case of critical infrastructure like power and transportation networks,

there might be multiple years between severe failures. Although we can frame the anomaly

explanation problem as one of Bayesian inference, existing inference methods struggle to

handle this imbalanced dataset and will tend to either overfit to the limited anomaly data

(which may be corrupted with noise or outliers) or else underfit the anomaly in favor of the
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much more abundant data from normal operations.

Existing methods require careful tuning of hyperparameters to avoid overfitting or under-

fitting; e.g., by adjusting the amount of regularization used when training on scarce anomaly

data. In Chapter 6, I develop a self-regularized method, CalNF, for robust inference in this

data-constrained setting. This method uses deep normalizing flows and takes inspiration

from robust regression and statistical bootstrapping methods to learn an appropriately-

regularized posterior distribution for the anomaly data in a self-supervised manner. I apply

CalNF to a real-world case study into the causes of the 2022 Southwest Airlines scheduling

crisis, where it is able to infer hidden changes in the distribution of aircraft within the South-

west network that may have contributed to the disruption and allowed local disturbances to

cascade into system-wide failures.
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Chapter 2

Background and Significance

This section provides an overview of relevant literature, with an eye towards framing the

significance of the contributions of this thesis. Where relevant, later chapters will also include

a focused review of literature specific to the problems studied in each chapter. To begin,

I introduce the design and verification problems that motivate this thesis, then discuss the

features that we desire from such tools (e.g. sample efficiency, applicability across domains,

etc.). I then survey existing methods to identify technical gaps that this thesis aims to fill.

2.1 Desired features of design and verification tools

As mentioned in Chapter 1, there are four main design and verification functions that I

explore in this work:

1. Design optimization: search for design parameters that achieve good performance.

2. Safety verification: characterize the robustness of a design and predict cases where it

might fail.

3. Verification-guided design: use predicted corner cases to guide future design iterations.
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4. Anomaly explanation: explain the root causes of unexpected behavior observed in

deployed systems.

Formal problem statements for each of these functions will be introduced in the relevant

chapters. When considering tools for solving these problems, there are a number of features

that we would like to see:

1. Scalability: how computationally expensive is a method?

2. Robustness: for design tools, how robust are the optimized designs to environmental

uncertainty?

3. Coverage: how well does the method explore the space of possible designs and failure?

4. Flexibility: does a method target a particular subsystem, or can it be used for end-to-

end analysis?

As we will see shortly, existing design and verification tools make various trade-offs be-

tween these desired features.

2.2 Safety verification

Safety and robustness are critical concerns for any robotic system, and there is a correspond-

ingly large body of work studying how to verify safety properties for autonomous systems.

These approaches can be broadly categorized into model-based and model-free works. Model-

based approaches rely on a mathematical model of the system to be verified, and use this

model to prove that the system satisfies the desired safety properties. Model-free approaches,

on the other hand, do not require a mathematical model of the system, instead using a large

number of samples of the system’s input-output behavior to characterize its safety.

Regardless of approach, verification methods typically aim to solve one of three prob-

lems [14]: falsification, likely failure analysis, or failure probability estimation. In this thesis,
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we focus primarily on falsification and likely failure analysis. Denote the disturbance space

y ∈ Y ⊆ Rn, a simulator f : Y → Ξ that maps disturbances to system traces ξ, and a spec-

ification ψ : Ξ → R that determines whether a trace satisfies (ψ(ξ) ≥ 0) or does not satisfy

(ψ(ξ) < 0) the safety constraints. In this context, the falsification problem involves solving

an optimization for a counterexample

find y ∈ Y s.t. ψ(f(y)) < 0 (2.1)

which is commonly reparameterized as a minimization problem to find the worst counterex-

ample

min
y∈Y

ψ(f(y)) (2.2)

The likely failure analysis problem adds information about the prior distribution of distur-

bances p(y) and aims to find the most likely counterexample

max
y∈Y

p(y) s.t. ψ(f(y)) < 0 (2.3)

2.2.1 Model-based safety verification

Early approaches to model-based verification and fault identification use symbolic logical

models of the system under test to formally reason about failures using computationally

expensive tools like satisfiability (SAT) solvers or search [15], [16]. More recent approaches to

model-based failure identification use mathematical models of the system dynamics to frame

the problem through the lens of reachability [17], [18], optimal control [19], or optimization

(e.g. sum-of-squares [20], [21]).

The primary challenge facing all of these methods is that it may be difficult or impossible

to construct a symbolic model for the system under test. For example, simulating the

dynamics of a power transmission system or certain contact models requires solving an

optimization problem and does not have a closed form. Even when it is theoretically possible
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to obtain a closed-form symbolic model, in practice the need to construct and manipulate

large sets of equations introduces the possibility of error and requires a large amount of human

effort. This challenge limits the flexibility of these methods, both across domains (since the

effort to derive a symbolic model must be replicated across domains), and across subsystems

(since even if a symbolic model is available to model a controller, a similar model may not

be available for the planning subsystem). Moreover, when complete search and optimization

algorithms are used as the underlying solution method (e.g. SAT, tabular Hamilton-Jacobi),

model-based verification methods can struggle with scalability. Historically, these difficulties

have motivated the development of model-free approaches to safety verification.

2.2.2 Black-box safety verification

In practice, although we may not have access to a mathematical or symbolic model of a

system, we often have access to a simulator instead, motivating a set of so-called “black-box”

methods. These methods are restricted to sampling input-output pairs from the simulator

without side information such as gradients [14]. Since black-box methods are usually quite

easy to integrate with an existing simulator (often relying on a standardized API such as

the OpenAI Gym interface [22]), they have seen widespread use, particularly in verification

for autonomous vehicles [11], [23]–[30]. The three most common types of black-box verifica-

tion method involve black-box optimization, reinforcement learning, or black-box inference

methods [14].

Black-box optimization These methods use the optimization formulations in Eq. (2.2)

or Eq. (2.3) to search for a set of inputs that violate the safety property of interest, using

methods like Bayesian optimization [26], REINFORCE [9], and ant colony optimization [17].

There are a large number of subtly-different black-box optimization schemes that could be

applied to the verification problem [31], all making different trade-offs between exploration

and exploitation.

28



Reinforcement learning (RL) RL breaks the monolithic optimization problem in Eq. (2.2)

into a sequential decision making problem by simulating single steps rather than entire tra-

jectories, then optimizing a policy that maximizes a reward that encourages violation of the

safety property [25]. This reward is often hand-designed using domain expertise, e.g. by

rewarding an adversarial vehicle for reducing the distance between it and the vehicle under

test [9].

Black-box inference These methods take inspiration from algorithms for approximate

Bayesian inference and are most often applied to the failure probability estimation [11]

and likely failure mode problems [10]. To estimate failure probability, [11] uses adaptive

importance sampling to guide exploration of the search space towards regions that are more

likely to induce a failure (while adjusting the failure probability estimate to account for this

biased exploration). To generate likely failure modes, [10] uses gradient-free Markov chain

Monte Carlo (MCMC) to sample failure modes that are likely to induce a failure, while [11]

uses adaptive importance sampling to accomplish a similar goal.

These black-box methods offer substantially improved flexibility over traditional model-

based techniques, allowing users to “plug-and-play” with any existing simulator. Many of

these tools also achieve asymptotic coverage guarantees through the use of a global stochas-

tic optimization sub-routine (although these infinite-sample guarantees are not commonly

realized in practice, as empirical results in Chapter 5 demonstrate). The primary challenge

facing these methods is scalability: because they do not consider additional information on

the mathematical structure of the problems at hand, black-box methods tend to require a

large number of samples to reach a solution. Many black-box solution methods can scale

via trivially parallelizable, allowing users to reduce wall-clock time but without reducing the

overall amount of computation (and associated costs).

29



2.2.3 Gradient-based verification

A number of methods attempt to resolve the scalability challenges of black-box methods

through the use of automatic differentiation to obtain gradients through end-to-end simula-

tions (for completeness, a review of differentiable simulation literature is provided below).

Inspired by the large body of work on identifying adversarial examples in deep neural net-

works [8], [32], a number of works use gradient-based optimization to find counterexamples

for cyberphysical systems [33]–[36]. These methods achieve improved sample efficiency over

black-box methods, but because these optimization tools (by design) induce a contraction on

the solution space that reduces the diversity of counterexamples discovered using these meth-

ods. Recent works have attempted to improve diversity using guided diffusion models [28]

and gradient-based sampling [12], [13].

2.3 Design optimization for robotics

Optimization is a fundamental tool for robotics, with a long history of use for motion planning

and trajectory optimization [37], optimal control [38], localization and mapping [39], and

formal verification [40], to name just a few applications. Without much risk of overstatement:

for any given roboticist and any given robotics problem, the odds are good that he or she

thinks about that problem through the lens of optimization. Given the huge variety of

optimization problems found in robotics and control, it is important to narrow the scope of

optimization problems considered in this thesis.

In particular, this thesis will focus on end-to-end design optimization problems in robotics

and cyberphysical systems. By design optimization, we mean the problem of finding some

optimal set of parameters specifying the design of a system; e.g. control gains, physical

layout of the system, neural network parameters, or roles of different agents in a multi-agent

system. By taking an end-to-end approach to design optimization, we consider the joint

optimization problem over all of these design parameters (e.g. simultaneously optimizing
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the hardware design parameters, control gains, and perception module), where we seek to

simultaneously optimize the parameters of all subsystems to achieve some desired behavior.

Automatic differentiation is a key enabling technology for end-to-end robot design opti-

mization. Recent years have seen the development of a wide range of differentiable simulation

environments for rigid contact [2], [41]–[43], articulated robots [44], soft and deformable bod-

ies [1], [43], [45], hydrodynamics [3], [46], rendering [47]–[49], and more [50]–[52]. These dif-

ferentiable simulators have enabled a number of end-to-end design optimization approaches

for specific domains, including simple walking robots [53], quadrotors [54], soft robots [55],

[56], and swimming robots [3], [57], as well as a number of studies on the use of gradients

for related policy optimization [6], [52], [58] and system identification problems [59].

The body of evidence from these works show that, in cases where gradients are well-

behaved, local gradient-based optimization requires fewer samples to converge than gradient-

free methods (implying improved scalability). However, as discussed in Section 2.2.3, the

contracting nature of local gradient-based optimization makes it prone to getting stuck in

local optima in practice. Naturally, when gradients are not well-behaved (e.g. when the

optimization landscape is flat or rapidly varying, or when the estimated gradients differ

from the true gradients), gradient-based optimization methods will struggle [58], [60].

Although early work on end-to-end design optimization tends to treat the environment

as fixed [1]–[3], [50], subsequent works explore several different methods for improving the

robustness of the optimized designs.

Domain randomization: the natural first step for incorporating robustness into end-to-

end design optimization is to consider a large set of random environments rather than a fixed

environment, optimizing for good average performance across environments [4], [6]. This

strategy is both easy to implement, easily parallelizable, and has been shown to yield good

performance on a range of problems, but the need for a large training set of environments

(to avoid missing important corner cases) leads to high computational expense.
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Adversarial optimization: the computational expense of domain randomization moti-

vates the development of algorithms that solve a verification sub-problem (either falsifica-

tion or likely failure prediction) to generate counterexamples for use in further optimization.

Adversarial optimization has been applied in both black-box [14] and gradient-based con-

texts [34]. By training on a smaller number of more challenging examples, these methods can

reach similar levels of robustness as domain randomization with greatly reduced computa-

tional expense (particularly when using gradient-based solvers), but there are two drawbacks

to adversarial methods. The first is that gradient-based adversarial optimization inherits the

lack of diversity that affects many of the gradient-based verification tools discussed in Sec-

tion 2.2.3. A related second challenge is that, even if we were able to solve optimization and

verification problems to global optimality, pure equilibria may not exist for many end-to-end

adversarial optimization problems, requiring solution methods capable of discovering diverse

mixed strategies.

2.4 Summary of technical gap

So far, this section has reviewed prior work on end-to-end design optimization and verifi-

cation, with an eye towards assessing the scalability, robustness, coverage, and flexibility

of these methods. A theme that emerges from this review is the trade-off between scala-

bility and coverage (for verification methods) and between scalability and robustness (for

optimization); in fact, these trade-offs represent two sides of the same problem, since im-

proved coverage of counterexamples is linked to improved robustness of optimized designs

in an adversarial setting. Given this context, the primary aim of this thesis is to develop

counterexample-guided tools for end-to-end design optimization and verification that not

only enable sample-efficient exploration of diverse failure modes but also translate that im-

proved diversity into improved robustness for the optimized designs. En-route to this goal, we

address several technical sub-challenges, including issues of gradient quality and local equi-
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libria, the link between robust optimization and the statistics of extreme events, practical

considerations for adversarial optimization with non-pure equilibria, and empirical compar-

ison of various gradient-free and gradient-based verification and optimization methods.

2.5 Review of relevant program analysis tools

In practice, the term “black-box” is often used to describe the setting where we have access

to a computer program implementing a simulator of the system under test. The next two

sections will show how we can obtain varying degrees of transparency into the structure

of these programs using program analysis methods, effectively granting the ability to look

inside the black box. In particular, we will discuss two program analysis techniques that

are relevant to this thesis: automatic differentiation (which treats computer programs as

mathematical functions that can be differentiated) and probabilistic programming (which

treats stochastic programs as graphical models that can be used for Bayesian inference).

2.5.1 Automatic differentiation

Perhaps the most well-known (and widely-used) program analysis method in the machine

learning and robotics communities is automatic differentiation (autodiff, or AD). AD achieved

widespread use in the form of backpropagation for training neural networks [61]. The pop-

ularity of neural networks prompted the development of differentiable tensor math libraries

such as PyTorch [62], TensorFlow [63], and JAX [64]. Following these general-purpose li-

braries, a number of specialized AD have also emerged in the form of differentiable op-

timization layers [65], physical simulators [50], renderers [49], [50], and even formal task

specifications [66], to name but a few.1

At a high level, the aim of automatic differentiation is to allow the user to implement

some function y = f(x) : Rn → Rm and then obtain the Jacobian Df(x) ∈ Rm×n without

1The discussion in this document is focused on the Python ecosystem, but similar tools exist in Julia, C++,
and other LLVM languages [67].

33



writing any additional code. This is typically done in one of two ways, referred to as forward-

and reverse-mode AD, respectively. In the interest of space, this document will provide only

a brief overview of these two methods; [68] provides a more thorough introduction.

Forward-mode AD computes the product between a vector in the input tangent space

δx and the Jacobian, “pushing forward” into the tangent space of the output δx → δy =

Df(x)δx. As a result, forward-mode AD is sometimes referred to as the Jacobian-vector

product (JVP) or the pushforward map. It is typically implemented by operator overloading,

in which primitive operations (e.g. +, ×, sin, etc.) are overloaded to operate on a new data

type that carries both the primal x and tangent δx. As the function is computed and

each primitive operation is carried out, the tangent value is updated using hand-derived

derivative rules for each operation. The benefit of forward-mode AD is that its memory

usage is constant with respect to the number of operations used to define f (roughly double

the memory usage of evaluating the function value alone). The potential downside is that

computing the Jacobian requires one primal and tangent evaluation of f for each column of

the Jacobian; this is fine for functions with few inputs and many outputs, but does not scale

to typical machine learning applications (where we often wish to differentiate with respect

to thousands of model parameters).

Reverse-mode AD computes the product of a vector in the output tangent space δy and

the transposed Jacobian, “pulling back” into the tangent space of the input δy → δx =

Df(x)T δy, and it is referred to as the pullback map or vector-Jacobian product (VJP) ac-

cordingly. This mode is typically implemented as generalized backpropagation, constructing

a computation graph containing the primitive operations applied while evaluating y = f(x).

To compute the derivative, we trace backwards through the computation graph, applying

derivative rules for each computation. The benefit of this method is that computing the full

Jacobian requires one forward and backward pass for each row of the Jacobian, which is much

more efficient for systems with many input parameters and few outputs (including typical

ML and optimization applications where there are many parameters or decision variables
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that yield a scalar objective output). The downside of this mode is that it is much more

memory intensive, since the results of intermediate operations during the forward pass are

typically cached and reused during the backwards pass, and the memory requirements scale

linearly with the size of the computation graph.

Both of these modes require hand-derived derivative rules for the primitive operations

used in computing f ; however, in certain cases these rules may be overridden to provide more

accurate or numerically stable gradients. An important case that commonly arises in robotics

is the case where f involves solving either an optimization (e.g. f(x) = argminy g(y, x))

or root-finding problem (e.g. f(x) = findy s.t. g(y, x) = 0). In practice, these problems

are solved iteratively, but naïvely differentiating the primitive operations applied in each

iteration is both costly and inaccurate. Instead, these optimization and root-finding problems

are treated as primitive operations for the purposes of AD, and the derivative rules are found

automatically using the implicit function theorem [65]. This approach allows for accurate

differentiation of implicit dynamics (including certain contact models [2]), rendering (since

raytracing is a root-finding procedure), and optimization-based control.

It is important to note that although the gradients derived from AD are often referred to

as exact or analytic, they are still only estimates of the true gradient. Most commonly used

AD systems are not sound, admitting pathological inputs that can yield arbitrarily wrong

gradients when differentiated (e.g. f(x) = {x if x ̸= 0; −x otherwise}, which is identically

equal to y = x in both value and gradient but yields df/dx(0) = −1 when differentiated

with most AD libraries). It is possible to detect some of these pathological cases, either at

runtime or at compile-time, but even non-pathological functions can be stiff (with very large

gradients), non-smooth, or even discontinuous. As a result, it is important to consider how

these inaccuracies will affect downstream consumers of the gradient (e.g. for optimization).

The downstream effects of these artifacts is an active area of research [58], [60], [69].
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Significance of this thesis The last few years have seen a surge of applications of AD,

including robotics problems such as control synthesis and system identification [6], [42],

[57], [65], [70]. However, despite these successful applications, two questions remain to be

answered in this thesis. First, since both modes of AD require more computation than a

standard function evaluation, we must ask whether the derivative juice is worth the compu-

tational squeeze. That is, do AD-derived gradients provide enough of a performance increase

on downstream tasks, relative to gradient-free optimizers or zero-order gradient estimates

and evaluated on robotics-relevant benchmarks, to merit this additional computational ex-

pense? Second, given that AD can yield poorly-conditioned gradients on many problems

of interest for robotics, can we design downstream algorithms that are robust to variance

or inaccuracy in the gradients they receive? We will answer both of these questions in the

affirmative in the following chapters.

2.5.2 Probabilistic programming

Probabilistic programming is a type of program analysis tool for programs that make random

choices (e.g. by querying a random number generator). Probabilistic programming views the

computation graph of such a program as a graphical probabilistic model (e.g. Bayesian net-

work) that encodes a joint distribution over variables involved in the computation [71]. With

this mindset, we can gain an additional level of transparency into the behavior of a program

by automatically deriving this graphical model and applying approximate Bayesian infer-

ence techniques; for instance conditioning on certain variables and estimating the posterior

distribution.

It is important to note that probabilistic programming is not an alternative to AD;

in fact, most probabilistic programming frameworks rely on AD. AD treats programs as

mathematical functions that can be differentiated, and probabilistic programming assigns

a semantic meaning to those derivatives in the context of probabilistic inference problems.

Moreover, while it is relatively easy to port existing code to use AD (e.g. replacing numpy with
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jax.numpy in Python), probabilistic programming requires additional changes the source

code, often defining additional syntax to annotate random choices (so that those choices can

be traced and referred to while solving inference problems).

Treating programs as probabilistic models offers a number of benefits. Both constrained

and unconstrained optimization problems can be transcribed as posterior inference problems

(this is the optimization-as-inference approach discussed in [72], [73] and explored in detail

in Chapter 5), but inference also allows us to answer questions such as the likely failure

analysis problem in (2.3).

Significance of this thesis Probabilistic programming has been applied to a large num-

ber of problems in statistical inference; in fact, many of its original applications involved

automating traditional statistical inference tasks such as regression and hierarchical model-

ing with a convenient programming interface [74]. Although probabilistic graphical models

such as factor graphs have been applied widely in robotics, with deep roots in the SLAM

community [39], these methods have experienced some of the same hurdles as traditional

model-based verification methods discussed above: it is difficult to derive these models by

hand, particularly for complex autonomous systems. This thesis will close this gap by apply-

ing probabilistic programming to automatically generating these models for robotics safety

verification and optimization problems.
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Chapter 3

End-to-end Design Optimization with

Statistical Robustness Certificates

Across disciplines, engineers use computer-aided design tools to boost their productivity and

design increasingly complex systems. For example, mechanical engineers use a suite of 3D

CAD (computer-aided design) and FEA (finite-element analysis) tools to design structures

and understand their performance. Likewise, electrical engineers use electronic design au-

tomation tools, including hardware description languages like Verilog, to design and analyze

large-scale, reliable, yet highly complex integrated circuits. In robotics, recent years have

seen the development of highly capable modeling and simulation tools [75], [76], some of

which include the ability to optimize particular subsystems, but the question of how best to

leverage these modeling and simulation tools as computational design aids remains an open

question (and the subject of substantial active research, as discussed in Chapter 2).

Two factors have made it difficult to develop automated design tools for robotics. The

first is complexity: most robots are composed of many interacting subsystems. Although

some tools may aid in designing certain subsystems (e.g. Simulink for controllers, SolidWorks

or CATIA for hardware, custom software for training perception systems), these tools cover

only a small part of the overall robotics design problem, which includes sensing, actuation,
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perception, navigation, control, and decision-making subsystems. In addition to being in-

terconnected, these subsystems often have a large number of parameters that require tuning

to achieve good performance (neural network-based perception is an extreme example); as a

result, it is not enough that a tool be able to model all of these subsystems, it should help

the user optimize the performance of the system end-to-end. Moreover, since few robotic

systems are exactly alike, an effective design tool must allow the user to select an appro-

priate level of abstraction for the problem at hand. As a result, there is a need for flexible

computational tools that can help designers optimize complex robotic systems.

The second difficulty is uncertainty. Robots operate in dynamic environments that cannot

be fully specified a priori, and nonlinear interactions between the robot and its environment

can make this uncertainty difficult to quantify. Nevertheless, we must account for this

uncertainty during the design process and ensure that our designs perform robustly. The

nature of this uncertainty can vary from problem to problem, reiterating the requirement

that an automated design tool must be flexible enough to adapt to different robot design

problems.

To be successful, an automated robot design tool must address these two challenges

(complexity and uncertainty). In addition, just as mechanical and electrical engineers use

automated tools to both design and verify their designs, a robot design tool must enable its

user to both design autonomous systems and certify the robustness of those designs. The

development of a tool meeting both of these requirements is the primary goal of this thesis,

and this chapter presents the first component of that system: a general-purpose robot design

optimization tool that is both flexible (using differentiable programming to model complex

systems) and robust (avoiding “brittle” optima), along with a novel statistical approach to

certifying a design’s robustness to environmental uncertainty. In later chapters, we refine this

approach to improve its robustness using adversarial optimization and probabilistic meth-

ods, and we improve the coverage and efficiency of the verification process using techniques

from statistical inference and rare event simulation. This chapter is based on the author’s
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published work [5].

Our goal is to develop a general-purpose robot design optimization tool that can be

applied to a range of robot design problems with multiple subsystems. This goal is in

contrast with other approaches that are restricted either to specific applications [3], [53]–

[55], [57], [77] or subsystems [78]. To accomplish this goal, we make two novel contributions

in this chapter. The first is algorithmic: our approach builds on recent developments in

programming languages (i.e. automatic differentiation) to provide the flexibility to model

complex systems while still allowing fast gradient-based optimization. The second concerns

certification: to ensure that our optimized designs are robust in the face of uncertainty, we

pair design optimization with a novel statistical approach to robustness analysis.

Our experiments show that our methods can (in our first case study) optimize a robotic

system with five subsystems and six design variables in under five minutes, achieving an

8.4x performance improvement over the initial design. In our second case study, we opti-

mize a system with three subsystems and 454 design variables in under an hour, achieving

a 44% performance improvement over the initial design. Our use of differentiable program-

ming allows us to complete this optimization 32% and 20x faster, respectively in each ex-

ample, compared to approximate gradient methods. Both of these designs are certified

using a statistical robustness analysis and successfully deployed in hardware. An open-

source implementation of our framework, including repeatable code examples, is available at

https://github.com/MIT-REALM/architect.

3.1 Preliminaries and assumptions

Key to the design of robotic systems is the tension between the factors a designer can control

and those she cannot. For instance, a designer might be able to choose the locations of sensors

and tune controller gains, but she cannot choose the sensor noise or disturbances (e.g. wind)

encountered during operation. Robot design is therefore the process of choosing feasible
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values for the controllable factors (here referred to as design parameters) that achieve good

performance despite the influence of uncontrollable factors (exogenous parameters).

Of course, this is a deliberately narrow view of engineering design, since it focuses on

parameter optimization and ignores important steps like problem formulation and system

architecture selection. Our focus on parameter optimization is intentional, as it allows the

designer to focus her creative abilities and engineering judgment on the architecture problem,

using computational aids as interactive tools in a larger design process [79], [80]. This focus is

common in design optimization (e.g. aircraft design in [79] and 3D CAD optimization in [80]).

To formalize the design optimization problem, we take a high-level view of the robot design

problems (shown in Fig. 3.1), where a design problem has the following components:

Design parameters The system designer has the ability to tune certain continuous pa-

rameters θ ∈ Θ ⊆ Rn; e.g., control gains or the positions of nodes in a sensor network.

Exogenous parameters Some factors are beyond the designer’s control, such as wind

speeds or sensor noise. We model these effects as random variables with some distribution

ϕ ∼ Φ supported on a subset of Rm. In this chapter, we assume no knowledge of Φ other

than the ability to draw samples i.i.d..

Simulator Given particular choices for θ and ϕ, the system’s state s ∈ S evolves in discrete

time according to a known simulator S : Θ×Φ→ ST . This simulator describes the system’s

behavior over a finite horizon T as a trace of states s1, . . . , sT . S should be deterministic;

randomness must be “imported” via the exogenous parameters.

Cost We assume access to a function J : ST → R mapping system behaviors (i.e. a trace

of states) to a scalar metric that we seek to minimize.

Constraints The choice of design parameters is governed by a set of constraints ci : Θ→ R

with index set i ∈ Ic. Design parameters θ are feasible if ci(θ) ≥ 0 ∀i ∈ Ic. Here, we consider
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Figure 3.1: A glass-box model of a generic robotic system. Design optimization involves
finding a set of design parameters so that the simulated cost is minimized, while robustness
analysis involves quantifying how changes in the exogenous parameters affect the simulated
cost.

constraints as functions of θ only; we leave the extension to robust constraints involving ϕ

to future work.

We assume that the simulator S, cost J , and constraints ci are automatically differentiable

almost everywhere with respect to θ and ϕ. We will re-use this notation throughout this

thesis, but various assumptions will be relaxed in later chapters (e.g. to consider non-

deterministic simulators), and additional assumptions (e.g. smoothness) will be introduced

as needed to provide theoretical guarantees.

We can make this discussion concrete with an example: consider the autonomous ground

vehicle (AGV) design problem illustrated in Fig. 3.2. In this problem, our goal is to design a

localization and navigation system that will allow the AGV to safely navigate between two

obstacles. The AGV can estimate its position using an extended Kalman filter (EKF) with

noisy measurements of its range from two nearby beacons and its heading from an IMU. The

robot uses this estimate with a navigation function [81] and feedback controller to track a

collision-free path between the obstacles.

In this problem, the design parameters θ include the (x, y) locations of the two range

beacons b1, b2 ∈ R2 and the feedback controller gains k ∈ R2. The exogenous parameters ϕ

are the actuation and sensor noises at each timestep wt ∈ R3 and vt ∈ R3, drawn i.i.d. from

Gaussian distributions N (0, Q) and N (0, R), respectively, as well as the initial state (also
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Figure 3.2: A design optimization problem for an AGV localization and navigation system.
The goal is to find placements for two range sensors along with parameters for the navigation
system that allow the robot to safely pass through the narrow doorway.

Gaussian). The simulator ξ integrates the AGV’s dynamics using a fixed timestep, updating

the EKF and evaluating the navigation controller at each step. The cost function J assigns

a penalty to collisions with the environment, estimation errors, and deviations from the goal

location. We will return to this example in more detail in Section 3.4.1; first, we discuss our

approach to design optimization and robustness analysis in Sections 3.2 and 3.3, respectively.

3.2 Design optimization using differentiable programming

Given the notation from Section 3.1, we can formally pose the robot design optimization

problem. In formulating the optimization objective, it is important to consider the variance

introduced by the exogenous parameters ϕ. Simply minimizing the expected value of the

cost Eϕ∼Φ

[
J ◦ S (θ, ϕ)

]
(where ◦ denotes composition) can lead to myopic behavior where

exceptional performance for some values of ϕ compensates for poor performance on other

values; this is related to the phenomenon of “reward hacking” in reinforcement learning [82].

Ideally, we would like our designs to be robust to variations in exogenous parameters:

changing ϕ should not cause the performance to change much. We can include this require-

ment as a heuristic by penalizing the variance of J . Intuitively, this heuristic “smooths”
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the cost function with respect to the exogenous parameters: regions of high variance (con-

taining sharp local minima) are penalized, while regions of low variance are rewarded. We

return to justify this connection to robustness in Section 3.3.3. This heuristic leads us to the

variance-regularized robust design optimization problem:

min
θ∈Θ

E
ϕ∼Φ

[
J ◦ S (θ, ϕ)

]
+ λVarϕ∼Φ

[
J ◦ S (θ, ϕ)

]
(3.1a)

s.t. ci(θ) ≥ 0 ∀i ∈ Ic (3.1b)

Practically, we replace the expectation and variance with unbiased estimates over N samples

ϕi ∼ Φ, i = 1, . . . , N .

min
θ∈Θ

1

N

N∑
i=1

[
J ◦ S (θ, ϕi)

]
(3.2a)

+ λ

∑N
i=1 (J ◦ S (θ, ϕi))

2

N − 1
−

(∑N
i=1 J ◦ S (θ, ϕi)

)2
(N − 1)N


s.t. ci(θ) ≥ 0 ∀i ∈ Ic (3.2b)

Of course, these Monte-Carlo estimates will require multiple evaluations of J ◦S to eval-

uate (3.2a). Since S might itself be expensive to evaluate, approximating the gradients

of (3.2a) and (3.2b) using finite differences will impose a large computational cost (2nN

additional evaluations of J ◦ S and ci at each step). Instead, we can turn to automatic

differentiation (AD) to directly compute these gradients with respect to θ, which we can

use with any off-the-shelf gradient-based optimization algorithm. The precise choice of op-

timization algorithm is driven by the constraints and is not central to our framework. If

the constraints are hyper-rectangle bounds on θ, then algorithms like L-BFGS-B may be

used, but if the constraints are more complex then sequential quadratic programming or

interior-point methods may be used. Our implementation provides an interface to a range

of optimization back-ends through SciPy [83].

45



In this framework, the user need only implement the simulator and cost function for

their specific problem using a differentiable programming framework like the JAX library for

Python [64], and this implementation can be used automatically for efficient gradient-based

optimization. By implementing a library of additional building blocks in this AD paradigm

(e.g. estimation algorithms like the EKF), we provide an AD-based design optimization tool

that strikes a productive balance between flexibility and ease of use. At the time of this

writing, this library of building blocks includes an EKF for state estimation, the dynamics

of various common robot platforms, formal specification languages like signal temporal logic,

and differentiable RGB and depth image rendering.

3.3 Design certification via robustness analysis

Once we have found an optimal choice of design parameters, we need to verify that the

design will be robust to uncertainty in the exogenous parameters. Similarly to 3D CAD and

FEA packages for mechanical engineers, a successful design tool not only helps an engineer

refine her design (i.e. using the design optimization framework in Section 3.2) but also helps

her analyze and predict its performance. To certify the performance of an optimized design,

we are interested in two distinct questions. First, what is the maximum cost we can expect

given variation in the exogenous parameters? Second, how sensitive is the cost to external

disturbances: by how much can a change in the exogenous parameters increase the cost?

Answering these questions is difficult because we must extrapolate worst-case perfor-

mance from a finite number of simulations. To address this difficulty, we develop a proba-

bilistic approach based on extreme value theory in statistics [84]–[86]. We begin by stating

a relevant result:

Theorem 3.3.1 (Extremal Types Theorem; 3.1.1 in [86]). Let X1, . . . , XN be random

variables drawn i.i.d. from an unknown distribution and MN = maxi{Xi} be the sample

maximum. If there exist sequences of normalizing constants {aN > 0} and bN such that the
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limiting distribution of (MN − bN)/aN as N →∞ is non-degenerate, then

lim
N→∞

Pr [(MN − bN)/aN ≤ z] = G(z) (3.3)

where G(z) is a Generalized Extreme Value Distribution (GEVD) with location µ, scale σ,

and shape ξ,

G(z) = exp

{
−
[
1 + ξ

(
z − µ
σ

)]−1/ξ
}
, (3.4)

supported on {z : 1 + ξ(z − µ)/σ > 0}.

In the special case ξ = 0, this distribution has a slightly different form (known as a

Gumbel distribution), but the result holds. In practice, an and bn are not estimated directly

(this merely changes the fit values of µ and σ) and the GEVD is fit directly to MN by either

maximizing the log likelihood [86] or estimating the posterior distribution of (µ, σ, ξ) using

Markov Chain Monte Carlo methods [87]. A useful feature of the GEVD is that if our data

suggest that ξ < 0, then the support of G(z) is bounded above and we can estimate an upper

bound on the maximum M∞. If ξ ≥ 0, then we cannot estimate a strict upper bound, but

we can provide for a confidence interval for M∞ instead. In the following sections, we apply

this theorem to analyze the robustness of an optimized design.

3.3.1 Estimating the worst-case performance

Our first robustness question concerns the worst-case performance of our design: given vari-

ation in ϕ, what is the maximum cost we can expect for our choice of design parameters θ?

Our insight is that the variation ϕ ∼ Φ induces an (unknown) distribution in J ◦ S(θ, ϕ), so

J ◦ S(θ, ϕ) a random variable to which the extremal types theorem applies. Algorithm 3.3.1

provides a means for estimating the maximum of J ◦ S(θ, ϕ) by fitting a GEVD to observed

maximums MN . Generally speaking, the block size N and sample size M should be chosen

to be as large as computationally feasible to reduce the variance of the GEVD estimate [86].

In practice, we use the automatic parallelization features of JAX to efficiently compute
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Figure 3.3: A visualization of Theorem 3.3.1, which provides conditions under which the
distribution of sample maxima of samples drawn from an unknown distribution will be
follow a GEVD. There is an intuitive connection with the central limit theorem, whereby
the distribution of sample means will be Gaussian.

Algorithm 3.3.1: An algorithm for estimating the parameters of a GEVD govern-
ing the expected maximum cost J ◦ S
Require: Block size N > 0 and sample size M > 0
X i
j ← J ◦ S(θ, ϕij); with ϕij ∼ Φ, 1 ≤ j ≤ N , 1 ≤ i ≤M

M i
N ← max{X i

1, . . . , X
i
N} for i = 1, . . . ,M

(µ, σ, ξ)← posterior GEVD estimate given {M i
N}

X i
j and obtain the posterior distribution of µ, σ, and ξ using Markov Chain Monte Carlo

sampling with the PyMC3 library [87]. From this posterior distribution, we take the 97%

confidence level for each parameter (µ∗, σ∗, ξ∗). If ξ∗ < 0, we have confidence that the

corresponding GEVD has bounded support on the right and estimate the maximum cost

Jmax ≤ µ − σ/ξ. Otherwise, we can estimate the 97% confidence level for Jmax using the

GEVD described by (µ∗, σ∗, ξ∗).

3.3.2 Estimating sensitivity

In addition to the expected worst-case performance, it is also useful to know the sensitivity

of that performance. That is, if the design performs well in one situation (i.e. for some value

of ϕ), then how much can we expect its performance to degrade if ϕ changes? Formally, we
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define the sensitivity L as the least constant such that for any two ϕ1, ϕ2 ∼ Φ,

|J ◦ S(θ, ϕ1)− J ◦ S(θ, ϕ2)| ≤ L||ϕ1 − ϕ2||

If J ◦S is Lipschitz then L will be finite and equal the Lipschitz constant of J ◦S, but we do

not require this assumption; if J ◦S is not Lipschitz, then we can estimate a high-confidence

upper bound on L.

In both cases, we can exploit the fact that L is an extreme value of the slope |J ◦

S(θ, ϕ1) − J ◦ S(θ, ϕ2)|/||ϕ1 − ϕ2|| and apply the extremal types theorem. Let X = ||J ◦

S(θ, ϕ1)− J ◦ S(θ, ϕ2)||/||ϕ1 − ϕ2|| be a random variable with ϕ1, ϕ2 ∼ Φ. The distribution

of X is unknown, but the extremal types theorem lets us characterize the sample maximum

LN = max{X1, . . . , XN} using a GEVD. Algorithm 3.3.2 provides our method for fitting

this distribution. This approach is similar to that in [84], [88] but removes the assumption

that L is bounded by fitting a GEVD instead of a reverse Weibull distribution, allowing our

approach to apply even when J ◦ S is not Lipschitz.

Algorithm 3.3.2: An algorithm for estimating the parameters of a GEVD govern-
ing the sensitivity of J ◦ S
Require: Block size N > 0 and sample size M > 0
X i
j ← |J ◦ S(θ, ϕij,1)− J ◦ S(θ, ϕij,2)|/||ϕij,1 − ϕij,2||, with

ϕij,1, ϕij,2 ∼ Φ, j = 1, . . . , N , i = 1, . . . ,M
LiN ← max{X i

1, . . . , X
i
N} for i = 1, . . . ,M

(µ, σ, ξ)← posterior GEVD estimate given {LiN}

Algorithm 3.3.2 is similar to Algorithm 3.3.1, but the interpretation of the results differs

in that Algorithm 3.3.2 allow us to understand the sensitivity of a design rather than its

worst-case performance. In particular, if the 97% confidence level for the shape parameter

ξ∗ is negative, then J ◦ S is likely Lipschitz continuous with Lipschitz constant L ≤ µ − σ
ξ
.

If ξ > 0, then J ◦ S is likely not Lipschitz but we can estimate the 97% confidence level for

L. As a result, this statistical approach allows us to avoid making prior assumptions about

the continuity of our system.
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3.3.3 Theoretical connections between verification by extremal types

and variance-regularized optimization

Here, we will attempt to justify the variance regularization heuristic introduced in Sec-

tion 3.2 with reference to the worst-case performance Jmax and sensitivity L computed by

Algorithms 3.3.1 and 3.3.2. First, let us examine the connection with expected worst-case

performance Jmax. If we take the probability of observing a cost J = J ◦ S(θ, ϕ) within α of

Jmax, with 0 < α < 1, and apply Cantelli’s inequality [89], we see that

Prϕ∼Φ(J ≥ αJmax) ≤
Varϕ∼Φ[J]

Varϕ∼Φ[J] + (αJmax − Eϕ∼Φ[J])2

Minimizing Varϕ∼Φ[J] in addition to Eϕ∼Φ[J ] will correlate with decreasing this upper bound.

As a result, we expect variance regularization to correlate with decreased probability of

encountering near-worst-case performance.

We can also justify the connection between variance regularization and reducing sensi-

tivity L by looking at the special case where J ◦ S is Lipschitz and the elements of ϕ are

independent. The Bobkov-Houdré variance bound for Lipschitz functions [90] holds that

Varϕ∼Φ[J] ≤ L2σ2
Σϕ, where σ2

Σϕ is the variance of the sum of elements in ϕ. This bound does

not guarantee that minimizing Varϕ∼Φ[J] decreases L, but it suggests a correlation between

these quantities.

3.4 Experimental results

So far, we have developed the theoretical and algorithmic basis for our robot design frame-

work. It remains for us to empirically answer two questions: first, is our framework useful

for solving practical robot design problems? Second, is our statistical method for robustness

analysis sound?

In this section, we answer these questions through the lens of two case studies. The first
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involves finding optimal sensor placements for robot navigation, and the second involves

optimizing a pushing strategy for multi-agent manipulation. We demonstrate the success

of our optimization and robustness analysis framework on each example, and we provide

results from hardware testing in both cases. Next, we include an ablation study justifying

our use of automatic differentiation and variance regularization. We conclude by verifying

the soundness of our statistical robustness analysis.

3.4.1 Case study: optimal sensor placement for navigation

First, we return to the AGV localization and navigation example introduced in Fig. 3.2. This

design problem requires finding an optimal placement for two ranging beacons to minimize

estimation error and allow the robot to safely navigate between two obstacles. Range mea-

surements from these beacons are integrated with IMU data via an EKF, and the resulting

state estimate is used as input to a navigation function and tracking feedback controller

to guide the robot to its goal. This design problem has two important features. First, it

involves interactions between multiple subsystems: the output from the EKF is used by the

navigation function, which feeds input to the controller, which in turn influences future EKF

predictions. Second, the effect of uncertainty on the robot’s performance is relatively strong.

The design parameters are the (x, y) locations of two range beacons and two feedback con-

troller gains (6 total design parameters). The exogenous parameters include uncertainty in

the robot’s initial state along with actuation and sensing noise at each of T timesteps (3+6T

total exogenous parameters). The cost function has three components: one penalizing large

estimation errors, one penalizing deviations from the goal, and one penalizing collisions with

the environment. A formal definition of the design and exogenous parameters, simulator,

cost, and constraints is given in Table A.1 in the appendix. The simulator and cost functions

are implemented in Python using the JAX framework for automatic differentiation.

Fig. 3.4a compares simulated trajectories for the initial and optimized beacon placements

and feedback gains, clearly showing the impact of design optimization. Initially, poor beacon
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placement causes the robot to accumulate estimation error and drift away from its goal. The

optimized design moves the beacons off to the side to eliminate this drift. Optimization

(N = 512, λ = 0.1, L-BFGS-B back-end) takes 3 minutes 34 s on a laptop computer (8GB

RAM, 1.8GHz 8-core processor).

We test the initial and optimized design in hardware using the TurtleBot 3 platform. To

emulate range beacon measurements in our lab, odometry and laser scan data are fused into

a full state estimate from which range measurements are derived (the full state estimate is

hidden from the robot, which only received the emulated range measurements). The control

frequency is increased from 2Hz in simulation to 10Hz in hardware, and the obstacles are

recreated in our laboratory. The hardware results, shown in Figs. 3.4b and 3.5a, confirm

our simulation results: the initial design suffers from drift and ends approximately 10 cm

from its target position, while the optimized design does not drift and ends within 5 cm of

the goal. This difference can be seen most clearly in the posterior error covariance from

the EKF; Fig. 3.5a shows how the optimized design greatly reduces uncertainty in the state

estimate compared to the initial design. No parameter estimation or tuning on hardware

was required.

We then apply the robustness analysis from Section 3.3 to certify the maximum absolute

estimation error ∥xt − x̂t∥ in the optimized design (in meters, projected into the xy plane).

Note that this error is different from the cost used during optimization, but we can still apply

Algorithm 3.3.1 simply by changing the cost function for the duration of the analysis. Using

block size N = 1000 and sample size M = 1000, we fit a GEVD using Algorithm 3.3.1 to the

maximum estimation error for both the initial and optimized designs. These distributions

are shown in Fig. 3.5b; the optimized design significantly reduces the expected maximum

estimation error. We observe that the 97% confidence level for the shape parameter ξ = 0.059

is positive, so we cannot conclude that the worst-case estimation error is bounded, but we

can derive a high-confidence bound of 0.21m for our optimized design.
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(a) Simulated trajectories for the initial (top)
and optimized (bottom) AGV designs. Nav-
igation function contours are shown in color.

(b) Hardware performance of initial (top)
and optimized (bottom) AGV designs.
Square (green) shows the goal; triangles (red)
show beacon locations.

Figure 3.4: Simulation and hardware validation of optimized AGV designs, showing how the
optimized design eliminates drift relative to goal.

3.4.2 Case study: collaborative multi-robot manipulation

Our second example involves finding a control strategy for multi-agent collaborative manip-

ulation. In this setting, two ground robots must collaborate to push a box from its current

location to a target pose (as in Fig. 3.6a). Given the desired box pose and the current loca-

tion of each robot, a neural network plans a trajectory for each robot, which the robots then

track using a feedback controller (θ includes both the neural network parameters and the

tracking controller gains, with a total of 454 design parameters). The exogenous parameters

include the coefficient of friction for each contact pair, the mass of the box, the desired pose

of the box, and the initial pose for each robot (a total of 13 exogenous parameters; we vary

the desired box pose and initial robot poses to prevent over-fitting during optimization).

The cost function is simply the squared error between the desired box pose (including posi-
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(a) Hardware results for EKF state estimates and posterior error co-
variance 3σ ellipse for initial and optimized AGV designs.

(b) GEVD CDF fit using Algorithm 3.3.1 for the maximum absolute
estimation error in the xy-plane in both the initial and optimized AGV
designs, with 97% confidence levels.

Figure 3.5: Additional validation of optimized AGV designs.

tion and orientation) and its true final pose after a 4 s simulation. A full definition of this

design problem and contact dynamics model is included in Table A.2 in the appendix. We

implement the contact dynamics simulator, trajectory planning neural network, and path

tracking controller in Python using JAX.

Compared to the design problem in our first case study, this system has a simpler archi-

tecture (fewer subsystems) but more complicated dynamics and a much higher-dimensional

design space. This example also showcases a different interpretation of the exogenous pa-

rameters: instead of representing true sources of randomness, these parameters represent

quantities that are simply unknown at design-time. For example, the target position for the

box is not random in the same way as sensor noise in the previous example, but since we
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(a) Multi-agent manipulation design opti-
mization problem. The goal is to find pa-
rameters for robot controllers and a neural
network planner that push the box from an
initial position (solid) to a desired position
(striped).

(b) GEVD CDF fit using Algorithm 3.3.2
for the maximum sensitivity of the optimized
collaborative manipulation strategy to vari-
ation in friction coefficient. z has units of
meters per unit change in friction coefficient.

Figure 3.6: Setup and robustness analysis for the multi-agent manipulation problem.

cannot choose this value at design-time it must be included in ϕ. As a result, minimizing the

expected cost with respect to variation in ϕ yields a solution that achieves good performance

for many different target poses, enabling the user to select one at run-time and be confident

that the design will perform well.

To solve this design problem, the neural network parameters are initialized i.i.d. according

to a Gaussian distribution, and the tracking controller gains are set to nominal values. We

then optimize the parameters using N = 512, λ = 0.1, and L-BFGS-B back-end. This

optimization took 45 minutes 32 s on a laptop computer (8GB of RAM and a 1.8GHz 8-core

processor). Fig. 3.7 shows a comparison between the initial and optimized strategies, and

Fig. 3.8 in the appendix shows additional examples of the optimized behavior. The target

pose is drawn uniformly [x, y, θ] ∈ [0, 0.5]2 × [−π/4, π/4], and the optimized design achieves

a mean squared error of 0.0964.

We test the optimized design in hardware, again using the TurtleBot 3 platform. An

overhead camera and AprilTag [91] markers are used to obtain the location of the box and

each robot. At execution, each robot first moves to a designated starting location near

the box, plans a trajectory using the neural network policy, and tracks that trajectory at

100Hz until the box reaches its desired location or a time limit is reached. Results from this
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Figure 3.7: Left: Initial (top) and optimized (bottom) manipulation strategies in simulation
(light/dark colors indicate initial/final positions, stripes indicate desired position). Right:
Optimized manipulation strategy deployed in hardware. (a) The robots first move to po-
sitions around the box. (b) Using the optimized neural network, the robots plan a cubic
spline trajectory pushing the box to its desired location. (c-d) The robots execute the plan
by tracking that trajectory.

hardware experiment are shown in Fig. 3.7. Again, no parameter tuning or estimation on

hardware was needed.

After successfully testing the optimized design in the laboratory, it is natural to ask how

its performance might change as conditions (particularly the coefficients of friction) change.

Using M = 500 blocks of size N = 1000 each, we use Algorithm 3.3.2 to fit a GEVD for

the sensitivity constant L with respect to the coefficients of friction between each contact

pair. We do this by allowing these coefficients to vary and freezing other elements of ϕ at

nominal values (box mass 1 kg and target pose [0.3, 0.3, 0.3]). The fit distribution is shown

in Fig. 3.6b. The 97% confidence level for the shape parameter is ξ = 0.118 > 0, so we

cannot conclude that the performance of our design is Lipschitz with respect to the friction

coefficients, but we can estimate the 97% confidence level for L as 0.63.
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Figure 3.8: Additional examples of optimized multi-agent manipulation behavior in simu-
lation, showing that the optimized strategy reaches the goal in most cases. Each example
shows the results of executing the optimized pushing strategy for 4 s with a randomly selected
set of friction coefficients, random target pose, and random initial robot poses. Light/dark
colors indicate initial/final positions, respectively, and the striped box indicates the target
pose.

3.4.3 Design optimization ablation study

Our case studies in Sections 3.4.1 and 3.4.2 help demonstrate the utility of our framework

for solving realistic robotics problems. However, it remains to justify the choices we made

in designing this framework. For instance, how does automatic differentiation compare

with other methods for estimating the gradient (e.g. finite differences)? What benefit does

variance regularization in problem (3.2) bring? We answer these questions here using an

ablation study where we attempt to isolate the impact of each of these features.

First, why use automatic differentiation? On the one hand, AD allows us to estimate the

gradient with only a single evaluation of the objective function, while other methods (such

as finite differences, or FD) require multiple evaluations. On the other hand, AD necessarily

incurs some overhead at runtime, making each AD function call more expensive than those

used in an FD scheme. Additionally, some arguments [69] suggest that exact gradients may

be less useful than finite-difference or stochastic approximations when the objective is stiff
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(a) AD vs. FD; sensor placement (b) AD vs. FD; manipulation

(c) Effect of VR; sensor placement (d) Effect of VR; manipulation

Figure 3.9: (a)-(b) Improvement of automatic differentiation (AD) over finite differences
(FD) in both case studies. (c)-(d) Effect of variance regularization (VR) in both case studies.

or discontinuous. We compare AD with a 3-point finite-difference method by re-solving

problem (3.2) for both case studies, keeping all parameters constant (N = 512, λ = 0.1,

same random seed) and substituting the gradients obtained using AD for those computed

using finite differences. Fig. 3.9 shows the results of this comparison. In the sensor placement

example, AD achieves a lower expected cost and cost variance, and it runs in 32% less time.

In the collaborative manipulation example, both methods achieve similar expected cost and

variance, but the AD version runs nearly 19x faster. These results lead us to conclude that

AD enables more effective optimization than finite differences and is an appropriate choice

for our framework.

The next question is whether variance regularization brings any benefit to the design

optimization problem. To answer this question, we compare the results of re-solving both

case studies with variance weight λ = 0.1 and λ = 0. These results are shown in Fig. 3.9;

surprisingly, in the sensor placement example we see that the variance-regularized problem
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results in a lower expected cost, contrary to the intuition that regularization requires a trade

off with increased expected cost. We expect that this lower expected cost may be a result of

the regularization term smoothing the objective with respect to the exogenous parameters.

However, these benefits are less pronounced than the benefits from automatic differentiation,

and we do not see a distinct benefit from variance regularization in our second case study.

3.4.4 Accuracy of robustness analysis

To verify the soundness of our statistical robustness analysis methods, we need to determine

whether the fit GEVD is likely to either under- or overestimate the worst-case performance of

a design. To answer this question, we compare the cumulative distribution function (CDF)

of the fit GEVD with an empirical CDF observed from data. Algorithms 3.3.1 and 3.3.2

both estimate a posterior distribution for µ, σ, and ξ, allowing us to construct an upper-

bound and lower-bound GEVD using the 97% and 3% confidence level parameter estimates.

Using these distributions, we can measure false optimism and conservatism using a one-sided

Kolmogorov-Smirnov (KS) test [92].

Fig. 3.10 compares the estimated GEVDs and empirical data for worst-case performance

in the sensor placement example (fit using Algorithm 3.3.1) and sensitivity in the manip-

ulation example (fit using Algorithm 3.3.2). In the former case, we see that the empirical

CDF lies between the upper- and lower-confidence limits for the fit distribution, indicating

that the fit is neither falsely optimistic at the 97% level nor conservative at the 3% level

(these conclusions are confirmed by the KS statistics provided in Table 3.1). In the second

case study, even though the empirical CDF extends slightly beyond the estimated bounds

in some regions, the statistical analysis in Table 3.2 indicates that the estimated GEVD is

neither falsely optimistic at the 97% level nor conservative at the 3% level. In addition, we

see that the gap between the 3% and 97% distributions is relatively small in both examples

in Fig. 3.10.
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Figure 3.10: Comparison of fit GEVD CDFs and empirical CDF for worst-case estimation
error in the sensor placement example (top) and sensitivity in the manipulation example
(bottom).

Null Hypothesis
KS

Statistic p-value Conclusion (p < 0.05)

False Optimism 97% GEVD under-
estimates worst-case
performance

0.0410 0.0337 Reject; 97% GEVD does
not under-estimate worst-
case performance

Conservatism 3% GEVD over-
estimates worst-case
performance

0.0529 0.00354 Reject; 3% GEVD does
not over-estimate worst-
case performance

Table 3.1: Results of one-sided KS tests for the sensor placement case study. These results
indicate that Algorithm 3.3.1 is sound in this case.

3.5 Summary

In this chapter, we introduce an automated design tool to improve the productivity of robot

designers by a) enabling efficient optimization of robot designs and b) allowing users to certify

the robustness of those designs. In developing this framework, we make two main contri-

butions. First, we use differentiable programming for end-to-end optimization of robotic

systems, creating a flexible software framework for design optimization. Second, we develop

a novel statistical framework for certifying the worst-case performance and sensitivity of

optimized designs. We apply these tools to optimize the design of two robotic systems in

hardware. We use our statistical certification method to test the robustness of these designs,

and we show that the optimized designs are robust enough to deploy in hardware. We hope
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Null Hypothesis
KS

Statistic p-value Conclusion (p < 0.05)

False Optimism 97% GEVD under-
estimates sensitivity

0.0399 6.75× 10−5 Reject; 97% GEVD does not
under-estimate sensitivity

Conservatism 3% GEVD over-
estimates sensitivity

0.0618 1.03× 10−10 Reject; 3% GEVD does not
over-estimate sensitivity

Table 3.2: Results of one-sided KS tests for the collaborative manipulation case study. These
results indicate that Algorithm 3.3.2 is sound in this case.

that by combining flexible design optimization with robustness certification, this framework

makes the first steps towards developing the automated design aid for robotics engineers

envisioned by this thesis.

That said, there are several limitations with the approach presented in this chapter.

First, since our approach relies on sampling from Φ without any further information, it will

require a large number of samples to accurately capture rare events. As we will see in the

following chapters, we can close this gap when more information about Φ is available by

using adversarial optimization and Bayesian inference techniques. Second, the statistical

verification method yields an estimate of the worst-case cost, but it does not provide any

insights into what environmental factors could lead to that worst-case performance. Finally,

the optimization approach presented in this chapter is based on gradient descent, which is

inherently local (i.e. it risks converging to a suboptimal solution) and prone to failing when

the gradients of J ◦ S are not well behaved. We will address both of these limitations in the

following chapters, starting with an adversarial optimization method that reduces the number

of samples from Φ required for robust solutions, and then discussing a novel reformulation

of the end-to-end design optimization problem that allows us to search for (approximately)

globally optimal solutions and avoid issues due to poorly conditioned gradients.
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Chapter 4

Counterexample-guided Optimization

with Formal Specifications

In the previous chapter, we saw how automatic differentiation can enable end-to-end design

optimization for a range of robotic systems. However, the optimization algorithm presented

in Chapter 3 relies on a variance-regularization heuristic to encourage the robustness of the

optimized designs. There are two issues with this approach, which we address in this chapter.

First, estimating the cost variance requires a large number of samples of the exogenous

parameters ϕ. Second, the methods presented in Chapter 3 provide a statistical estimate of

the worst-case cost, but they do not provide concrete counterexamples; i.e., specific values

of ϕ that lead to high cost.

In this chapter, we address both of these issues through the development of a counterexample-

guided design optimization pipeline that replaces the variance regularization used in Chap-

ter 3 with an adversarial optimization procedure that alternates between optimizing the

design θ and a set of adversarial counterexamples ϕ. In addition, we use differentiable tem-

poral logic to allow users to formally specify the desired behavior of the robot. This chapter

is based on the author’s published work [93].

There are different types of temporal logic that may be used to specify robot behaviors,
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but here we focus on signal temporal logic (STL), a formal language for specifying properties

of real-values continuous-time signals [94]–[96]. Using STL, users can specify a variety of

robot behaviors by combining logical and temporal operators to specify the desired order and

dependencies between subtasks [95], [97], [98]. Although the syntax of STL can be opaque,

there are tools for translating between STL and natural language [99].

A number of previous works have approached the problem of synthesizing robot be-

haviors from STL specifications, using either abstraction-based methods [97], mixed-integer

optimization [95], [100], sampling-based planning [101], [102], or nonlinear optimization [66],

[103], [104]. Abstraction-based methods first discretize the state space, then plan on this

discrete domain; these methods have a long history but suffer from exponential dependence

on problem dimension. Mixed-integer optimization-based methods encode the STL specifi-

cation as linear constraints with integer variables, resulting in soundness and completeness

guarantees, but the resulting mixed integer programs (MIPs) become intractable for prob-

lems with a large state space or long task horizon [100], [105], [106]. The size of the MIP can

be reduced using a timed waypoint representation, but this requires restrictive assumptions

(e.g. access to a tracking controller with bounded error [95]).

Some recent work uses nonlinear optimization to solve robot planning problems with STL

specifications [66], [96], [98], [104], [107]. These methods achieve improved scalability through

the use of smooth approximations of STL and local gradient-based optimization methods,

but they sacrifice completeness and optimality guarantees and can result in solutions with

poor robustness (as we demonstrate via our experiments later in this section).

The primary gap in the state-of-the-art for robot optimization with STL constraints is

that existing methods do not explicitly consider robustness to environmental uncertainty

or disturbances ([107] considers probability of satisfaction, but not robustness to worst-case

uncertainty). Existing methods implicitly encourage robustness by maximizing the margin

by which the STL specification is satisfied, but in practice we find that this is not sufficient to

prevent failure when confronted with environmental uncertainty. Some methods do explicitly
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consider worst-case robustness [106], but our experiments indicate that these methods yield

MIPs that are too computationally expensive to solve in practice.

In this chapter, we address this gap by extending the end-to-end optimization method

presented in Chapter 3 to use counterexamples (i.e. a set of adversarially-chosen environmen-

tal parameters ϕ) to guide the optimization of the design parameters θ. This method uses

an iterative adversarial optimization scheme inspired by solution methods for multi-player

games, alternating between searching for a design that performs well against a set of known

counterexamples and searching for new counterexamples to guide the design process. This

approach relies on differentiable simulation, as discussed in Chapter 3, with the addition of

differentiable temporal logic for formal task specifications. As our method relies on nonlin-

ear gradient-based optimization, it will not recover the optimality or completeness of formal

synthesis tools, but our primary aim is to improve the robustness of the resulting solutions.

This chapter is organized as follows: after briefly reviewing the syntax and semantics

of STL, we extend the problem statement from Chapter 3 to include STL specifications.

We then present our approach to counterexample-guided optimization, and conclude with

numerical experiments that demonstrate the improved performance of our method relative

to state-of-the-art mixed-integer and nonlinear optimization methods. We find that our

approach not only yields designs that satisfy the STL specification despite worst-case envi-

ronmental uncertainty, but also that it requires less than half of the optimization time as

the next-most-successful method. Our counterexample-guided method scales to handle long-

horizon tasks that are not tractable for MIP-based methods, and the designs found using

our approach are consistently more robust than those generated by competing methods.

4.1 Background on signal temporal logic

Recall from Chapter 3 that we described the behavior of the system by the discrete trace of

states over a fixed horizon T : s1, . . . , sT . In this chapter, we extend this view by considering
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behaviors in continuous time s(t), which for convenience we represent as piecewise-linear

interpolation between timed samples (ti, si). Moving from a discrete sequence of states to

a piecewise-linear continuous signal allows us to be more precise in specifying the desired

robot behavior, since we can now be explicit about the state of the robot in between sampled

times while maintaining a finite-dimensional representation.

Given this representation, we can specify the desired behavior of a robot using signal

temporal logic (STL). STL is a formal language for specifying how a signal should evolve

over time, and it allows us to express complex requirements for how a robot behaves over

time. The rest of this section will cover formal STL syntax (how requirements are written)

and semantics (how they are interpreted).

4.1.1 Syntax of signal temporal logic

STL requirements are expressed as formulas, which can be build out of three basic building

blocks: predicates, logical operators, and temporal operators. Predicates are functions that

map a continuous-time signal to a Boolean value, and they can be used to express properties

of the robot’s state or the environment (e.g. is a robot in a given state at a given time).

Logical operators are used to combine predicates, and temporal operators are used to express

how predicates should evolve over time [108]. We can define the syntax of an STL formula

ψ recursively as:

ψ = true | µ(x) ≥ 0 | ¬ψ | ψ1 ∧ ψ2 | ψ1 UI ψ2 (4.1)

with closed (but potentially unbounded) time interval I, predicate µ : S → R mapping states

to real numbers, logical operators ¬ (negation) and ∧ (conjunction), and temporal operator

“until” UI , which can be read as “within interval I, ψ1 must be true until ψ2 becomes true”.

For convenience, we assume I = [0,∞) when not explicitly specified. Additional temporal

operators can be defined in terms of these basic building blocks:
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1. Eventually: ♢I ψ = true UI ψ; read as “ψ must be true at least once during I”.

2. Always: □I = ¬♢I ¬ψ; read as “ψ must be true at all times during I”.

Similarly, the usual suite of logical operators (e.g. or, implies) can be defined in terms

of the basic logical operators. The syntax of STL can be opaque for unfamiliar readers;

wherever possible in this thesis, STL specifications will be accompanied by natural language

explanations.

4.1.2 Semantics of signal temporal logic

There are two related ways of interpreting any given STL formula: the Boolean and quanti-

tative semantics. Given an STL formula ψ, the Boolean semantics assign a simple true/false

value to a signal s at a particular time t indicating whether the STL formula is satisfied at

that time [108]:

s, t |= true

s, t |= µ(x) ≥ 0 iff µ(s(t)) ≥ 0

s, t |= ¬ψ iff s, t ̸|= ψ

s, t |= ψ1 ∧ ψ2 iff s, t |= ψ1 and s, t |= ψ2

s, t |= ψ1 UI ψ2 iff ∃ t′ ∈ t+ I s.t. w, t′ |= ψ2

and w, t′′ |= ψ1 ∀ t′′ ∈ [t, t′]

A useful feature of STL is that it also admits a so-called quantitative semantics. Intu-

itively, if the Boolean semantics tell us whether an STL formula is satisfied by a given signal

at a given time, the quantitative semantics tell us how well the signal satisfies the formula

(i.e. by how much does it exceed the specified requirements, or by how much does it fall

short). We denote the quantitative semantics as ρ : Ψ×S ×R+ → R, where ρ(ψ, s, t) is the

robustness of the signal s with respect to the formula ψ at time t. The robustness is a real
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number that quantifies how well the signal satisfies the formula at that time; the formula is

satisfied precisely when ρ ≥ 0. The robustness function is defined recursively as:

ρ(true, s, t) = ⊤

ρ(µ(x) ≥ 0, s, t) = µ(s(t))

ρ(¬ψ, s, t) = −ρ(ψ, s, t)

ρ(ψ1 ∧ ψ2, s, t) = min{ρ(ψ1, s, t), ρ(ψ2, s, t)}

ρ(ψ1UI ψ2, s, t) = sup
t1∈t+I

min{ρ(ψ2, s, t1), inf
t2∈[t,t1]

ρ(ψ1, s, t2)}

where ⊤ is a constant defined to be greater than all other real values. In practice, linear-time

algorithms exist to compute ρ from a given piecewise-affine signal s [108].

4.2 Problem statement

In this chapter, we extend the design optimization problem (3.2) from Chapter 3 in two ways:

first, we incorporate STL into the cost function to specify the desired robot behavior. Second,

we replace the variance regularization in (3.2a) with a robust adversarial formulation, which

we will solve using counterexample-guided optimization. These two changes yield the robust

design problem:

min
θ

max
ϕ

λJ(θ, ϕ)− ρ (ψ, S(θ, ϕ), 0) (4.2a)

s.t. cθ,i(θ) ≥ 0 ∀i ∈ Iθ (4.2b)

cϕ,i(ϕ) ≥ 0 ∀i ∈ Iϕ (4.2c)

where ρ (ψ, S(θ, ϕ), 0) is the robustness margin at the starting time t = 0 of the system trace

simulated with parameters θ and ϕ with respect to STL specification ψ. We subtract ρ from

a generic cost function J (weighted by λ > 0) to balance maximizing STL robustness against
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minimizing other costs (e.g. fuel use). The scaling factor λ is typically small to prioritize

satisfying the STL specification. For convenience, we denote

Jψ(θ, ϕ) = J(θ, ϕ)− ρ (ψ, S(θ, ϕ)) . (4.3)

In this adversarial formulation, we also include additional constraints (4.2c) to restrict

the values of the exogenous parameters; often, unbounded exogenous parameters can lead

to unbounded cost (e.g. large external disturbances that cause a robot to deviate arbitrarily

far from a planned path), so bounding the exogenous parameters helps with the stability of

this adversarial optimization problem.

4.3 Approach

Problem (4.2) is a nonlinear optimization that cannot generally be solved to global optimality.

Instead, we take advantage of the two-player game structure of this problem to design an

iterative algorithm to find a local generalized Nash equilibrium; i.e., the design parameters

θ and corresponding adversarial exogenous parameters ϕ such that neither the designer nor

the adversary have an incentive to change [7].

In order to solve this problem, we must address three challenges. First, in order to

efficiently solve this nonlinear optimization problem, we must be able to compute gradients

of ρ with respect to θ and ϕ; we address this problem using differentiable programming, as

discussed in Section 4.3.1. Second, even when gradients are available, standard gradient-

based adversarial optimization approaches may encounter stability problems in cases where

no pure equilibria exist (i.e. the adversary and designer oscillate through a cycle of best-

response solutions without converging). Finally, even if gradient-based solution methods

converge, there is a risk that the resulting local Nash equilibrium will not be robust; i.e.,

overfitting the design θ to a particular adversarial ϕ so that the design performs poorly

when ϕ changes. We address these last two problems by developing a meta-heuristic for
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counterexample-guided optimization, which we discuss in Section 4.3.2.

4.3.1 Differentiable signal temporal logic

Although nonlinear problems like (4.2) can be solved without derivatives of ρ, for example

using zero-order gradient estimators [69] or black-box optimizers [14], it is often much more

efficient to make use of gradients when they are available. Despite their usefulness, exact

gradients are difficult to derive symbolically for complex problems; instead, we extend our

work on differentiable simulation in Chapter 3 to include differentiable approximations of

STL robustness.

As defined above, ρ is a continuous but non-smooth function of s, t, and all parameters

of the formula ψ. Smooth approximations to ρ can be derived by replacing the min and max

operators with smooth approximations:

min(a, b) ≈ m̃inγ(a, b) =
1

γ
log
(
eγa + eγb

)
(4.4)

max(a, b) ≈ m̃axγ(a, b) = −m̃inγ(−a,−b) (4.5)

where γ > 0 controls the degree of smoothing; limγ→∞ m̃inγ(a, b) = minγ(a, b). This approx-

imation was introduced in [96] and later used in [103], [104]; other works [66] use a related

but slightly different approximation.

Using these smooth approximations, we implement a fast, linear-time algorithm for com-

puting the differentiable robustness margin, based on [108]. We use the JAX framework [64]

for efficient automatic differentiation and just-in-time compilation. In contrast to the imple-

mentation in [66], where the time complexity of evaluating the U operator scales quadratically

with signal length, our method achieves linear time complexity. In the next section, we dis-

cuss how combining this differentiable robustness margin with gradients from differentiable

simulation allows us to solve (4.2) using an iterative algorithm for counterexample-guided

optimization.
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4.3.2 Counterexample-guided optimization

As mentioned above, to solve the robust optimization problem in (4.2), we must find a gener-

alized Nash equilibrium between the designer and the adversary. Moreover, this equilibrium

should ideally be robust in that the design θ should perform well against a wide range of

adversarial exogenous parameters ϕ. A common approach to finding Nash equilibria in two-

player games like (4.2) is the family of nonlinear Gauss-Seidel-type methods [7], which solve

min-max problems alternating between optimizing θ and ϕ. These methods tune each set of

parameters in turn while holding the other constant; i.e. solving a sequence of optimization

problems:

θ∗i+1 = argmin
θ

Jψ(θ, ϕ
∗
i ) (4.6a)

ϕ∗
i+1 = argmax

ϕ
Jψ(θ

∗
i+1, ϕ) (4.6b)

If this sequence converges (which is not guaranteed), then the stationary point (θ∗, ϕ∗) will

be a local Nash equilibrium [7].

The first risk in using this simple iterative algorithm is that the optimization for both

θ and ϕ can get stuck in local minima. These local minima not only lead to suboptimal

performance of the design θ∗, but also “overconfidence” when θ∗ is overfit to a particular

value of ϕ∗, which might cause the designer to believe that the design is robust because it

performs well against a single adversarial example when it may fail for nearby values of ϕ.

The second risk is that this iterative algorithm may converge to a limit cycle rather than an

equilibrium. In cases where the adversary’s best response is highly sensitive to the current

design of the system, a pure Nash equilibrium may not exist, or if it does exist it may not

be found by iterative solution algorithms.

To mitigate these issues and improve the robustness of the optimized design, we propose

an extended Gauss-Seidel method that takes inspiration from two ideas from the machine
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learning and optimization literature: domain randomization and counterexample-guided

search [4], [109].

The core idea is to allow the adversary to adopt a mixed strategy; rather than committing

to the most recent best response, we allow the adversary to propose a mixture of all best

responses found during previous iterations. To do this, instead of optimizing θ against a

single ϕ, we can maintain a dataset DN = {ϕi}Ni=1 of exogenous parameters, and optimize θ

against all of them simultaneously.

θ∗ = argmin
θ

EDN
[J(θ, ϕi)] (4.7a)

ϕ∗ = argmax
ϕ

J(θ∗, ϕ) (4.7b)

In addition to effectively allowing mixed strategies for the adversary, this approach also

encourages the design to be robust to a wide range of adversarial exogenous parameters,

rather than overfitting to a single value of ϕ. To populate this dataset, we use ϕ∗
i from

successive iterations of the alternating Gauss-Seidel process as counterexamples to guide the

optimization of θ.

Pseudo-code for this counterexample-guided iterative Gauss-Seidel optimization method

is given in Algorithm 4.3.1. This algorithm begins by initializing a dataset with N0 i.i.d. ϕ

sampled randomly from Φ, then alternates between solving the two optimization problems

in (4.7a). At each step, the adversary’s current best counterexample ϕ∗ is added to the

dataset, and the process continues until either reaching a fixed point where the best coun-

terexample does not change between iterations or a maximum number of steps is reached. As

we demonstrate empirically in Section 4.4, this counterexample-guided optimization achieves

substantially better sample efficiency than simple domain randomization, in that it finds de-

signs θ∗ that are more robust to disturbances despite using fewer samples of ϕ.

An important note is that Algorithm 4.3.1 is enabled by the automatic differentiation

approach described in Section 4.3.1. Without access to the gradients of Jψ, solving the
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subproblems on lines 4 and 5 would be much more difficult. Although previous works have

used gradients of STL robustness with respect to θ, we are not aware of any prior work

using gradients with respect to disturbance parameters ϕ for robust optimization. Some

prior works have used counterexamples to guide mixed-integer solvers to plan from STL

specifications [106], but as our experiments in Section 4.4 show, mixed-integer methods are

not practical for long-horizon tasks. We find that solving even a single mixed-integer problem

can take more than an hour, making it impractical to solve multiple such problems in an

iterative robust optimization context.

Algorithm 4.3.1: Counterexample-guided Gauss-Seidel method for solving robust
planning problems
Input: Starting dataset size N0, maximum number of iterations M
Output: Optimized design parameters θ∗, dataset of counterexamples DN

1 DN ← N0 examples ϕi ∈ D sampled uniformly i.i.d.
2 ϕ∗

prev ← ∅
3 for i ∈ {1, . . . ,M} do
4 θ∗ = argminθ EDN

[J(θ, ϕi)]
5 ϕ∗ = argmaxϕ J(θ

∗, ϕ)

6 if ϕ∗ = ϕ∗
prev then

7 break

8 ϕ∗
prev ← ϕ∗

9 Append ϕ∗ to DN
10 return θ∗, DN

4.4 Experiments

We validate our robust optimization method on two case studies involving a satellite ren-

dezvous problem, which was originally proposed as a benchmark in [110]. We compare our

method against state-of-the-art methods for planning and optimization from STL specifica-

tions, showing the robustness and scalability of our approach.
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4.4.1 Benchmark problems

In the satellite rendering problem proposed in [110], a chaser satellite must maneuver to

catch a target satellite. We can model the dynamics of the chaser satellite in the Clohessy-

Wiltshire-Hill (CHW) coordinate system, which assumes a circular orbit and places the target

satellite at the origin, with the x-axis pointing away from the Earth, the y-axis pointing along

the target’s orbit, and the z-axis pointing out of the orbital plane. In the CHW frame, the

chaser satellite’s dynamics are approximately linear, with state defined as positions px, py, pz

and velocities vx, vy, vz. The control inputs are the thrusts ux, uy, uz in the x, y, z directions,

leading to dynamics:



ṗx

ṗy

ṗz

v̇x

v̇y

v̇z


=



vx

vy

vz

3n2px + 2nvy + ux/m

−2nvx + uy/m

−n2pz + uz/m


where n =

√
µ/a3 is the mean-motion parameter of the target, µ = 3.986 × 1014m3/s2 is

the Earth’s gravitational constant, and a = 353 km is the altitude of the target in low Earth

orbit. m = 500 kg is the mass of the chaser [110].

We define STL specifications for two tasks of increasing difficulty: a simple low-speed

rendezvous and a more complex loiter-then-rendezvous mission, shown in Fig. 4.1. We define
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STL specifications for each mission, ψ1 and ψ2:

ψ1 = ψreach target ∧ ψspeed limit

ψ2 = ψreach target ∧ ψspeed limit ∧ ψloiter

ψreach target = ♢ (r ≤ 0.1)

ψspeed limit = (r ≥ 2.0)U □ (v ≤ 0.1)

ψloiter = ♢□[0,Tobs] (2.0 ≤ r ∧ r ≤ 3.0)

where r =
√
p2x + p2y + p2z and v =

√
v2x + v2y + v2z .

In natural language, these formulae read as follows: ψreach target says that “the chaser

eventually comes within 0.1m of the target”, ψspeed limit says that “once the chaser is within

2.0m of the target, its speed cannot exceed 0.1m/s”, and ψloiter says that “the chaser should

spend Tobs seconds between 2–3m away from the target at some point during the mission”.

We use Tobs = 10 s in our experiments. The two missions are build from these building

blocks: mission 1 includes the “reach target” and “speed limit” requirement, while mission 2

includes all three requirements.

For each mission, the design parameters θ define the planned trajectory for the chaser

(represented as state and input waypoints) as well as the feedback control gains used to

track that trajectory, while the exogenous parameters ϕ represent bounded uncertainty in

the initial state of the chaser (px(0), py(0) ∈ [10, 13], pz(0) ∈ [−3, 3], vx(0), vy(0), vz(0) ∈

[−1, 1]). We simulate both missions for 200 s with a 2 s timestep. For each mission, we

include a penalty on the total impulse I (in Newton-seconds) required for the maneuver,

with Jψ = ρ(ψ, S(θ, ϕ), 0) + λI and λ = 5× 10−5.

4.4.2 Baselines

We compare our approach against two baselines: an MIP planner based on that in [106]

and [105] and the nonlinear optimization approach from [96], [104].
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Figure 4.1: Two satellite rendezvous missions used in our experiments. In the first mission,
the chaser satellite must eventually reach the target while respecting a maximum speed
constraint in the region immediately around the target. In the second mission, the chaser
must still reach the target and obey the speed limit, but it must also loiter in an observation
region for some minimum time before approaching. The first mission requires an STL formula
with three predicates and three temporal operators, while the second mission requires five
predicates and five temporal operators. Figure © IEEE 2022; used with permission.

The MIP approach uses a model-predictive control formulation, and [106] proposes to

add counterexamples after solving each instance of the problem. Due to the large size of

the resulting MIPs (2800-4500 integer variables for these case studies), we could not find

an optimal solution for either satellite problem within 1 hour. Because we were not able

to solve even a single instance of the MIP planning problem, we were not able to solve it

multiple times to generate any MIP-generated counterexamples. For the comparisons below,

we take the best feasible solution found after 500 s for the first mission and 1000 s for the

second mission.

We also compare with extensions of the nonlinear optimization method from [96], [104]

that include domain randomization with either 32 or 64 samples of ϕ. These methods are

similar to those proposed in [66], but we re-implement the method to ensure a fair comparison

(our implementation uses just-in-time compilation to speed up gradient computation, result-
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ing in a speed increase over the original implementation). We use the same cost function as

in our method, with the same penalty on total impulse.

In the following, we denote our method as CG (counterexample-guided), the nonlinear

optimization methods as NLopt (with additional notation for the number of domain ran-

domization examples), and the mixed integer programming method as MIP.

4.4.3 Results

Figs. 4.2 and 4.3 show the results of solving the first and second missions, respectively, with

each method. In all cases, we compare the results starting the optimization process from 50

random seeds, reporting the time required and the robustness of the optimized plan under

an adversarial disturbance computed via local gradient ascent against the optimal solution.

Experiments are run on a laptop computer with 8GB of RAM and a 1.8GHz 8-core CPU.

Across both missions, we find that our method consistently yields more robust plans

than prior methods. In the first mission, our method finds designs that satisfy the STL

specifications in all but 3 trials despite the worst-case adversarial disturbance (an example

trajectory is shown in Fig. 4.4a), while the next-best method (NLopt with 64 domain ran-

domization samples) fails on 14 out of 50 trials and takes more than twice as long to run

(114.3 s vs. 53.7 s for our method). These results demonstrate the importance of using high-

quality counterexamples during optimization: instead of 64 random samples, our method

uses 8 initial random samples and 1–4 (median 2) additional counterexamples found using

Algorithm 4.3.1. Because the MIP cannot practically be solved multiple times to consider

variation in ϕ, the solutions found using the MIP method tend to be less robust; moreover,

MIP failed to find a feasible solution for the first mission within 500 s in 16 out of 50 trials.

Our method also performs well on the second mission, satisfying the STL requirement

on 46 out of 50 random trials; a representative trajectory is shown in Fig. 4.4b. Despite

an additional 500 s of solving time, the MIP method fails to find a feasible solution in 16

out of 50 trials (the MIP encoding requires 2806 binary variables). The second-most-robust
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Figure 4.2: Comparison of different STL planning methods on the first example mission, av-
eraged over 50 random seeds. Left: the robustness margin ρ(ψ1) computed for the optimized
design parameters and worst-case exogenous parameters. Right: the planning time required
by each method. Our method (CG) achieves much higher robustness than all other methods
(satisfying the STL specification despite adversarial perturbations in all but 3 instances)
and runs twice as fast as the next-most-robust method. Figure © IEEE 2022; used with
permission.

method, after ours, is NLOpt with 64 random examples; this method fails to find a design

that satisfies the STL requirement on 17 out of 50 trials despite taking twice as long to run

as our method (which required a median of 2 iterations of Algorithm 4.3.1).

4.5 Summary

In this chapter, we describe a counterexample-guided approach to end-to-end robot design

optimization with formal behavior specifications. This chapter closes two gaps that were left

open in Chapter 3. First, by using STL to directly specify the desired behavior, we avoid the

need for manual reward design. Second, we consider robustness to worst-case disturbances at
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Figure 4.3: Comparison of different STL planning methods on the second example mission,
averaged over 50 random seeds. Left: the robustness margin ρ(ψ2) computed for the op-
timized design parameters and worst-case exogenous parameters. Right: time required by
each method to find a plan. Our method (CG) finds much more robust plans, satisfying the
specification in all but 4 instances compared to 17 failures for the next-best method (NLopt
with 64 examples). Our method also runs more than twice as fast as the next-most-robust
method. Figure © IEEE 2022; used with permission.

design time using counterexample-guided adversarial optimization (rather than the post-hoc

statistical method from Chapter 3).

Our empirical results show that our adversarial optimization method yields optimized

designs that are more robust than those found by competing methods, despite requiring

substantially less computational effort than the next-best method. That said, all methods

described in this chapter (aside from intractable MIP-based methods) are inherently local;

they rely on local optimization to find both promising designs and adversarial counterex-

amples. As a result, there is a risk that our method, and any other method that relies on

local gradient-based optimization, will get stuck in a local optimum. At first glance, this

sub-optimality might not seem like a large issue, since local optimization methods have been
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(a) Mission 1. (b) Mission 2.

Figure 4.4: Optimized trajectories found using our method for the two satellite rendezvous
missions. Figures © IEEE 2022; used with permission.

successful in many robotics and learning applications [5]. Unfortunately, for safety-critical

applications, a sub-optimal counterexample is potentially worse than no counterexample at

all. This is because a sub-optimal counterexample — i.e. an artificially easy test case — can

lead to false negatives where we erroneously believe that we have mitigated the worst-case

disturbance. We can see this issue manifest in Figs. 4.2 and 4.3 in the few failures that

remain even after Algorithm 4.3.1 converges. In these cases, Algorithm 4.3.1 has converged

to a local Nash equilibrium and has not correctly identified the true worst-case disturbance.

In the next chapter, we will introduce a novel reformulation of the counterexample-

guided optimization problem that addresses this issue. By combining (approximately) global

probabilistic inference methods with gradients from differentiable simulation, we can find

more challenging counterexamples that will lead to correspondingly more robust designs.
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Chapter 5

Gradient-accelerated Inference for

Diverse Counterexamples

In Chapters 3 and 4, we introduce local gradient-based optimization methods for design,

using standard optimization and adversarial verification-guided optimization. As discussed

at the end of Chapter 4, there are a few drawbacks inherent to local methods.

1. Risk of local minima: Local gradient-based optimizers are greedy and prone to

getting stuck in local minima. This risk is particularly important in safety-critical use

cases, since converging to a counterexample that is far from the true worst-case might

lead us to falsely believe that a design is safe.

2. Lack of diversity in adversarial examples: When verifying a system, it is impor-

tant to consider a diverse set of failure modes. However, optimization-based approaches

have difficulty balancing exploration with exploitation; nearby solutions will typically

converge to the nearest local optimum.

3. Sensitivity to gradient quality: Many robotic systems, particularly those involving

contact or vision, have dynamics that are not differentiable everywhere, as we assumed

in previous chapters. Even when these dynamics are smoothed, there are still regions
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where the gradients can be poorly conditioned (i.e. arbitrarily large) or flat, which will

cause a gradient-based optimizer to diverge or get stuck.

These drawbacks have prompted much discussion in the literature on the limitations

of differentiable simulation as a design tool, particularly since certain robotics applications

with contact-rich dynamics [58], [60] or vision in the loop [47] can yield poorly conditioned

gradients. This has lead to prior work on safety verification for systems with vision in the loop

to learn an approximate proxy model for the vision component [12] (where it can be difficult

to gather enough training data for rare failure events) or skip the rendering step entirely

during backpropagation [33] (which makes it difficult to repair visual-feedback policies).

In this chapter, we address these drawbacks by re-framing the counterexample-guided

optimization problem from Chapter 4 as a Bayesian inference problems, which we then solve

using gradient-accelerated Markov Chain Monte Carlo (MCMC) methods. We demonstrate

empirically how this Bayesian inference framework provides improved performance (in both

convergence speed and solution quality) over both gradient-based and gradient-free optimiza-

tion methods, and we provide a theoretical analysis to support these empirical observations.

We also provide a gradient-free variant of our method for use in cases when a differentiable

simulator is not available. This chapter is based in part on the author’s published work

in [111].

The probabilistic approach presented in this chapter builds off of prior work on inference

as a verification tool. [11] propose an end-to-end verification tool for autonomous vehicles

based on gradient-free adaptive importance sampling. [10] use gradient-free Markov Chain

Monte Carlo (MCMC) to find counterexamples. [12] and [13] use gradient-based MCMC to

estimate the risk of failure and find counterexamples, respectively. These prior works are

focused only on predicting failure modes; they do not consider how to improve the system

(e.g. by re-optimizing the controller) to fix these failures once they have been discovered.

Although one could run these existing methods repeatedly to update the design parameters,

doing so would overlook two important questions. First, since updating the design will cause
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the distribution of likely failures to shift (invalidating the initial set of predicted failures),

it will be necessary to continuously re-predict new failures. Rather than re-running existing

methods from scratch, we must ask how much computation can be shared across subsequent

failure prediction and design update steps? Second, how can we characterize the equilibrium

(if it exists) between the failure prediction and design repair processes? Answering these

questions requires both new algorithmic design and theoretical analysis.

The work in this chapter fills this gap in this by developing and analyzing a unified

method for failure mode prediction and repair, exploiting the duality between these problems

to efficiently search for both a diverse set of counterexamples and updates to the system’s

policy or design that reduces the severity of those failures.

5.1 From optimization to inference

To motivate the switch from optimization to inference, consider the toy example of optimizing

the cost landscape shown on the left in Fig. 5.1a. This cost function has local minima at

x = −0.544 (marked with a square) and x = 0.919 (the true global optimum, marked with

a circle). If initialized with x < 0, a local gradient-based optimizer will naturally converge

to the sub-optimal local minimum at x = −0.544, missing the global minimum. We can see

this behavior in Fig. 5.1b, which plots the convergence of gradient-based optimization with 5

different random starting positions x ∼ N (−1.5, 0.1). All 5 runs converge to the suboptimal

local minimum at x = −0.544.

To avoid getting stuck in this local minimum, we can convert this optimization problem

into an inference problem; i.e. sampling from the unnormalized probability density:

argmin
x

U(x) =⇒ x ∼ p(x) ∝ e−U(x)

This unnormalized distribution is shown on the right in Fig. 5.1a. We can see that the

distribution is bimodal, with a peak at the suboptimal local minimum and a larger peak at
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the global minimum. By sampling from this distribution, we can find the global minimum

on this problem with high probability (this is the so-called Optimization as Inference per-

spective [72], [73]). In practice, we can approximately sample from this distribution using

Markov Chain Monte Carlo (MCMC) methods. Like certain stochastic or particle swarm

optimization methods, MCMC algorithms balance exploring different regions of the distri-

bution with exploiting high-likelihood areas. Unlike these optimization methods, MCMC

offers a number of practical and theoretical benefits that we will discuss shortly (e.g. poly-

nomial time complexity with respect to problem dimension, as opposed to exponential for

large families of optimization algorithm [72]). Fig. 5.1b shows the convergence of Metropolis-

adjusted Langevin (MALA) MCMC, a gradient-based inference method, on the same cost

landscape over 5 different random seeds. MALA is able to find the global minimum with

high probability, while gradient-based optimization gets stuck in the local minimum.

A wide variety of MCMC algorithms exist to sample from arbitrary non-normalized

probability distributions [112]; common variants include Random-walk Metropolis-Hastings

(RMH), Hamiltonian Monte Carlo (HMC), unadjusted Langevin (ULA), and MALA. RMH

is gradient-free, while HMC, ULA, and MALA are gradient-based. MALA, which can be seen

as a single-step version of HMC, is outlined in Algorithm 5.1.1. Like all MCMC algorithms,

it defines a Markov chain with a transition rule designed to preserve the so-called detailed

balance condition, which ensures that the stationary distribution of the Markov chain is the

same as the target density (see [81], [112] for a more complete introduction). MALA defines

a transition rule that begins by proposing a candidate state in line 3 using a gradient-driven

drift term and a Gaussian diffusion term. The candidate state is accepted with probability

Paccept in line 5, which is proportional to the ratio of the target density at the candidate

and current states. If the candidate state is accepted, it becomes the new current state;

otherwise, the current state is repeated. The algorithm is run for K steps, and the final

state is returned as the sample from the target density.

We have shown how transitioning from gradient-based optimization to inference (in par-
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(a) Left: a bimodal cost landscape U(x) = x4−0.5x3−x2 with a local optimum at x ≈ −0.544 and
a global optimum at x ≈ 0.919. Right: the corresponding unnormalized likelihood p(x) ∝ e−U(x),
samples drawn from this distribution (black dots), and the average of 100 samples (red dot).

(b) Convergence of gradient-based optimization and inference (Metropolis-adjusted Langevin) on
the double-well cost landscape from Fig. 5.1a, showing how the optimization method gets stuck in
a local minimum while the inference method is able to escape and find the global minimum.

Figure 5.1: A simple example demonstrating the use of MCMC on multimodal optimization
problems.

ticular, gradient-based inference using MALA) addresses the first drawback identified at the

start of this chapter (the risk of getting stuck in local minima). Next, we will discuss how

gradient-based inference also addresses the other two drawbacks (the difficulty of sampling

diverse failure modes and sensitivity to gradient quality).

5.1.1 Sampling diverse solutions

MCMC sampling methods provide a principled means for balancing exploration and ex-

ploitation, and so they are well-suited to problems with multiple modes (particularly when
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Algorithm 5.1.1: Metropolis-adjusted Langevin algorithm (MALA, [72], [113])
Input: Initial x0, steps K, stepsize ϵ, density p(x).
Output: A sample drawn from p(x).

1 for i = 1, . . . , K do
2 Sample η ∼ N (0, 2ϵI) ▷ Gaussian noise
3 xi+1 ← xi + ϵ∇ log p(xi) + η ▷ Propose next state

4 Paccept ← p(xi+1)e
−||xi−xi+1−ϵ∇ log p(xi+1)||

2/(4ϵ)

p(xi)e
−||xi+1−xi−ϵ∇ log p(xi)||2/(4τ)

5 With probability 1−min(1, Paccept): xi+1 ← xi ▷ Accept/reject proposal

6 return xK

the modes are close together in the search space). However, although MCMC methods enjoy

good asymptotic guarantees, including ergodicity and convergence to the target distribu-

tion in the infinite-sample limit, any finite-sample implementation will struggle to explore

a highly multi-modal target distribution if the modes are well separated (any finite MCMC

run will be biased towards the modes near its starting point). A family of algorithms known

as sequential Monte Carlo (SMC) algorithms exist to solve this problem by smoothly in-

terpolating between a sequence of distributions, starting from a simple distribution (e.g.,

a Gaussian) and ending at the target distribution [114]. SMC algorithms are particularly

useful for inference problems with multiple modes, since they can be used to sample from

the target distribution in a way that is less biased by the initialization. In the following

section, we will discuss how SMC can be applied to sample diverse solutions (both failure

modes and designs) for practical autonomous system design and verification problems.

5.1.2 Sensitivity to gradient quality

As discussed at the start of this chapter and in prior work [58], [69], many practical robotics

problems involve non-smooth dynamics that may not be differentiable, or even continuous, at

all points. For example, dynamics involving rigid-body contact are non-smooth at the point

when contact is made or broken [58], and many image rendering algorithms are not directly

differentiable [47]. Even when these functions can be smoothed, they may still have poorly
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behaved gradients (e.g. gradients that are either flat or very large). Prior work [58] identifies

the ballistic optimization problem shown in Fig. 5.2 as a simple problem that illustrates the

effect of both flat gradients and discontinuities.

Fig. 5.3 shows the cost of the best solution found by local optimization using gradient

descent, inference using MALA (a gradient-based method), and inference using RMH (a

gradient-free method), all starting from a point left of the flat region. As expected, we see

that gradient descent gets stuck in the flat region, but both inference methods are able to

explore the flat region and eventually discover the global optimum. A natural next question

is whether and to what extent gradients help the inference methods explore this distribution;

to answer this question, we define a high-dimensional version of the ballistic problem that

simply runs N instances in parallel (using an N -dimensional decision vector with one element

for each instance) and returns the total cost across all problems. In low dimensions, there

is no discernible difference between the gradient-free and gradient-based inference methods.

In higher dimensions N > 10, gradient-free inference (RMH) converges very slowly, while

gradient-based inference (MALA) converges even in N = 1000 dimensions.

We attribute this improved performance to three factors. First, the Gaussian diffusion

term in the MALA proposal allows it to explore the flat region of the cost landscape and

eventually find the optimal solution. Second, the accept/reject step provides some robustness

to stiff or inaccurate gradients; if a bad gradient causes MALA to propose a state with much

higher cost (lower likelihood), then it will likely reject that proposal and try again. Third,

the gradient-based drift term in the proposal provides a valuable heuristic for exploring

high-dimensional space, where the exponentially decreased volume of the region around the

optimal solution makes it difficult to explore using gradient-free methods.
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Figure 5.2: Left: the ballistic optimization problem from [58]. Right: the corresponding cost
landscape.

(a) N = 1 (b) N = 10 (c) N = 100 (d) N = 1000

Figure 5.3: Convergence of gradient-based optimization (gradient descent), gradient-based
inference (MALA), and gradient-free inference (RMH) on the ballistic cost landscape from
Fig. 5.1a.

5.2 Sampling and repairing diverse failure modes

Now that we have motivated the switch from optimization to inference, we will reframe the

adversarial optimization from Chapter 4 as a sequential inference problem, then demonstrate

how we can used gradient-accelerated MCMC sampling (i.e. MALA) to efficiently sample

diverse failure modes and find more robust optimized designs.

5.2.1 Preliminaries

Let us define a “failure mode” as a set of environmental parameters ϕ that induce high cost

for given policy parameters θ, i.e. finding multiple solutions ϕ∗(θ) = findϕJ(θ, ϕ) ≥ J∗ for

failure threshold J∗. In this context, failure prediction is the search for such ϕ∗ given a design

θ, while failure repair is the search for updated design parameters θ∗ that achieve low costs
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despite possible variation in ϕ. Note that this is a slightly different framing than used in

the adversarial setting in Chapter 4 due to the use of a cost threshold, which is intended to

encourage diversity in the predicted failure modes and makes our theoretical analysis later

in this chapter more straightforward.

In the following, we will frame the failure prediction and repair in the language of Bayesian

inference. We assume that ϕ are distributed according to some prior distribution pϕ,0; unlike

in Chapter 3, we assume the ability to evaluate and automatically differentiate log pϕ,0.

Similarly, we assume knowledge of a prior over design parameters pθ,0, which is used to

regularize the design parameters during the repair process.

Given this context, failure prediction entails sampling from a pseudo-posterior distribu-

tion that balances the prior likelihood of a disturbance with the severity of the induced

failure:

pfailure(ϕ; θ) ∝ pϕ,0(ϕ)e
−[J∗−J(θ,ϕ)]+ (5.1)

where J∗ is the cost threshold for a failure event and [·]+ is the exponential linear unit.

Intuitively, we can interpret this likelihood as a posterior over environmental parameters ϕ

conditioned on a failure occurring [10], [12], [72], [111]. By framing the search for failures

prediction as a sampling problem, rather than the traditional adversarial optimization, we

gain advantages discussed in the previous section, including the ability to sample diverse

failure modes and robustness to poorly conditioned gradients.

This is not the first paper to take a sampling-based approach to failure prediction; for

example, [11], [12], and [10] also approach failure prediction using this lens. Our contribution

is showing how this sampling framework can be extended to not only predict failures but also

repair the underlying policy, thus mitigating the impact of the failure. Given initial design

parameters θ0 and a population of anticipated failure modes ϕ1, . . . , ϕn, we can increase the

robustness of our policy by sampling from a corresponding repair pseudo-posterior, similar

to Eq. (5.1),

prepair(θ;ϕ1, . . . , ϕn) ∝ pθ,0(θ; θ0)e
−

∑
ϕi

[J(θ,ϕi)−J∗]+/n (5.2)
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where the prior likelihood pθ,0 regularizes the search for repaired policies that are close to

the original policy.

Intuitively, this distribution of repaired policies can be seen as a posterior over policies

conditioned on the event that a failure does not occur in the given scenarios. Sampling

from this posterior can be seen as a form of regularized re-training on the set of predicted

failures, since maximizing the log of (5.2) is equivalent to minimizing the empirical risk∑
ϕi
[J(θ, ϕi) − J∗]+/n with regularization ||θ − θ0||22 (assuming a Gaussian prior). This

connection helps motivate our use of (5.2), but we find empirically in Section 5.3 that the

increased diversity from sampling rather than straightforward gradient optimization yields

better solutions in practice.

5.2.2 Approach

Previous works have shown that sampling from a failure distribution like Eq. (5.1) can gen-

erate novel failures [10], [12], [13], but several challenges have prevented these works from

considering end-to-end policy repair as well. Our main contribution is a framework for resolv-

ing these challenges and enabling simultaneous failure prediction and repair, which we call

RADIUM (Robustness via Adversarial Diversity using MCMC, illustrated in Fig. 5.4). We

have designed this framework to take advantage of problem structure (e.g. differentiability)

when possible, but we provide the ability to swap gradient-based subsolvers for gradient-free

ones when needed, and we include a discussion of the associated trade-offs.

Challenge 1: Distribution shift during retraining Previous methods have proposed

generating failure examples for use in retraining, but there is an inherent risk of distribution

shift when doing so. Once we repair the policy, previously-predicted failures become stale

and are no longer useful for verification (i.e. the distribution of likely failures has shifted).

In the worst case, this can lead to overconfidence if we claim to have repaired all previously-

discovered failures while remaining vulnerable to other failures. To address this issue, we
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Figure 5.4: An overview of our approach for closed-loop rare-event prediction, which ef-
ficiently predicts and repairs failures in autonomous systems. Our framework alternates
between failure prediction and repair sub-solvers, which use a simulated environment to
efficiently sample from the distributions (5.1) and (5.2). We use differentiable rendering
and simulation to accelerate our method with end-to-end gradients, but we also propose a
gradient-free implementation.

interleave failure and repair steps to continuously update the set of predicted failures as we

repair the policy, creating an adversarial sampling process that generates a robust repaired

policy along with a set of salient failure cases.

Challenge 2: Exploring diverse failure modes Traditional methods like Markov chain

Monte Carlo (MCMC) are able to sample from non-normalized likelihoods like (5.1) and (5.2),

but they struggle to fully explore the search space when the likelihood is highly multi-modal.

To mitigate this issue, we take inspiration from the recent success of diffusion processes

[28], [115] and sequential Monte Carlo algorithms [116] that interpolate between an easy-

to-sample prior distribution and a multi-modal target distribution. Instead of sampling

directly from the posterior, we begin by sampling from the unimodal, easy-to-sample prior

and then smoothly interpolate to the posterior distributions (5.1)-(5.2). This process yields

the tempered likelihood functions:

p̃failure ∝ pϕ,0(ϕ)e
−τ [J∗−J(θ,ϕ)]+ (5.3)

p̃repair ∝ pθ,0(θ, θ0)e
− τ

n

∑
ϕi

[J(θ,ϕi)−J∗]+ (5.4)
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where the tempering parameter τ is smoothly varied from 0 to 1. When τ = 0, this is

equivalent to sampling from the prior distributions, and when τ → 1 we recover the full

posteriors (5.1)-(5.2). This tempering process reduces the risk of overfitting to one particular

mode of the failure distribution and encourages even exploration of the failure space.

Challenge 3: Efficiently sampling in high dimension Previous works have proposed

a wide variety of sampling algorithms that might be used as sub-solvers in our framework, in-

cluding MCMC methods like random-walk Metropolis-Hastings (RMH; [117]), Hamiltonian

Monte Carlo (HMC; [118]), and the Metropolis-adjusted Langevin algorithm (MALA; [119]),

variational inference methods like Stein Variational Gradient Descent (SVGD; [120]), and

other black-box methods like adaptive importance sampling [11]. RADIUM is able to use

any of these sampling methods as sub-solvers for either prediction or repair. Generally,

these sampling methods can be classified as either gradient-free or gradient-based. Theoret-

ical and empirical evidence suggests that gradient-based methods can enjoy faster mixing

time in high dimensions on certain classes of sufficiently smooth non-convex problems [72],

but autonomous systems with visual feedback have historically been treated as black-boxes

due to an inability to backpropagate through the rendering step [10]–[12]. To enable the

use of gradient-based samplers in RADIUM, we draw upon recent advances in differentiable

simulation and rendering [49], [50] provide end-to-end gradients. In Sections 5.2.4 and 5.3,

we provide theoretical and empirical evidence of a performance advantage for gradient-based

samplers, but in order to make RADIUM compatible with existing non-differentiable simu-

lators we also conduct experiments using gradient-free sampling subroutines.

5.2.3 RADIUM

Pseudocode for RADIUM is provided in Algorithm 5.2.1. The algorithm maintains a pop-

ulation of candidate repaired policies [θ1, . . . , θn] and failures [ϕ1, . . . , ϕn] that are updated

over N sampling rounds. In each round, we sample a set of new candidate policies from
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the repair pseudo-posterior (5.4), then sample a new set of failures that attack the current

population of policies. In practice, we average the tempered failure log probability (5.3) over

the population of candidate designs, which results in a smoother distribution.

RADIUM supports a wide range of subroutines for sampling candidate failures and re-

paired policies. In our experiments, we include RMH and MALA (gradient-free and gradient-

based MCMC algorithms, respectively). We choose these particular methods to provide a

direct comparison between similar algorithms with and without gradients, as MALA reduces

to RMH when the gradient is zero. Pseudocode for MALA is included in Algorithm 5.1.1.

A final practical consideration is that although the stochasticity in our sampling-based ap-

proach can help us explore the design and failure spaces, we incur a degree of sub-optimality

as a result. When using gradient-based sampling, we have the option to reduce this sub-

optimality by “quenching” the solution: switching to simple gradient descent (e.g. using

MALA for the first 90 rounds and then gradient descent on the last 10 rounds). In practice,

we find that quenching can noticeably improve the final cost without compromising the di-

versity of predicted failure modes. Quenching is particularly important on problems where

the cost function includes penalty terms for constraint satisfaction, where a few rounds of

gradient descent can help to satisfy these constraints.

Algorithm 5.2.1: RADIUM: Robustness via Adversarial Diversity Using MCMC
Input: N rounds, K steps per round, stepsize λ, population size n, tempering rate

α, sampling algorithm (e.g. MALA as in Alg. 5.1.1)
1 Sample initial failures and policies using priors:

[ϕ1, . . . , ϕn]0
iid∼ pϕ,0, [θ1, . . . , θn]0

iid∼ pθ,0;
2 for i = 1, . . . , N do
3 τ ← 1− e−αi/N ; // Tempering schedule

4 Sample [θ1, . . . , θn]i
iid∼ (5.4); // Sample repaired policies

5 Sample [ϕ1, . . . , ϕn]i
iid∼ (5.3); // Generate failures attacking θ∗i

6 end
Return: Repaired policy θ∗N = argmaxi (5.4) and failures [ϕ1, . . . , ϕn]N attacking

that policy.
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5.2.4 Theoretical analysis

The iterative adversarial sampling process defined in Alg. 5.2.1 raises a few theoretical ques-

tions. First, when can we expect the individual sampling steps on lines 4 and 5 to converge,

and under what conditions might we expect a gradient-based sampling sub-routine to con-

verge faster than a gradient-free one? Second, assuming that these individual samplers

converge, what sort of policies will result from the adversarial sampling loop in Alg. 5.2.1?

Convergence and gradient acceleration RADIUM inherits the asymptotic convergence

guarantees of the particular subsolvers used for each sampling step. For example, when using

an MCMC sampler, so long as that sampler can propose arbitrarily large steps with non-zero

probability and satisfies the detailed balance condition (e.g. through the use of a Metropo-

lis adjustment), then the sampler will produce samples asymptotically close to the target

sampling distribution. Since the conditions for asymptotic convergence of MCMC samplers

are relatively weak [117], it is more interesting to ask about finite-sample convergence rates;

in particular, under what conditions can we expect gradient-based samplers like MALA to

accelerate convergence to the target distribution?

In many robotics problems, even when analytical gradients are available, it is unclear

whether these gradients are useful for optimization (i.e. low empirical bias and variance; [58]).

Here, we build on recent theoretical results by [72] to provide sufficient conditions for fast,

polynomial-time convergence of gradient-based samplers in our setting. With slight abuse

of notation, we use J(θ, ϕ) to denote the composition of the simulator and cost function.

Theorem 5.2.1. Let J(θ, ϕ) be a L-Lipschitz smooth cost function (i.e. ∇J is L-Lipschitz

continuous), let the log prior distributions log pϕ,0 and log pθ,0 be Lipschitz smooth everywhere

and m-strongly convex outside a ball of finite radius R, and let d = max (dim θ, dimϕ) be the

dimension of the search space. If m > L, then MALA with appropriate step size will yield

samples within ϵ total variation distance of the target distributions (5.3) and (5.4) with total

number of sampling steps ≤ Õ
(
d2 ln 1

ϵ

)
.
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The key idea of the proof is to rely on the log-concavity of the prior distributions to

dominate the non-convexity of the cost function sufficiently far from the central modes.

Proof. We will show the proof for sampling from the failure generating process with likelihood

given by Eq. (5.3); the proof for the repair generating process follows similarly. The log-

likelihood for the failure generating process is

log pϕ,0(ϕ)− τ [J∗ − J(θ, ϕ)]+ (5.5)

[72] show that MALA sampling enjoys the convergence guarantees of Theorem 5.2.1 so

long as the target log likelihood is strongly convex outside of a ball of finite radius R (see

Theorem 1 in [72]). Since log pϕ,0(ϕ) is assumed to be strongly m-convex, it is sufficient to

show that as ||ϕ|| → ∞, the strong convexity of the log-prior dominates the non-convexity

in τ [J∗ − J(θ, ϕ)]+.

For convenience, denote f(ϕ) = −τ [J∗ − J(θ, ϕ)]+ and g(ϕ) = log pϕ,0(ϕ). We must

first show that f(ϕ) + g(ϕ) is (m − L)-strongly convex, for which it suffices to show that

f(ϕ) + g(ϕ)− (m− L)/2||ϕ||2 is convex. Note that

f(ϕ) + g(ϕ)− m− L
2
||ϕ||2 = f(ϕ) +

L

2
||ϕ||2 + g(ϕ)− m

2
||ϕ||2 (5.6)

g(ϕ) − m
2
||ϕ||2 is convex by m-strong convexity of g, so we must show that the remaining

term, f(ϕ)+L/2||ϕ||2, is convex. Note that the Hessian of this term is ∇2f(ϕ)+LI. Since we

have assumed that J is L-Lipschitz smooth (i.e. its gradients are L-Lipschitz continuous), it

follows that the magnitudes of the eigenvalues of ∇2f are bounded by L, which is sufficient

for ∇2f(ϕ) + LI to be positive semi-definite, completing the proof.

Theorem 5.2.1 requires smoothness assumptions on the cost; we recognize that this as-

sumption is difficult to verify in practice and does not hold in certain domains (notably

when rigid-body contact is involved). However, in the problems we consider it is possible
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to smooth the simulator (e.g. using smoothed dynamics and a blurred renderer and scene

representation), thus smoothing the gradients of J . The smoothness and convexity condi-

tions hold for many common prior distributions, such as Gaussian and smoothed uniform

distributions.

Adversarial Joint Distribution Even if the samplers for both policy and environmental

parameters converge within each round of Alg. 5.2.1, it is not clear what will be the effect

of running these samplers repeatedly in an adversarial manner. Our next theoretical result

defines the joint distribution of θ and ϕ as a result of this adversarial sampling loop. To

simplify the theoretical analysis, we consider the case when population size n = 1, and we

replace the smooth ELU with a ReLU in (5.1) and (5.2).

Theorem 5.2.2. The iterative adversarial sampling procedure in Alg. 5.2.1 yields policies

drawn from a marginal distribution with unnormalized density function

fθ(θ
∗) = pθ,0(θ

∗)

(
Eϕ∼pϕ,0

[
eJ(θ

∗,ϕ)−J∗|J(θ∗, ϕ) ≤ J∗]
Eϕ∼pϕ,0 [eJ(θ

∗,ϕ)−J∗ ]
+

P[J(θ∗, ϕ) > J∗]

Eϕ∼pϕ,0 [eJ(θ
∗,ϕ)−J∗ ]

)
(5.7)

where P(J(θ∗, ϕ) > J∗ = Eϕ∼pϕ,0 [1(J(θ∗, ϕ) ≥ J∗)] is the probability of failure when ϕ is

sampled from the prior distribution.

The first term in the parenthesis in (5.7) is bounded above by 1 and maximized when

the policy does not experience failure (in which case the conditional and unconditional

expectations will be equal). The numerator of the second term is bounded on [0, 1], while the

denominator grows exponentially large when a failure occurs, assigning higher probability

(relative to the prior) for policies that avoid failure.

Proof. We can treat Alg. 5.2.1 as a two-stage Gibbs sampling procedure and apply the

Hammersley-Clifford Theorem [121] to get the joint distribution

fθ,ϕ(θ
∗, ϕ∗) = pθ,0(θ

∗)pϕ,0(ϕ
∗)

e−[J∗−J(θ∗,ϕ∗)]+

Eϕ∼pϕ,0 [eJ(θ
∗,ϕ)−J∗ ]

(5.8)
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Integrating over ϕ yields the marginal distribution of θ, completing the proof.

fθ∗ =

∫
ϕ

fθ,ϕ(θ
∗, ϕ)dϕ =

pθ,0(θ
∗)

Eϕ∼pϕ,0 [eJ(θ
∗,ϕ)−J∗ ]

∫
ϕ

pϕ,0(ϕ)e
−[J∗−J(θ∗,ϕ∗)]+dϕ (5.9)

= pθ,0(θ
∗)
Eϕ∼pϕ,0

[
e−[J∗−J(θ∗,ϕ)]+

]
Eϕ∼pϕ,0 [eJ(θ

∗,ϕ)−J∗ ]
(5.10)

= pθ,0(θ
∗)
Eϕ∼pϕ,0

[
e−(J∗−J(θ∗,ϕ))|J∗ − J(θ∗, ϕ) ≥ 0

]
+ Eϕ∼pϕ,0 [1|J∗ − J(θ∗, ϕ) < 0]

Eϕ∼pϕ,0 [eJ(θ
∗,ϕ)−J∗ ]

(5.11)

= pθ,0(θ
∗)
Eϕ∼pϕ,0

[
e−(J∗−J(θ∗,ϕ))|J∗ ≥ J(θ∗, ϕ)

]
+ Eϕ∼pϕ,0 [1|J∗ < J(θ∗, ϕ)]

Eϕ∼pϕ,0 [eJ(θ
∗,ϕ)−J∗ ]

(5.12)

= pθ,0(θ
∗)
Eϕ∼pϕ,0

[
e−(J∗−J(θ∗,ϕ))|J∗ ≥ J(θ∗, ϕ)

]
+ P[J(θ∗, ϕ) > J∗]

Eϕ∼pϕ,0 [eJ(θ
∗,ϕ)−J∗ ]

(5.13)

(5.14)

5.3 Simulation experiments

In this section, we provide empirical comparisons of RADIUM with existing methods for

adversarial optimization and policy repair in a range of simulated environments. We have two

main goals in this section. First, we seek to understand whether re-framing the failure repair

problem from optimization to inference leads to better solutions (i.e. more robust designs

and better coverage by the predicted failures). Second, we study whether the gradient-

based version of our method yields any benefits over the gradient-free version. After the

empirical comparisons in this section, Section 5.4 then provides three case studies with a

more in-depth discussion of how RADIUM can be applied to practical verification and design

problems, including two case studies demonstrating how repaired designs can be transferred

from simulation to hardware.

We conduct simulation studies on a range of problems from the robotics and cyber-
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physical systems literature, comparing against previously-published adversarial optimization

methods. More detail on each benchmark, baseline, and implementation is provided in the

appendix.

5.3.1 Experimental setup

Baselines

We compare with three baselines taken from the adversarial optimization and testing liter-

ature. Gradient descent with randomized counterexamples (GDr) optimizes the design using

a fixed set of random counterexamples, representing a generic policy optimization with do-

main randomization approach. Gradient descent with adversarial counterexamples (GDa)

alternates between optimizing the design and optimizing for maximally adversarial failure

modes, as in [33], [93]. Learning to collide (L2C) uses black-box optimization (REINFORCE)

to search for failure cases [9]. We denote the gradient-free and gradient-based variants of

RADIUM as R0 and R1, respectively. All methods were run on the same GPU model with

the same number of rounds for each task. Hyperparameters for all experiments are given in

the appendix.

Benchmark problems

We rely on two classes of benchmark problem in this work: three problems without vision in

the loop, and four problems with vision in the loop. Some of these problem domains include

multiple environments of varying complexity, for a total of 13 different environments. A

summary of these environments is given in Fig 5.5. More details on the parameters and cost

functions used for each environment are given in the appendix.

Non-vision benchmarks Search: a set of seeker robots must cover a region to detect a

set of hiders. θ and ϕ define trajectories for the seekers and hiders, respectively. Failure

occurs if any hider escapes detection by the seekers (which have fixed sensing radius). This
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Figure 5.5: The different environments used in our simulation studies, including 3 domains
without visual feedback (power grid, search, and formation control) and 4 domains with
vision in the loop (drone, AV highway, AV intersection, and grasping). The inset shows the
robot’s perspective in the vision-in-the-loop tasks.

environment has two variants: small (6 seeker vs. 10 hider, dim θ = 60, dimϕ = 100) and

large (12 seeker vs. 20 hider, dim θ = 120, dimϕ = 200). Formation control: a swarm

of drones fly to a goal while maintaining full connectivity with a limited communication

radius. θ defines trajectories for each robot in the swarm, while ϕ defines an uncertain wind

velocity field. Failure occurs when the second eigenvalue of the graph Laplacian is close

to zero. This environment has small (5 agent, dim θ = 30, dimϕ = 4) and large (10 agent,

dim θ = 100, dimϕ = 4) variants. Power grid dispatch: electric generators must be scheduled

to ensure that the network satisfies voltage and maximum power constraints in the event of

transmission line outages. θ specifies generator setpoints and ϕ specifies line admittances;

failures occur when any of the voltage or power constraints are violated. This environment

has small (14-bus, dim θ = 32, dimϕ = 20) and large (57-bus, dim θ = 98, dimϕ = 80)

versions.
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Vision-in-the-loop benchmarks AV (highway): An autonomous vehicle must overtake

two other vehicles. AV (intersection): the autonomous vehicle must navigate an uncontrolled

intersection with crossing traffic. In both AV tasks, the actions of the non-ego vehicles are

uncertain, and the AV observes RGBd images from a front-facing camera as well as its own

speed. Drone: A drone must safely navigate through a cluttered environment in windy

conditions. There is uncertainty in the wind speed and location of all obstacles. Initial

convolutional neural network (CNN) policies θ0 for drone and intersection environments were

pre-trained using behavior cloning, and CNN-based policies for the highway environment

were pre-trained using PPO [122]. Grasp (box/mug): a robot must locate and grasp an

object using a depth image of the scene. There is uncertainty in the location of the objects

and in the location of a nearby distractor object. The grasp detector is trained with labels

of ground-truth grasp affordances.

The dimension of the failure space is 20 for the highway task, 30 for the intersection task,

12 for the drone task, and 4 for the grasping tasks. The dimension of the policy space is 64k

for the highway and intersection tasks, 84k for the drone task, and 266k for the grasping

tasks.

Implementation

Since we require a differentiable renderer and simulation engine for our work, we were not

able to use an off-the-shelf simulator like CARLA [76]. Instead, we write our own simulator

and basic differentiable renderer using JAX, which is available at github.com/MIT-REALM/

architect_corl_23. Likewise, our method and all baselines were implemented in JAX and

compiled using JAX’s just-in-time (JIT) compilation. Each metric reports the mean and

standard deviation across four independent random seeds. All methods are given the same

total sample budget for both prediction and repair (except for GDr, which does not update

the predicted failure modes).

The non-vision benchmarks were all initialized with random θ0, and the vision bench-
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marks were initialized using θ0 trained using reinforcement learning or behavior cloning with

domain randomization. We include comparisons with GDr, GDa, and L2C on all non-vision

benchmarks. Since θ0 on the vision benchmarks was trained using domain randomization,

GDr is not able to improve the initial parameters, and so we include comparisons with θ0,

GDa, and L2C for the vision benchmarks.

Metrics

To measure the robustness of the optimized policies, we report the failure rate (FR) on a test

set of 1,000 i.i.d. samples of ϕ from the prior pϕ,0. We also report the mean cost on this test

set as well as the maximum cost on the vision-in-the-loop benchmarks (where cost is bounded

by construction) and the 99th-percentile cost for non-vision benchmarks (some of which have

unbounded cost, making the 99th percentile more representative). Costs are normalized by

the maximum cost observed across any method. Finally, for each task, we report the time

required to run a simulation both with and without reverse-mode differentiation.

5.3.2 Results

Fig. 5.6 shows the results from benchmark problems without vision in the loop, while Fig. 5.7

shows the results from problems with vision in the loop. For ease of comparison, each plot

groups the gradient-free methods (L2C and R0) and the gradient-based methods (GDr, GDa,

and R1). Since the initial parameters for the vision-in-the-loop benchmarks in Fig. 5.7 were

trained using RL or behavior cloning (which do not require differentiable simulation), we

group θ0 with the gradient-free results in Fig. 5.7. We also compare the convergence rates of

each method in Fig. 5.8. Table 5.1 shows the time required for simulating with and without

automatic differentiation.

Fig. 5.9 shows examples of failure cases and repaired policies generated using R1 on

three vision-in-the-loop tasks: AV (highway), AV (intersection), and drone. The left of

Fig. 5.9 shows the initial policy θ0 and failure modes discovered using our method (sampling
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Figure 5.6: Comparison of our method (gradient-free and gradient-based variants R0 and
R1, respectively) and baseline methods on benchmark problems without vision in the loop,
showing failure rate, mean cost, and 99th percentile cost on a test set of 1,000 randomly
sampled ϕ. The dashed gray lines separate gradient-free and gradient-based methods.

ϕ while holding θ0 fixed), while the right shows the repaired policy and updated challenging

counterexamples. Since the distribution of failure modes shifts as we repair the policy,

we continuously re-sample the failure modes to be relevant to the updated policy. In all

cases, we see that the repaired policy found using our method experiences fewer failures,

despite the updated adversarial failure modes. In certain cases, the repaired policy exhibits a

qualitatively different behavior; for example, in the vision-in-the-loop highway control task,

the repaired policy is less aggressive than the original policy, avoiding the risky overtake

maneuver (top row of Fig. 5.9).

5.3.3 Discussion

In our results on problems without vision in the loop (Fig. 5.6), we see several high-level

trends. First, we see that gradient-based techniques (GDr, GDa, and R1) achieve lower failure

rates, mean cost, and 99th percentile costs relative to gradient-free methods (L2C and R0)
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Figure 5.7: Comparison of our method (gradient-free and gradient-based variants R0 and R1,
respectively) and baseline methods on benchmark problems with vision in the loop, showing
failure rate, mean cost, and max cost on a test set of 1,000 randomly sampled ϕ. The dashed
gray lines separate gradient-free and gradient-based methods.

on the test set, likely because gradient information helps the former methods explore the

high-dimensional search space (as seen in the faster convergence of gradient-based methods

in Fig. 5.8a). Moreover, we find that our methods (R0 and R1) outperform other methods

within each of their respective categories; i.e. R0 yields repaired solutions with lower costs

and failure rates than L2C, and R1 likewise outperforms GDr and GDa.

We see a slightly different pattern in our results for problems with vision in the loop. On

these problems, we find that existing gradient-based methods like GDa do not achieve lower

failure rates than gradient-free methods like L2C , possibly due to poor gradient quality from

the differentiable renderer (where occlusions can lead to large variance in the automatically-

derived gradients). In contrast, both variants of our method achieve low failure rates for

repaired policies in the vision-in-the-loop tasks, and R1 in particular is able to achieve

better performance on some tasks because the Metropolis-Hastings adjustment on line 5

of Algorithm 5.1.1 allows it to reject large steps caused by poorly conditioned gradients.
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(a) Non-vision benchmarks

(b) Vision-in-the-loop benchmarks

Figure 5.8: Convergence rates of our method and baselines on tasks with (top) and without
(bottom) vision in the loop.

Table 5.1: Time required for simulating a rollout with and without autodiff (AD) for each
task (in seconds). Average and standard deviation (subscript) reported across 100 trials
on AMD Ryzen Threadripper 3990X 64-Core Processor (non-vision tasks) and an NVIDIA
RTX A4000 (vision-in-the-loop tasks).

Non-vision tasks

Power (14) Power (57) Formation (5) Formation (10) Search (3v5) Search (12v20)

w/o AD 0.001220.00413 0.01070.00893 0.03260.0173 0.6280.296 0.001470.00461 0.004610.00747
w/ AD 0.001650.00488 0.01360.0111 0.05430.0212 0.7140.306 0.003580.00704 0.01070.00851

Vision-in-the-loop

AV (hw.) AV (int.) Drone Grasp (all)

w/o AD 0.700.003 2.220.01 0.390.002 0.00455.1×10−5

w/ AD 1.720.003 6.650.14 1.770.06 0.00493.8×10−5

5.4 Case studies

In this next section, we present three case studies to illustrate the practical use of our method.

We first demonstrate how RADIUM can be used to solve a challenging optimization problem

arising in the control of electrical power systems. We then provide two case studies showing

how RADIUM can be applied to robotics problems and transferred to hardware, including

one case study demonstrating sim2real transfer of vision-in-the-loop robot control policies.
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Figure 5.9: Examples of failure cases (left) and repaired policies (right) generated using our
method. Failed trajectories are shown in red.

5.4.1 Robust generation dispatch for secure power networks

For our first case study, we consider the problem of controlling an electric power grid subject

to failures in transmission lines. Two simple networks (the IEEE 14- and 57-node test system)

are shown in Fig. 5.10. The goal in this problem is to find control inputs (power injection

and voltage at each generator, and power demand at each load) that ensure that the voltage

seen by each load is stable, even in the event of transmission outages (which we model using

a bimodal distribution for the admittance of each line). The simulator models the AC power

flow through this network, and the cost function penalizes excessively high or low voltages

or any violation of rated generator capacities. More details on this motivating example is

provided in the appendix.

Given a transmission network, the so-called security-constrained optimal power flow prob-

lem (or SCOPF [123]) is the problem of scheduling generator setpoints and power demand

from loads to minimize the economic cost of generation and ensure that the network operates

safely (satisfying voltage and maximum power constraints) in the event of transmission line
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outages. The design parameters x = (Pg, |V |g, Pl, Ql) include the real power injection Pg and

AC voltage amplitude |V |g at each generator in the network and the real and reactive power

draws at each load Pl, Ql; all of these parameters are subject to minimum and maximum

bounds that we model using a uniform prior distribution px,0. The exogenous parameters

are the state yi ∈ R of each transmission line in the network; the admittance of each line is

given by σ(yi)Yi,nom where σ is the sigmoid function and Yi,nom is the nominal admittance

of the line. The prior distribution py,0 is an independent Gaussian for each line with a mean

chosen so that
∫ 0

−∞ pyi,0(yi)dyi is equal to the likelihood of any individual line failing (e.g.

as specified by the manufacturer; we use 0.05 in our experiments). The simulator S solves

the nonlinear AC power flow equations [124] to determine the state of the network, and the

cost function combines the economic cost of generation cg (a quadratic function of Pg, Pl, Ql)

with the total violation of constraints on generator capacities, load requirements, and voltage

amplitudes:

J =cg + v(Pg, Pg,min, Pg,max) + v(Qg, Qg,min, Qg,max) (5.15)

+ v(Pl, Pl,min, Pl,max) + v(Ql, Ql,min, Ql,max) (5.16)

+ v(|V |, |V |min, |V |max) (5.17)

where v(x, xmin, xmax) = L ([x− xmax]+ + [xmin − x]+), L is a penalty coefficient (L = 100

in our experiments), and [◦]+ = max(◦, 0) is a hinge loss.

Efficient solutions to SCOPF are the subject of active research [123], [125]. In addition to

its potential economic and environmental impact [124], SCOPF is also a useful benchmark

problem for 3 reasons: 1) it is highly non-convex, 2) it has a large space of possible failures,

and 3) it can be applied to networks of different sizes to test an algorithm’s scalability. In

our case, the 14-bus network has 32 design parameters and 20 exogenous parameters, while

the 57-bus network has 98 design parameters and 80 exogenous parameters.

A high-level comparison of RADIUM with existing methods on these SCOPF problems is

106



Figure 5.10: Example 14- and 57-bus electricity transmission networks [126].

shown in Figs. 5.6 and 5.8a; in this section, we provide a more detailed comparison between

RADIUM and optimization-based methods that are the state-of-the-art for this SCOPF

problem [34] (the comparison with L2C is not shown in this section, since it is not able to

solve the SCOPF problem).

Solution quality To compare the quality of these methods’ solutions, we use each method

to optimize 10 candidate designs and predict 10 failure modes using Algorithm 5.2.1. We

then select the design that achieves the highest likelihood according to Eq. (5.4), then use one

additional round to sample new failure modes that attack the chosen design. The maximum

cost across these final predicted failure modes provides a measure of each algorithm’s con-

fidence in its solution. We then compare the performance on these predicted failure modes

to the maximum cost observed on a test set of 106 exogenous parameters sampled randomly

from the prior py,0. Fig. 5.11a shows the predicted and observed costs for each method on the

IEEE 14-bus test case. The prediction-and-mitigation process takes 30.5 s for GDr, 61.5 s for

GDa, 111.5 s for R0, and 141.7 s for R1 (including the cost of JAX just-in-time compilation).

We can assess these methods in two ways: by the quality of the optimized design and by

the quality of the predicted failure cases. The two optimization-based methods, GDa and

GDr, find solutions with the lowest best-case cost, but their solutions are not robust. Not
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(a) 14-bus network (b) 57-bus network

Figure 5.11: Comparison of our method with baselines for failure prediction and mitigation
on power transmission networks. Red markers show the maximum, mean, and minimum-
cost failure modes predicted by each method after optimizing the design, while the box plot
shows the distribution of costs on a test set of 106 random failures.

only do these methods find solutions that are susceptible to a heavy tail of failures, but they

are overconfident and fail to predict those failures (instead predicting that all 10 candidate

failures will be successfully mitigated). In contrast, R0 is not overconfident (it successfully

predicts failure modes that match the range of the empirical failure distribution), but it finds

a solution that is 10 times costlier than those found by R1. Only R1 is able to find a robust,

low-cost solution without being overconfident.

Once we have a robust design optimized using our method, we can examine the predicted

failure modes to understand the remaining ways in which our design might fail. Of the ten

failure modes predicted by R1, four include attacks on the transmission line connecting

the generator at bus 7 to the rest of the network (this was the most commonly attacked

line). Interestingly, of these four attacks, only one (shown in Fig. 5.12) is able to cause a

violation of the voltage stability constraints. It is only by fully disconnecting the generator

at bus 7 (dotted red line) and partially impairing the line between buses 1 and 4 (solid red;

15% impairment) that we see the voltage drop at several buses (shown in orange). This

information about potential failure modes can be very useful to system designers; in this

example, the designer may choose to focus monitoring and infrastructure hardening efforts

on the two affected lines.

To understand the scalability of our approach, we repeat this experiment on a larger

57-bus network with 80 transmission lines. All hyperparameters were the same except for
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Figure 5.12: The only predicted failure modes (of 10 candidates) that causes violation of
voltage constraints on the 14-bus transmission network, using the optimized design found
using R1. Fully disconnecting the generator at bus 7 (dotted red line) is not enough; other
predicted failures include this outage but do not cause a constraint violation. It is only by
additionally impairing the line between buses 1 and 4 that the voltage constraint is violated
at the buses shown in orange.

the step size for exogenous parameters, which was reduced to 10−3. The results are shown in

the bottom panel of Fig. 5.11a; we see that R1 continues to not only find a robust solutions

(with a relatively light tail of failures) but also accurately predicts the range of possible

failure modes (R0 does not explore the full failure space in this case). Running GDr on this

example takes 406.2 s, GDa takes 803.4 s, R0 takes 1002.3 s, and R1 takes 1438.5 s.

Convergence rate From comparing solution quality, there is a clear separation between

the sampling- and optimization-based methods, with sampling able to find more robust

designs and more accurately cover the range of possible failures (although gradient-based

sampling finds higher-quality solutions than gradient-free sampling in both cases). A natural

next question is how quickly these methods converge to a solution.

To measure the relative convergence rate of GDr, GDa, R0, and R1, we measure the 99th

percentile cost J of the candidate design [x]i with the highest log likelihood (5.4) on a test

set of 1000 exogenous parameters sampled randomly from the prior. The convergence of this

test-set performance as a function of the number of sampling rounds is shown in Fig. 5.13

for both the 14- and 57-bus networks.
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Figure 5.13: Comparison of convergence rates of different methods on 14- (left) and 57-bus
(right) power networks, showing the 99th percentile cost of the best design after each round.
The ▼ symbol indicates the start of quenching for R1.

There are two important conclusions to be drawn from comparing the convergence rates

in Fig. 5.13. The first is that the gradient-based methods, GDr, GDa, and R1, converge faster

than gradient-freeR0. Although the SCOPF problem (as well as ACOPF, the non-adversarial

version) are non-convex optimization problems, there are known convex relaxations [127], and

gradient descent-based methods have been shown to work well for finding local optima [34],

[128], so the good performance of gradient-based methods is not surprising.

The second important conclusion from Fig. 5.13 is the importance of quenching R1 on

this problem (i.e. disabling the stochastic part of the sampling algorithm and taking a few

gradient descent steps during the final rounds). Prior to quenching, R1 converges to a solution

with similar 99th percentile cost as GDr and GDa, but after quenching (in the last 20 rounds),

R1 is able to find a solution with a much lower cost. This is likely because of the constraints

on P , Q, and |V | in the SCOPF problem; sampling based methods may struggle to exactly

satisfy constraints like these, as MALA and RMH are constantly injecting noise into the

solution, and so running a few steps of gradient descent on θ towards the end of the repair

process likely helps drive constraint violations to zero by converging to the local minima

nearest to the solutions explored by the sampling process. The fact that R1 converges to a

lower-cost solution than GDr or GDa, despite running the same gradient-based optimization

process during the quenching phase, suggests that the improved exploration of designs and
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failures due to sampling provides an advantage over pure optimization-based methods on

this problem.

5.4.2 Multi-agent control and path planning

We return to the search problem used as a baseline in Section 5.3, where a team of seeker

robots must cover a region to detect a set of hiders. The simulation environment includes

nseek seeker robots and nhide hider robots. Each robot is modeled using single-integrator

dynamics and tracks a pre-planned trajectory using a proportional controller with saturation

at a maximum speed chosen to match that of the Robotarium platform [129]. The trajectory

xi(t) for each robot is represented as a Bezier curve with 5 control points xi,j,

xi(t) =
4∑
j=0

(
4

j

)
(1− t)4−jtjxi,j

The design parameters are the 2D position of the control points for the trajectories of the

seeker robots, while the exogenous parameters are the control points for the hider robots.

The prior distribution for each set of parameters is uniform over the width and height of the

Robotarium arena (3.2m× 2m).

We simulate the behavior of the robots tracking these trajectories for 100 s with a discrete

time step of 0.1 s (including the effects of velocity saturation that are observed on the physical

platform), and the cost function is

J =

nhide∑
i=1

(
m̃in

t=t0,...,tn

(
m̃in

j=1,...,nseek

∥∥phide,i(t)− pseek,j(t)
∥∥− r))

where r is the sensing range of the seekers (0.5m for the nseek = 2 case and 0.25m for the

nseek = 3 case); m̃in(·) = −1
b
logsumexp(−b ·) is a smooth relaxation of the element-wise

minimum function where b controls the degree of smoothing (b = 100 in our experiments);

t0, . . . , tn are the discrete time steps of the simulation; and phide,i(t) and pseek,j(t) are the
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(x, y) position of the i-th hider and j-th seeker robot at time t, respectively. In plain language,

this cost is equal to the sum of the minimum distance observed between each hider and the

closest seeker over the course of the simulation, adjusted for each seeker’s search radius.

We deploy the optimized hider and seeker trajectories in hardware using the Robotarium

multi-robot platform [129] (we use 3 seekers and 5 hiders, since we had difficulty testing

with more agents in the limited space). We first hold the search pattern (design parameters)

constant and optimize evasion patterns against this fixed search pattern, yielding the results

shown on the left in Fig. 5.14 where the hiders easily evade the seekers. We then optimize

the search patterns using our approach (with K = 100 rounds and M = 10 substeps per

round, taking 41 s), yielding the results on the left where the hiders are not able to evade the

seekers. Trajectories for the hiders and seekers were planned offline and then tracked online

using linear trajectory-tracking controllers.

Although the gap between simulation and reality is not particularly large in this case,

there are effects present in the hardware system that we did not model in our simulator

(e.g. the collision-avoidance safety filter used by the Robotarium). Despite this small gap,

this case study serves as a useful proof-of-concept for transferring optimized designs from

simulation to hardware.

In the next case study, we will demonstrate the transfer of failure modes and repaired

designs in a much more challenging environment with vision in the loop.

5.4.3 Vision-in-the-loop control of a 1/10-scale race car

In our simulation studies in Section 5.3, we introduced a highway driving task where an

autonomous vehicle must overtake two slower cars using visual feedback to avoid collision

with other agents. In this case study, we return to this example, developing a hardware

test environment where the autonomous agent controls a 1/10th-scale race car and the two

non-ego agents are represented by TurtleBots.

We pre-train a policy for the highway task that has three components: a tracking con-
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Figure 5.14: (Left) HW results for search-evasion with 5 hiders and 3 seekers, showing an
initial search pattern (seeker trajectories; blue) and predicted failure modes (hider trajecto-
ries; red). (Right) HW results for an optimized search pattern leaves fewer hiding places.
The top row shows the predicted failure modes (i.e. hider trajectories), while the bottom
row shows a snapshot from hardware executions of these trajectories.

troller that follows a pre-planned trajectory, a model-based collision avoidance controller

that attempts to avoid rear-ending cars in front of the ego vehicle (using the depth camera

to measure the distance to the next car), and a neural network controller that accelerates

and steers based on the depth image received from a forward facing camera. The parame-

ters of the neural network and the pre-planned trajectory are optimized via vanilla gradient

descent during pre-training. The cost function is the negative minimum reward observed

during each rollout:

J = −m̃int (rt) (5.18)

rt = 0.1(xt − xt−1)− 5σ(−5dt) (5.19)

where m̃int is a soft minimum (as defined in Chapter 4) over time, with sharpness parameter
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10. rt is the reward at each timestep, defined as the weighted sum of the distance traveled

along the highway and a term that penalizes collisions. σ is the sigmoid function and dt is

the minimum distance between the ego vehicle and the nearest obstacle at time t.

We then use R1 to predict failure modes for this pre-trained, vision-in-the-loop policy in

simulation, then transfer both the pre-trained policy and predicted failure modes to hard-

ware. As shown in Fig. 5.15a, the failure modes predicted in simulation correspond to real

failures on hardware. We then repair the policy using R1, which results in an updated policy

and new predicted worst-case failure mode, shown in Fig. 5.15b. Since R1 predicts different

failure modes for the nominal and repaired policies, Table 5.2 compares the failure rates of

both policies on 20 independent samples of ϕ from the prior distribution, showing that the

repaired policy is 5x safer than the original policy.

These results demonstrate that both the predicted failure modes and the repaired policy

can successfully transfer from simulation to hardware, despite the gap between the simu-

lated dynamics and rendering system and reality. A benefit of the sampling-based approach

proposed in R0 and R1 is that the noise added during the sampling step helps us avoid

converging to narrow local minima, avoiding failures that occur only due to quirks in the

simulation environment.

Table 5.2: Failure rate on 1000 simulated and 20 hardware trials of nominal and repaired
policies with exogenous parameters sampled i.i.d. from the prior pϕ,0.

Policy Failure rate (simulation) Failure rate (hardware)

Nominal 4.4 % 25%
Repaired 0.6 % 5%
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(a) Nominal policy (b) Repaired policy

Figure 5.15: Composite images from hardware experiments with vision-in-the-loop con-
trollers. (Left) the nominal policy and the worst adversarial example found using our method,
where a crash occurs. (Right) the repaired policy and new worst adversarial example (both
found using our method); the repaired policy avoids crashing in this case.

5.5 Summary

In this chapter, we close several key gaps in the prior work on adversarial design optimiza-

tion. In particular, we reframe the adversarial optimization problem studied in Chapter 4 as

a inference problem solved by sampling from specially constructed pseudo-posterior distribu-

tions. This reformulation brings three key advantages. First, it provides practical advantages

through the use of gradient-based sampling algorithms that are robust to high-variance or

poorly conditioned gradients and are able to avoid getting stuck in local minima. Second,

this approach allows us to not only sample a diverse range of high-severity failures but also

simultaneously re-sample policy updates to repair those failures, sharing computation be-

tween subsequent rounds of predictions and updates to improve efficiency. Finally, our use

of well-established MCMC algorithms allows us to draw on a rich set of theoretical tools to

analyze the properties of our proposed algorithm, deriving conditions on polynomial-time

convergence (with respect to dimension) and characterizing the equilibrium distribution of

robust designs.
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We apply our approach to a range of robotics and cyberphysical control problems, demon-

strating how the use of gradients from differentiable simulation and rendering can help accel-

erate convergence. However, we acknowledge that a differentiable simulation environment is

not always available, and that substantial engineering effort can be required to develop such

a simulator. Because of this difficulty, and because simulators of certain phenomena (e.g.,

contact [50] and rendering with occlusion [47]) can yield inaccurate gradients if care is not

taken, we build graceful degradation into our approach, providing a gradient-free version of

our algorithm that can be used when gradients are not available. When gradient quality is

poor, we find empirically that the acceptance rate of R1 tends to zero, providing feedback

to the user to either improve their differentiable simulator or switch to R0 (which we find

outperforms gradient-free baselines on the benchmark problems studied in this chapter).

Although the RADIUM framework developed in this chapter closes a number of impor-

tant technical gaps from previous chapters, there are several limitations that remain to be

addressed. First, these methods rely on a manually-specified cost function to define fail-

ures. For some complex systems, it may be difficult to specify an appropriate cost function

a priori, and doing so may lead our method to focus only on those failures defined by the

cost function, preventing the discovery of other undesirable behaviors. Second, RADIUM

relies entirely on simulation for discovering failures and repairing designs; although we can

transfer RADIUM’s designs and predicted failures from simulation to hardware, there is no

immediately obvious way to feed the results of hardware experiments back into RADIUM.

In the next chapter, we introduce a method for data-driven failure analysis that allows us

to close the loop between simulation and real-world data, while avoiding the need for a

hand-specified cost function.
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Chapter 6

Robust anomaly diagnosis with

calibrating normalizing flows

The methods developed in previous chapters rely heavily on simulation to predict and repair

failures in autonomous systems. Although simulation-driven testing is an important part of

the development process for these systems, the ultimate goal is to deploy the system in the

real world. Unfortunately, testing a system in the real world presents a number of challenges

for the methods presented thus far in this thesis. Whereas simulation testing allows us to

vary environmental parameters in order to preemptively predict failures, in reality we are

often faced with the problem of analyzing a failure after the fact (often called a post-mortem

analysis). The goal of this analysis is to infer what went wrong based on data collected

during a particular failure event; i.e. what changes in the environment were associated with

the observed failure.

This analysis is challenging for a number of reasons. First, data collected from a system

operating in the real world is often noisy and prone to outliers. Second, if we have been re-

sponsible in developing and deploying our system, failures should be relatively rare, meaning

that while we may have a large amount of data from normal operation of the system, we

typically have very little data from the failure itself. This data imbalance makes it difficult
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to apply many learning and inference methods directly to post-mortem analysis.

To formalize this problem, we can frame post-mortem analysis as a Bayesian inverse

problem (IP), where we aim to infer the distribution of latent variables z from noisy obser-

vations x of a stochastic process x ∼ p(x|z; y), where y are known context variables [130]–

[133]1. In a traditional Bayesian IP setting, we are given one or more i.i.d. samples {yi, xi},

but in the anomaly diagnosis setting there is a data imbalance between a large number

of samples Dn = {yi, xi}i=1,...,Nn
from nominal operations and a much smaller number of

examples observed during the anomaly Da = {yj, xj}j=1,...,Na
, where Na ≪ Nn. This data-

constrained setting is related to, but distinct from, out-of-distribution detection (where Da

is not known; [134]–[136]) and few-shot learning (where Da is unknown during training but

known at inference time; [137]).

Given these data, anomaly diagnosis aims to infer the nominal distribution p(z|Dn) con-

ditioned solely on the nominal data and the anomaly distribution p(z|Da,Dn) conditioned

on all available data. Sampling from each of these distributions helps us understand what

changes in the latent variables were associated with the observed anomaly (helping us ask

“what went wrong?”), while comparing the likelihoods of these distributions allows us to test

for the presence of anomalies in future data. Unfortunately, imbalanced data in anomaly di-

agnosis problems makes it challenging to apply existing inference methods, which risk either

overfitting to noise in the limited anomaly data or underfitting the anomaly in favor of the

large nominal dataset.

In this chapter, we address this gap by introducing CalNF, or calibrated normalizing

flows. To make full use of available data, CalNF amortizes inference over both the nomi-

nal and anomaly data, learning a shared representation for both posteriors, but it prevents

overfitting using a novel subsample-then-calibrate approach to learn an optimal representa-

tion for the anomaly posterior. In contrast to existing methods for regularized distribution

1In this chapter, we use x, y, and z to denote the observation, context, and latent variables to align with
standard inverse problem notation. In the context of the notation used in previous chapters, x denotes the
system’s behavior, represented as a trace of states s1, . . . , sT , while y and z denote known and unknown
components of the exogenous parameters, respectively
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learning, our method does not require manual hyperparameter tuning, and it exceeds the

performance of hand-tuned baselines on a range of challenging data-constrained inference

problems.

To demonstrate the real-world applicability of CalNF, we apply our method to a post-

mortem analysis of the 2022 Southwest Airlines scheduling crisis, which stranded more than

2 million passengers during a winter storm and led to more than $750 million in financial

losses [138]. Our analysis provides new insights into the dynamics of the Southwest network

and suggests that an imbalanced distribution of aircraft at key airports (other than those

affected by the storm) may have contributed to the failure.

This chapter is organized as follows. Section 6.1 provides relevant background on inverse

problems and normalizing flows. Section 6.2 introduces CalNF, and Section 6.3 compares

our approach to existing regularized inference methods on a range of benchmarks. Section 6.4

presents our main case study: a data-driven post-mortem analysis of the 2022 Southwest

Airlines scheduling crisis. Section 6.5 concludes and identifies directions for future work.

6.1 Background

6.1.1 Variational inference for Bayesian inverse problems

There is a large body of work dealing with IPs from a Bayesian perspective. Historically,

Markov chain Monte Carlo (MCMC) methods have been the gold standard for posterior

sampling, but the computational expense of MCMC motivates the use of approximate al-

gorithms like variational inference (VI; [130]). These methods optimize the parameters of a

variational guide that approximates the true posterior qϕ(z) ≈ p(z|x; y) by maximizing the

evidence lower bound (ELBO) on the dataset D,

L(ϕ,D) = E
(x,y)∈D

E
z∼qϕ(z)

[
log

p(x, z; y)

qϕ(z)

]
. (6.1)
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In general, q may also depend on x and y [139].

6.1.2 Normalizing flows

L is maximized when the variational guide matches the true posterior qϕ(z) = p(z|x; y).

Classical VI methods use simple representations for qϕ, such as independent Gaussians,

which are often not capable of matching the true posterior, motivating the use of more

flexible guides like normalizing flows (NFs). NFs represent qϕ as the transformation of a

simple base distribution q0 (e.g. Gaussian) through an invertible mapping; e.g., z = fϕ(z0),

with z0 ∼ N (0, I) and a smooth bijection fϕ with inverse f−1
ϕ [140], [141]. We can sample

from this distribution by passing samples from the base distribution through f , and the

exact likelihood is given in terms of the Jacobian of f as:

log qϕ(z) = log q0(f
−1(z))− log

∣∣det Jf (f−1(z)
)∣∣ . (6.2)

Normalizing flows have seen substantial success as flexible representations for image gen-

eration, density estimation, and inverse problems [133]. Substantial effort has been devoted

to developing flows based on different choices for f [142]–[146]. Our focus in this chapter

is not on proposing and evaluating a new architecture for f but rather on addressing the

challenges involved in training normalizing flows in data-constrained settings.

6.2 Method: calibrated normalizing flows

The key challenge in applying existing VI methods, including those using normalizing flows,

to our setting is the imbalance in the size of the nominal and failure datasets. Relying

solely on anomaly data risks overfitting to noise in those data, but using both datasets risks

underfitting the anomaly in favor of the much larger nominal dataset.

Existing methods attempt to resolve this issue by first learning the nominal posterior,
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then using it as a prior to regularize the anomaly posterior. This is commonly done by

training qϕn on nominal data alone, then learning qϕa subject to a penalty on divergence

from the nominal distribution [133], [147]; for example, by solving:

ϕn = argmax
ϕ

L(ϕ,Dn), (6.3)

ϕa = argmax
ϕ

L(ϕ,Da)− βDKL(qϕ||qϕn), (6.4)

where β is a hyperparameter that controls how close the anomaly posterior is to the nominal

distribution. The Kullback-Leibler divergence DKL is often used to measure closeness to

the nominal distribution, but other measures may be used instead. The main challenge

with this approach is that β can be difficult to tune. As we show in Fig. 6.1, too little

regularization results in overfitting to noise in the scarce data, while too much makes it

difficult to distinguish between the nominal and anomalous cases. There is no clear choice for

how much regularization is appropriate, and so it must be tuned manually, leaving substantial

room for error.

(c) KL regularized, β=0.01
Anomaly

(b) Imbalanced dataset

Nominal

(a) GT (d) KL regularized, β=1.0 (e) Calibrated (ours)

Figure 6.1: Illustrating the effect of data imbalance. (a) The ground truth distribution.
(b) An imbalanced dataset. (c) When the regularization strength β is too small, existing
methods overfit to noise in the anomaly dataset. (d) When β is too large, the learned distri-
bution underfits the anomaly and struggles to distinguish between nominal and anomalous
data. (e) Our method yields a more accurate reconstruction of the anomaly distribution by
constraining the divergence between the nominal and anomaly distributions.

Our first insight is that instead of choosing a specific regularization strength β before-

hand, we can train a single normalizing flow to learn a family of distributions that interpolate

between the nominal and anomaly distributions (e.g. by training a single normalizing flow

with a label to distinguish between the two cases), then choose the best representation from
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this family of distributions. Unfortunately, it is not immediately clear how the “best” repre-

sentation should be chosen; simply picking the representation that best explains the anomaly

data (i.e. by maximizing the evidence for the anomaly data) recovers the distribution learned

without any regularization. Instead, our second key insight is that we can interpolate be-

tween the distribution of the nominal data and the distribution of different random subsets

of the anomaly data, then find the best interpolation between these subsets that explains

the full anomaly dataset. The family of distributions learned using this approach is shown

in Fig. 6.2, where we use a one-hot label to learn the distribution of each random subset. We

see that distributions learned for each of the random subsets is somewhat overfit to noise in

that particular subset, but we can find a better representation of the anomaly distribution by

finding the label that interpolates between these distributions and maximizes the evidence

on the overall anomaly dataset. This approach takes inspiration from the intuition behind

robust regression methods like RANSAC [148].

Figure 6.2: Uncalibrated vs. calibrated posteriors. (Left) The family of distributions
learned prior to the calibration step. The red and blue points are samples from the nominal
qϕ(z;0) and anomaly posteriors qϕ(z;λ1i) for λ ∈ [0, 1], respectively. Even though the
individual posteriors overfit to their respective subsets, the calibrated posterior (right) fits
well across the full anomaly dataset.

We call this approach calibrated normalizing flows, or CalNF. The architecture of

CalNF is shown in Fig. 6.3, which shows the label used to distinguish between differ-

ent subsets of the anomaly data and the nominal data in more detail. In the rest of this

section, we describe this architecture and the training process more formally.
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Figure 6.3: CalNF architecture: A normalizing flow is trained on random subsets of
the anomaly data and the full nominal dataset, using one-hot labels to identify different
subsets (•) and the zero vector to identify the nominal data (◦). The model is calibrated by
optimizing the label to find a posterior distribution that best explains the entire anomaly
training dataset (⋆).

CalNF begins by randomly sampling K subsets of the anomaly data D1
a, . . . ,DKa and

using a conditional flow qϕ(z; c) to learn a posterior for each, identifying the different subsets

with one-hot labels ci = 1i:

qϕ(z;1i) ≈ p(z|Dia), i = 1, . . . , K

qϕ(z;0K) ≈ p(z|Dn),

where the zero label c = 0K is used to identify the nominal dataset. Once posteriors have

been learned for each of these subsets, we calibrate the model by finding an optimal mixture

of these posteriors to explain the full anomaly dataset; i.e. holding the model weights ϕ

constant and finding the optimal label c∗ such that qϕ(z; c∗) ≈ p(z|Da).

This two-step process is illustrated in Fig. 6.3. On an intuitive level, our approach learns

a family of anomaly posteriors parameterized by the low-dimensional label c, then optimizes

in the lower-dimensional label space to find a good estimate of the overall anomaly posterior,
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Algorithm 6.2.1: Calibrated Normalizing Flows
Input: Nominal data Dn, anomaly data Da, step size γ, number of anomaly

subsamples K
Output: Model parameters ϕ and calibrated label c∗

1 for k = 1, . . . , K do
2 Dka ← ⌊Na/2⌋-element random subset of Da
3 Initialize ϕ, c
4 while ϕ not converged do
5 Compute L = La(ϕ) + Ln(ϕ) + Lcal(ϕ, c)
6 Update model ϕ← ϕ+ γ∇ϕL
7 Update calibration c← c+ γ∇cLcal(ϕ, c)

as shown in Fig. 6.3.

It is important to note that CalNF is agnostic to the specific architecture chosen for

normalizing flow (e.g. the form of fϕ). Our main contribution is the higher-level framework

for training the model in the context of scarce anomaly data, which could in theory be used

with any learned posterior representation.

The CalNF model, together with the optimized label, can be trained using Algo-

rithm 6.2.1. This algorithm modifies the standard variational inference training process in

two ways: by training on multiple random subsets of the anomaly data, and by interleaving

model updates and label calibration.

First, we split the anomaly training data into K random subsets with one-hot labels

and train the model to learn the posterior for each subset. Each subset Dia is created by

independently drawing ⌊Na/2⌋ samples from Da without replacement. We denote the ELBO

on a given dataset D as

L (ϕ, c,D) = 1

|D|
∑

(x,y)∈D
E

z∼qϕ(z;c)

[
log

p(x, z; y)

qϕ(z; c)

]
. (6.5)

The model parameters are updated to maximize the sum of several ELBOs: for each

anomaly subset (with one-hot labels), for the nominal dataset (with a zero label), and for
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the full anomaly dataset (with the calibrated label c):

La(ϕ) =−
1

K

K∑
i=1

L
(
ϕ,1i,Dia

)
, (6.6)

Ln(ϕ) =− L (ϕ,0K ,Dn) , (6.7)

Lcal(ϕ, c) = −L(ϕ, c,Da) (6.8)

This leads to the overall loss,

L(ϕ, c) =La(ϕ) + Ln(ϕ) + Lcal(ϕ, c). (6.9)

The mixture label c is initialized at [1/K, . . . , 1/K] and updated to minimize Lcal(ϕ, c).

In practice, we find that we can interleave optimization for ϕ and c.

6.3 Experiments

6.3.1 Benchmark problems

This section briefly introduces the data-constrained anomaly diagnosis problems used in

our experiments. More details on each problem is provided in the appendix. The first

benchmark is newly developed to support our case study, but the second and third are

previously-published benchmark problems [149], [150]. We implement all baselines using the

Pyro framework for probabilistic programming in Python [151].

Air traffic disruptions We develop a stochastic queuing model of the Southwest Airlines

network using actual flight arrival and departure data published by the US Bureau of Trans-

portation Statistics [152]. This model tracks the movement of aircraft between airports in

the network, accounting for randomness in travel times, runway use times, and air traffic

control (ATC) delays, as well as runway congestion and varying aircraft reserves at each air-
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port. We base our model off of that in [153], with extensions to account for aircraft reserves.

The latent variables represent travel times between airports, runway delays at each airport,

and the number of aircraft stationed at each airport at the start of the day. The context

includes the scheduled departures and arrivals for the day, and the observations include the

actual departure and arrival time for each flight.

The nominal and anomaly datasets include data from December 1 through December 20

and December 21 through December 30 of 2022, respectively. For benchmarking, we consider

only the four busiest airports in the Southwest network, but we consider larger sub-networks

in our case study in Section 6.4. The four-airport sub-network has 24 latent variables. We

train on Nn = 9 and Nf = 4 data points and evaluate on 4 anomalous data points (each

data point is a single day with between 88–102 flights).

Geophysical imaging Seismic waveform inversion (SWI) is a well-known geophysics prob-

lem used as a benchmark for inference and physics-informed learning [150], [154], [155]. SWI

seeks to infer the properties of the Earth’s subsurface using seismic measurements. A source

emits a sound wave that travels through the Earth before being measured by several receivers.

The wave is simulated by solving the elastic wave partial differential equation (PDE) nu-

merically, with latent variables z for the subsurface density profile, context y for the source

signal, and observations x of the signal measured at each receiver [156]. The latent space

has 100 dimensions. We train using Nn = 100 and Na = 4 samples and evaluate on 500

synthetic anomaly samples.

Aerial vehicle control We also consider a failure detection benchmark for unmanned

aerial vehicles (UAVs) using the ALFA dataset [149]. This dataset includes real-world data

from a UAV during normal flight and during a series of failures where various control surfaces

are deactivated. In this case, z parameterizes the nonlinear attitude dynamics, y includes

the current state and desired orientations, and x is the next state. The latent space has 22

dimensions; we train on 10 nominal trajectories with Nn = 2235 data points and 1 anomalous
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trajectory with Na = 58, and we evaluate on a second anomalous trajectory with 69 data

points (both the training and evaluation anomalies are rudder failures).

Other benchmarks For completeness, we include results from the toy 2D problem in

Fig. 6.1 (Nn = 1000, Nf = 20).

6.3.2 Baselines and metrics

Our main claim is that our CalNF framework is an effective way to learn the posterior

when a small number of anomaly data points are available. As a result, the most relevant

comparisons are to methods for posterior learning with dataset bias, which typically involve

regularizing the learned posterior. In particular, we compare against two baselines: a “state-

of-the-practice” method regularizing the KL divergence [133], [147] and a state-of-the-art

method specific to normalizing flows that regularizes the Wasserstein distance W2. This

second method follows RNODE and related works by penalizing the squared norm of the

vector field of a continuous normalizing flow [144], [157]. We implement the KL-regularized

method using neural spline flows [146] and label this method β-NSF. Since each of these

baselines relies on a hyperparameter to determine the strength of the regularization (β for

KL regularization and λK for RNODE), we provide results for a range of hyperparameters.

Since the relatively large amount of nominal data makes it easy to fit the nominal dis-

tribution, we compare primarily on the basis of the evidence lower bound L computed on

held-out anomaly data. It is important to note that while our method requires less hyper-

parameter tuning than the other methods, it requires additional likelihood evaluations to fit

the subsampled anomaly data. To quantify this trade-off, we report the training time for

all methods. All metrics report the mean and standard deviation over four random seeds.

When useful, we also provide visual comparisons of the posterior distributions learned using

different methods.

We implement CalNF using neural spline flows (NSF) as the underlying normalizing

127



(b) Noisy observations(a) GT mean

N
om

in
al

A
no

m
al

y

(c) KL reg. (d) W2 reg. (e) CalNF (ours)

Figure 6.4: Seismic waveform inversion. (a) The ground truth nominal and anomalous
density profiles. (b) The waveforms observed in each case. (c-e) The posteriors fit using
KL regularization, W2 regularization, and our CalNF method. Ours is the only method to
correctly infer the shape of the anomaly density profile.

flow [146]. Since CalNF is agnostic to the underlying flow architecture, we also tried

masked autoregressive flows [145], which trained faster but had slightly worse performance,

and continuous normalizing flows [158], which trained much more slowly. We implement β-

NSF using neural spline flows with a KL regularization penalty between the learned anomaly

and nominal posteriors. We implement an RNODE-derived method that includes only the

W2 regularization term, not the Frobenius norm regularization term (which is used only to

speed training and inference, not to regularize the learned posterior; [157]).

All methods were implemented in Pytorch using the Zuko library for normalizing flows [159].

The neural spline flows used 3 stacked transforms, and all flows used two hidden layers of 64

units each with ReLU activation (except for the continuous flows on the 2D problem, which

use two hidden layers of 128 units each). All flows were trained using the Adam optimizer

with the learning rate 10−3 (except on the UAV problem, which used a learning rate of 10−2)

and gradient clipping. CalNF used K = 5 on all problems. All methods were trained on

a single NVIDIA GeForce RTX 2080 Ti GPU, with 200, 500, 1000, and 300 epochs for the

2D, SWI, UAV, and ATC problems, respectively.
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Table 6.1: ELBO (nats/dim) on held-out anomaly data and training times (in minutes) on
benchmark problems. 2D and SWI use synthetic data, so additional anomaly data were
generated for the test set; in all other cases, half of the anomaly data was withheld for
testing. Mean and standard deviation across four seeds are reported. Our method takes
longer to train (requiring K times as many likelihood evaluations) but meets or exceeds the
state of the art without needing additional hyperparameter tuning. †scaled by ×10−3

2D SWI UAV ATC
nats/dim ↑ nats/dim† ↑ nats/dim ↑ nats/dim† ↑

β-NSF (β = 0.01) −3.22±0.13 43.8±0.61 3.30±0.83 −2.33±0.05

β-NSF (β = 0.1) −2.03±0.04 43.9±0.79 3.64±1.27 −2.30±0.05

β-NSF (β = 1.0) −1.04±0.06 44.1±0.84 2.78±1.71 −2.12±0.09

RNODE (λK = 0.01) −4.58±0.18 36.0±3.14 0.76±2.31 −4.36±1.02

RNODE (λK = 0.1) −2.95±0.14 36.0±3.13 0.76±2.28 −4.39±1.08

RNODE (λK = 1.0) −1.67±0.05 36.0±3.06 1.14±2.50 −4.35±1.04

CalNF (ours) −0.90±0.10 46.3±0.18 6.95±1.24 −2.01±0.10

Time ↓ Time ↓ Time ↓ Time ↓
β-NSF (β = 0.01) 0.43±0.02 33.5±0.2 16.9± 0.09 81.6±9.2

β-NSF (β = 0.1) 0.45±0.03 33.6±0.2 17.0± 0.08 81.7±8.5

β-NSF (β = 1.0) 0.45±0.03 33.6±0.1 16.9± 0.28 81.4±8.7

RNODE (λK = 0.01) 5.37±0.17 25.1±0.5 68.0± 2.98 82.0±8.4

RNODE (λK = 0.1) 5.38±0.19 25.1±0.7 67.5± 3.60 82.2±7.6

RNODE (λK = 1.0) 5.23±0.06 24.9±0.7 69.7± 12.6 81.8±8.7

CalNF (ours) 0.53±0.02 80.1±0.5 45.9± 0.32 148.8±16.5

6.3.3 Results & discussion

Our main empirical results are shown in Table 6.1. We find that our method achieves

better performance on held-out anomaly data than baselines on all problems; moreover,

our method does not require manual hyperparameter tuning (K = 5 was sufficient for all

problems). CalNF’s improved performance comes at the cost of increased training time,

requiring K additional likelihood evaluations per step; this difference is most significant on

the SWI and ATC problems, where evaluating the likelihood is particularly expensive. On

problems where the likelihood is easy to evaluate, the RNODE-derived methods are slowest

to train due to their use of neural ODEs.

To understand the difference in performance, Fig. 6.4 compares the learned anomaly
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Table 6.2: ELBO (nats/dim) on held-out anomaly data for ablations of CalNF. The first is
our proposed method, the second fixes c, the third excludes the nominal data during training,
and the fourth does not subsample the anomaly data. †scaled by ×10−3

2D SWI† UAV ATC†

CalNF −0.90±0.1 46.3±0.2 6.95±1.2 −2.01±0.1

w/o c∗ −0.96±0.2 46.2±0.4 7.86±1.0 −2.02±0.1

w/o Ln −1.12±0.2 46.1±0.4 −9.22±10 −2.03±0.2

w/o Dia −1.03±0.2 43.9±2.8 −3.65±11 −2.05±0.1

posteriors on the SWI example, which lend themselves to easy visualization. 6.4a shows the

ground truth subsurface profiles, and 6.4b shows the noisy observations. We see that the

two regularization-based methods are partially successful: the KL-regularized method (6.4c)

partially infers the break in the anomaly subsurface profile, and while the W2-regularized

method (6.4d) does not infer the break, it does infer the increased uncertainty in the anomaly

case. However, only our method (6.4e) is able to correctly infer the shape of the anomaly

profile. This suggests that our method is able to appropriately balance the information

gained from the nominal distribution with the limited number of anomaly data points.

We also provide the results of an ablation study in Table 6.2, comparing the ELBO

achieved when we omit the calibration step (using a constant c), omit the nominal data,

and remove the subsampling step. These results indicate that most of the performance

improvement from CalNF is due to training on random subsamples of the anomaly data.

We observe that in cases with plentiful nominal data (like the UAV problem), including the

Ln term also substantially boosts performance. We find that the benefit of optimizing c is

relatively minor compared to the other components, but this step can be included for little

additional computational cost, re-using the likelihood evaluation and backward pass from

the main model update.
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(a) Timeline of cancellations during the 2022
Southwest Airlines scheduling crisis.

(b) Cancellations at the 10 busiest airports
in Southwest’s network during the first four
days of the disruption.

Figure 6.5: Analysis of data observed during the 2022 Southwest Airlines incident.

6.4 Post-mortem analysis of the 2022 Southwest Airlines

scheduling crisis

In this section, we apply our method to a post-mortem analysis of the 2022 Southwest Airlines

scheduling crisis. In the period between December 21st and December 30th, 2022, a series

of cascading delays and cancellations severely disrupted the Southwest network, starting in

Denver and spreading across the United States. The disruption occurred in roughly two

stages, as shown in Figs. 6.5a and 6.5b. In the first stage, from 12/21 to 12/24, weather and

operational difficulties caused cancellations to increase from a < 5% baseline to over 50% of

scheduled flights. In the second phase, after trying and failing to recover normal operations,

Southwest flight dispatchers started preemptively canceling flights and ferrying crew between

airports to reset the network, canceling up to 77% of scheduled flights between 12/25 and

12/29 before returning to near-normal operations on 12/30. Southwest ultimately canceled

more than 16,000 flights, affecting more than 2 million passengers, and the airline later paid

a $140 million penalty imposed by the US Department of Transportation (28% of its 2023

net income; [138]) in addition to lost revenue.

This incident has been the subject of extensive investigation, with a report from South-
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west Airlines [160], testimony before the US Senate from the Southwest Airlines Pilots As-

sociation (SWAPA; [161]), and press coverage [138], [162]. These sources propose a number

of hypotheses on the root cause of the 2022 incident. While there is broad agreement that

winter weather was a major factor, sources differ on the role of other factors; e.g. the

SWAPA report emphasizes poor crew management, while press coverage emphasizes the

point-to-point nature of the Southwest network.

Given this context, we have two goals for our case study. First, we are interested in

identifying changes in the network state that coincided with the disruption, and how those

disrupted parameters compare to the nominal state of the network. Second, we aim to

produce a generative model of the nominal and disrupted network conditions to act as a tool

for network design and analysis, so that future operational, scheduling, and recovery policies

might be proactively stress-tested.

6.4.1 Implementation

Due to the difficulty of modeling the decision-making process of the Southwest flight dis-

patchers during the second half of the disruption, we focus on the first four days of the

scheduling crisis, prior to the wave of cancellations aimed at resetting the network. We

conduct our analysis at multiple levels of spatial resolution, looking at both the top-4 and

top-10 subnetworks that include only flights between the 4 and 10 busiest airports in the

Southwest network, respectively.

We modify the CalNF framework slightly for this use case; instead of randomly sub-

sampling the anomaly data (one data point for each of the first four days of the crisis), we

use each day of the crisis as a separate subsample Dia. This allows us to simultaneously fit

a posterior for the overall disruption (using the calibrated label c∗) and for each individual

day of the disruption, respecting the time-varying nature of this problem.

The input to our air traffic model is a list of scheduled flights, each specifying an origin

and destination airport and a scheduled departure and arrival time. The latent state z
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includes the mean travel time between each origin/destination pair, the mean service time

at each airport (which affects both arriving and departing aircraft and models taxi, deicing,

and ATC delays), the mean turnaround time at each airport (the minimum time that must

elapse before an arriving aircraft may depart), the baseline cancellation rate at each airport,

and the initial number of aircraft at each airport.

The model steps through the scheduled flights in 15 minute increments. In each incre-

ment, it checks for the flights that are scheduled to depart from each airport. Each of these

flights receives a certain probability of cancellation given by

P (canceled) = 1− (1− pc)σ
(
10

# available aircraft
# departing flights in this block

)
(6.10)

where pc is the baseline cancellation rate for the origin airport and σ is the sigmoid function,

so the probability of cancellation is pc when there are more available aircraft than scheduled

departures and approaches 1 as the number of available aircraft decreases. Cancellations

are sampled from a relaxed Bernoulli distribution with this cancellation probability and a

straight-through gradient estimator. If a flight is canceled, it is marked as such and will not

include actual departure and arrival times. If the flight is not canceled, then it is moved

to the runway queue if there are enough aircraft available; otherwise, it is delayed until the

next time block.

Both departing and arriving flights are served using a single M/M/1 queue for each

airport, with service times drawn from an exponential distribution with the mean specified

according to each airport’s mean service time. Once airborne, departing flights are assigned

a random flight time from a Gaussian with mean given by the mean travel time for each route

and fixed variance. Once this travel time has elapsed, they enter the runway queue at the

destination airport. Once an aircraft has landed, it does not become available to serve new

flights until the minimum turnaround time has elapsed (which is sampled from a Gaussian

with mean given by the mean turnaround time for each airport). Observations for non-
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canceled flights include the simulated arrival and departure times, plus some fixed-variance

Gaussian noise. For reference, Table 6.3 includes a key of relevant three-letter airport codes.

Table 6.3: International Air Transport Association (IATA) codes and full names of the ten
busiest airports in the Southwest network.

DEN Denver International Airport
DAL Dallas Love Field Airport
MDW Chicago Midway International Airport
PHX Phoenix Sky Harbor International Airport
HOU William P. Hobby Airport
LAS McCarran International Airport
MCO Orlando International Airport
BNA Nashville International Airport
BWI Baltimore/Washington International Thurgood Marshall Airport
OAK Oakland International Airport

6.4.2 Results

Localized delays due to winter weather. Our first observation confirms a common

explanation for the disruption: that localized delays at airports across the US coincided

with winter weather. For example, Fig. 6.6 shows CalNF’s posterior estimates of nominal

and disrupted service times, which include taxiing, deicing, and ATC delays, at the four

busiest airports. Of these four, DEN, MDW, and DAL, which saw severe cold temperatures,

experienced a 50% increase in average service time, while there was no corresponding increase

at LAS, which did not experience severe weather. This result agrees with press and official

accounts that identify winter weather and a lack of deicing equipment at critical airports

like DEN as a contributing factor [160], [162]. However, the more important question is how

these localized service delays cascaded into the nationwide disruption.

Cascading failures due to aircraft flow interruption. Our main finding comes from

modeling the movement of aircraft within the Southwest network. The number of aircraft

that start the day at each airport provides an important measure of robustness, since if
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Figure 6.6: The posterior distribution (inferred using our method) indicates that service
times (including taxiing, de-icing, and ATC delays) increased at DEN, MDW, and DAL,
which were hit by a winter storm, but were unchanged at LAS, which did not see severe
weather.

there are insufficient aircraft to meet demand, then departing flights must be delayed or

canceled.2 A lack of aircraft can also cause cancellations to cascade through the network

if down-stream airports are deprived of the aircraft needed to serve scheduled departures.

Despite its importance, aircraft distribution is not directly observable from public data, and

so it must be inferred.

Fig. 6.7 shows our results from inferring the distribution of aircraft in the top-10 network.

We use CalNF to learn the posterior distribution for each of the first four days of the

disruption, then plot this inferred aircraft distribution over time. Fig. 6.7a shows that there

was no detectable deviation from the nominal aircraft distribution on the first day of the

disruption, but we see a steadily increasing deficit at LAS, DAL, and PHX over the following

three days. The fact that the aircraft deficit at these airports continued to worsen may have

been a factor in Southwest’s decision to “hard reset” the network by ferrying empty planes

between airports.

Figs. 6.7(b-d) show how these accumulating deficits connect localized weather-related

disruptions to system-wide failure. Fig. 6.7(b) shows how cancellations during the first

four days were concentrated at DEN and MDW; these cancellations likely contributed to

decreased aircraft reserves at LAS, PHX, and DAL, which receive nearly 50% of their last-
2The same logic holds for the crew distribution. Our model assumes that crews and aircraft move together,
but a separate crew model with duty time limits would be an important extension.
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Figure 6.7: (a) Posterior estimates (inferred using our method) of the distribution of South-
west aircraft at the start of the first four days of the disruption, normalized by the number of
scheduled departures at each airport; positive/negative indicates more/fewer aircraft than in
the nominal case, respectively. We see that LAS, DAL, and PHX accumulate a large aircraft
deficit over the course of the disruption. (b) Cancellations during the first four days of the
disruption were concentrated in DEN and MDW. (c) During normal operations, LAS, DAL,
and PHX (together with DEN and MDW) host the five largest overnight aircraft reserves
in the network (i.e. the largest number of arrivals on the last leg of each aircraft’s daily
sequence). Cancellations at DEN and MDW may have cascaded to create the deficits at
LAS/DAL/PHX that we observe using our method. (d) The large majority of normally-
scheduled flights in the network connect through either DEN/MDW or LAS/DAL/PHX.
Our analysis with CalNF suggests that the overnight aircraft reserves at LAS, PHX, and
DAL played a key role in propagating weather-related disruptions at DEN and MDW to the
rest of the network.

leg flights3 from either DEN or MDW, per Fig. 6.7(c). LAS, PHX, and DAL, together with

DEN and MDW, host the five largest overnight aircraft reserves in the network, and the rest

of the Southwest network receives the vast majority of their incoming flights from routes

visiting these airports, as shown in Fig. 6.7(d). Even though LAS and PHX did not see the

same severe winter weather as DEN and MDW (DAL did experience freezing temperatures),

our analysis suggests that LAS, PHX, and DAL may have played a key role in allowing the

disruption to spread throughout the Southwest network. Our results indicate that trends

3Aircraft arriving on the last leg of their flight sequence for the day, which remain at the airport overnight.
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in overnight aircraft reserves at these airports may be a valuable warning sign for detecting

future disruptions.

Generative modeling Once we have learned the nominal and disruption posteriors for

the Southwest network, we can use these as generative models for stress-testing proposed

modifications to the Southwest network or scheduling system. In future work, these genera-

tive models could be used to design more resilient schedule recovery algorithms.

6.5 Summary

In this chapter, we propose a novel algorithm for data-constrained posterior inference, which

uses a subsampling and calibration strategy to avoid overfitting to scarce data. We apply our

algorithm to anomaly diagnosis problems, achieving competitive performance on challenging

inverse problem benchmarks with both simulated and real data. We also apply our algorithm

to a real-world anomaly diagnosis problem, providing new insight into the factors behind the

2022 Southwest Airlines scheduling crisis.

There are two major limitations of our work, which indicate directions for future research.

First, it has been reported that normalizing flows struggle on out-of-distribution detection

tasks, since they can assign high likelihoods to out-of-distribution samples [136]. Since our

method relies heavily on normalizing flows, more work is needed before our method can be

used to detect previously-unseen anomalies, building on existing out-of-distribution detection

techniques.

Second, our method does not provide any estimate of the risk associated with that

anomaly (i.e. how likely was it?). Estimating the risk of failure is challenging due to the size

of the dataset, but we hope that future work will close this gap, potentially through the ap-

plication of large deviation theory [163], allowing us to not only explain observed anomalies

but also estimate their probability of occurrence.
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Chapter 7

Conclusion

As autonomous systems increase in scale and complexity, there will be an increased need for

automated tools for designing and verifying the safety of these systems. In particular, these

tools will need to be increasingly flexible in order to support the variety and complexity of

practical robotic and cyberphysical systems, which often have multiple interacting subsys-

tems and do not easily lend themselves to mathematical abstractions and formal analysis.

In this thesis, I developed a new set of simulation-driven tools that take a program anal-

ysis approach to design and verification of complex autonomous systems. By considering

the end-to-end behavior of the system, as specified by a simulator, these tools are able to

simultaneously consider interactions between different subsystems and between the system

and its environment. To address the scalability challenges facing previous end-to-end ver-

ification methods, I used program analysis techniques like automatic differentiation to not

only solve verification problems with high-dimensional search spaces but also feed the results

of verification back into the design process to improve robustness. In addition, I resolved

the trade-off between local gradient-based optimization, which is efficient but can get stuck

in local minima or fail due to poor-quality gradients, and black-box methods that are more

robust but correspondingly more computationally expensive, through a novel Bayesian infer-

ence reformulation. Using this reformulation, I developed efficient gradient-based algorithms
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that can gracefully degrade to gradient-free applications.

In addition to tools that can be used to test and improve a system’s performance prior to

deployment, I also introduced inference-based tools for diagnosing and explaining anomalies

encountered after deployment. These tools also make use of program analysis methods,

particularly probabilistic programming, but they are designed to work with limited, noisy

real-world datasets. I show how these tools can be used to provide explanations of system

failures, linking the observed behaviors of complex systems to physically interpretable root

causes.

I have applied these tools to solve challenging design and verification problems for both

robotic systems, including vision-in-the-loop control for autonomous vehicles, and real-world

cyberphysical infrastructure like power grids and air transportation networks. These applica-

tions demonstrate the flexibility of this approach, where the use of general-purpose program

analysis tools allows us to easily adapt to new applications, but there remain a number of

interesting areas for future work.

7.1 Future work

7.1.1 Integrating simulation and hardware testing

In this thesis, I focused on simulation-driven tools for safety verification and design optimiza-

tion. However, no matter how extensively a system is tested in simulation, the gap between

simulation and reality means that most practical systems will also require extensive testing

on hardware. These hardware tests are much more expensive than testing in simulation; as a

result, engineers devote considerable effort to manually designing test campaigns that begin

with simulation testing and gradually build up to more expensive hardware tests. These

engineers take great care to consider which subsystems will be tested at each phase of the

campaign and how (or even whether) to adjust plans for later tests based on the results of

early experiments. While substantial research effort, including this thesis, has been devoted
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to subsystem and end-to-end testing in simulation, relatively little work has gone towards

the higher level problem of designing test campaigns that strike an optimal balance between

simulation and hardware testing. Traditional approach to test campaign design take a lin-

ear, waterfall approach that proceeds step-by-step through increasingly higher-fidelity test

environments, but the complexity of the system under test makes it difficult to design adap-

tive test campaigns that can flexibly intermix low- and high-fidelity testing to maximize the

likelihood of detecting issues while minimizing the cost of experiments.

Recent advances in so-called “real2sim” methods that use data from hardware experiments

to improve the accuracy of low-fidelity simulation environments means that it is important to

consider the interplay between simulation-based and physical testing. Historically, hardware

testing is conducted after exhaustive testing in simulation, but it may be more efficient to

instead interleave simulation and physical tests so that early physical tests can be used to

improve the accuracy of the simulation environment, which in turn will reduce the need for

more expensive testing later on. There are three interesting areas of future work along these

lines.

Uncertainty quantification of simulation-based testing Existing methods for testing

in simulation testing do not provide a way to estimate the risk of false positive or false

negative results. Quantifying this uncertainty, which may vary even between scenarios in

the same simulated environment, is important not only for calibrating users’ confidence in

the results of simulation testing, but also for prioritizing efforts to gather additional physical

data or improve the simulation environment. For example, a user might choose to focus

on improving the accuracy in regions of the state space where uncertainty is high. Future

work in this area may explore extending existing methods for uncertainty quantification (e.g.

model-free methods based on Gaussian process regression or conformal prediction) to this

problem, where the high-dimensional search space of simulation parameters may require a

novel combination of model-free and model-based methods (e.g. using differentiable and
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probabilistic programming).

Optimal design of real2sim experiments Once we are able to quantify the uncertainty

of the simulation environment in different regimes, future work might extend the automatic

failure prediction and repair strategies developed in this thesis to select optimally-informative

hardware experiments to reduce uncertainty in the simulation environment.

End-to-end design of test campaigns Given the ability to select optimal test cases

for hardware experiments, a next step for future work would be to design test campaigns

that efficiently interleave simulation and hardware testing. This would requires solving an

exploration/exploitation trade-off between conducting experiments intended to improve the

accuracy of the simulation environment and conducting experiments designed to verify the

safety of the system.

7.1.2 Integrating safety verification and runtime monitoring

In this thesis, I used predictions of likely failure modes to repair the system’s design to be

more robust (e.g. fine-tuning a control policy to avoid the predicted failure modes). When we

repair the policy, there is a risk of that these repairs may introduce additional conservatism;

for instance, we saw in Chapter 5 that repairing the policy used by an autonomous vehicle to

overtake another vehicle led to less aggressive behavior that avoided the overtake maneuver

altogether. An alternative approach, and an interesting avenue for future work, would be to

use the predicted failure modes as the basis for an online monitoring and recovery system that

attempts to infer when a failure is imminent (e.g. by matching observations to a database

of previously predicted failure modes), then taking corrective action.
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Appendix A

Appendix to Chapter 3

A.1 Sensor placement design problem statement

We model the robot with discrete-time Dubins dynamics with three state variables (q =

[x, y, θ]), two control inputs for linear and angular velocity (u = [v, ω]), and noisy transition

model 
x

y

θ


t+1

=


x

y

θ


t

+


∆tv cos(θ +∆tω/2)

∆tv sin(θ +∆tω/2)

∆tω

+ wt

where ∆t = 0.5 and wt ∈ R3 is the actuation noise (wt ∼ N (0, Q) with covariance Q ∈ R3×3).

The measurement model is

zt =


(xt − xb1)2 + (yt − yb1)2

(xt − xb2)2 + (yt − yb2)2

θ

+ vt

where vt is the measurement noise (vt ∼ (0, R) and covariance R ∈ R3×3), modeling range

measurements from radio or acoustic beacons b1 and b2 and inertial or magnetic measure-
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ments of θ. The initial state of the robot is normally distributed q0 ∼ N (q̄0, P0) for mean

initial state q̄0 ∈ R3 and initial covariance P0 ∈ R3×3. The navigation function (shown in

Fig. 3.4a) is Vt(xt, yt) = 2(x2t + y
2
t )+0.05/dt (dt is the distance from the robot to the nearest

obstacle at step t). Formally, we define this problem in the language of our framework in

Table A.1.

A.2 Multi-agent manipulation design problem statement

We model each ground robot as a double integrator with states [px, py, θ, vx, vy, ω]. Given

control inputs representing desired linear velocity vd in the [cos θ, sin θ] direction and desired

angular velocity ωd, the robot tracks those desired velocities by applying forces and torques

subject to a friction cone constraint. The box is modeled as a rigid body with friction against

the ground. Contact forces between the box and each robot are modeled using a penalty

method described in [69], where the normal force is given by fn = kcmin(ϕ, 0)− kdϕ̇1ϕ<0 (ϕ

is the signed distance between the robot and the box, kc = 300N/m is the contact stiffness,

kd is a damping coefficient chosen to ensure critical damping, and 1ϕ<0 is the indicator

function equal to 1 when the box and robot are in contact and 0 otherwise). Friction in

the box/ground and box/robot contacts was modeled as Coulomb friction, resulting in a

tangential force ft = µfn with µ = cψ if ψ < ψs and µ = µd otherwise, where mud is the

coefficient of dynamic friction (µd varies for each contact pair), ψ is the tangential velocity

at the point of contact, ψs = 0.3m/s is the tangential velocity where slipping begins, and

c = µd/ψs was chosen to ensure a continuous friction model.

Each ground robot uses a proportional controller (with tunable gains) to find vd and ωd

to track a cubic spline reference trajectory. The start point of each spline is set to match

the robot’s current position, the end point is set based a known offset from the desired box

location, and the central control point of the spline is set using a neural network (with tunable

parameters). The neural network is given inputs including the current position of each robot
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and the desired box pose, all referenced against the current box pose, and it predicts (x, y)

locations for the control point for each robot. The network uses tanh activations on each

hidden layer.

Formally, we define this problem in the language of our framework (design parameters,

exogenous parameters, etc.) in Table A.2. The design parameters include the trajectory

tracking control gains and network parameters, while the exogenous parameters include the

desired box pose, coefficients of friction, box mass, and initial robot poses.
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Table A.1: Formal statement of the sensor placement design problem with T discrete
timesteps.

Design pa-
rameters

θ = [b1, b2, k] ∈ R6

Beacon locations: bi = (xbi, ybi) ∈ R2 for i = 1, 2

Feedback gains: k ∈ R2

Exogenous
parameters

ϕ = [q0, w0, . . . , wT−1, v0, . . . , vT−1] ∈ R3+6T

Initial state: q0 ∈ R3, q0 ∼ N (q̄0, P0);

P0 = 0.001I3×3

Actuation noise: wt ∈ R3, wt ∼ N (0, Q);

Q = (∆t)2diag ([0.001, 0.001, 0.01])

Measurement noise: vt ∈ R3, vt ∼ N (0, R)

R = diag ([0.1, 0.01, 0.01])

Simulator S initializes the robot with state q0 and EKF state estimate q̄0 and error
covariance P0, then steps forward with interval ∆t = 0.5 for T = 60 total
steps. At each step, the simulator

1. Evaluates the navigation function to find a collision-free path to the goal,

2. Uses a feedback controller to track that path,

3. Updates the state using forward Euler integration,

4. Performs an EKF prediction, obtains a measurement zt, and performs
an EKF update.

S returns a trace st = [q, q̂, Pt|t, Vt] containing true states, estimated states,
estimated posterior error covariance, and the value of the navigation function
at each time step.

Cost J has three components. The first (∥qt − q̂t∥2) minimizes the estimation
error of the EKF, the second (∥qt∥) guides the robot towards the goal,
and the third (both Vt terms) avoids collision with the environment: J =
1
T

∑T
t=1

(
100 ∥qt − q̂t∥2 + ∥qt∥2 + 0.1Vt

)
+0.1maxt Vt

Constraints (xbi, ybi) ∈ [−3, 0]× [−1, 1] for i = 1, 2
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Table A.2: Formal statement of the collaborative manipulation design problem using a
planning network with np total parameters (weights and biases).

Design pa-
rameters

θ = [kv, kω, wi, bi] ∈ R2+np

Trajectory tracking gains: [kv, kw] ∈ R2

Network weights and biases: (wi, bi) for i = 1, . . . , np

Exogenous
parameters

ϕ = [µrg, µbg, µbr,mb, pbd, pr1, pr2] ∈ R13

Robot/ground, box/ground, box/robot coefficients of friction:

[µrg, µbg, µbr] ∈ [0.6, 0.8]× [0.4, 0.6]× [0.1, 0.3]

Box mass: mb ∈ [0.9, 1.1]

Desired box pose:

pbd = [xd, yd, θd] ∈ [0, 0.5]2 × [−π/4, π/4]

(Above parameters are uniformly distributed)

Initial robot pose: pri = [x0, y0, θ0] ∼ N (p̄ri,Σ);

Σ = 0.01I3×3, i = 1, 2.

Simulator S initializes the robots at the initial states in ϕ relative to the box. Since
these initial states may be in contact, we simulate 0.5 s of settling time at a
0.01 s timestep, then re-index the robot positions and desired box pose relative
to the settled box pose. We then evaluate the planning network and track
the planned path for 4 s at a 0.01 s timestep. At each timestep, 1) evaluate
the spline tracking controller, 2) evaluate contact dynamics between the box,
robots, and ground, and 3) integrate forces and torques to obtain box and robot
states at the next timestep. S returns a trace st = [qr1, qr2, qb] containing the
states of each robot and the box over time (relative to the initial pose of the
box after the settling period).

Cost J is simply the squared distance between the final box pose and the desired
box position (x− xd)2 + (y − yd)2 + (θ − θd)2

Constraints Network parameters were not constrained. kv and kw were constrained to be
less than 10.
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Appendix B

Appendix to Chapter 5

B.1 Environment details

This section provides more details on the environments used as benchmark problems in

Chapter 5.

B.1.1 AC power flow problem definition

The design parameters x = (Pg, |V |g, Pl, Ql) include the real power injection Pg and AC

voltage amplitude |V |g at each generator in the network and the real and reactive power

draws at each load Pl, Ql; all of these parameters are subject to minimum and maximum

bounds that we model using a uniform prior distribution px,0. The exogenous parameters

are the state yi ∈ R of each transmission line in the network; the admittance of each line is

given by σ(yi)Yi,nom where σ is the sigmoid function and Yi,nom is the nominal admittance

of the line. The prior distribution py,0 is an independent Gaussian for each line with a mean

chosen so that
∫ 0

−∞ pyi,0(yi)dyi is equal to the likelihood of any individual line failing (e.g. as

specified by the manufacturer; we use 0.05 in our experiments). The simulator S solves the

nonlinear AC power flow equations [124] to determine the AC voltage amplitudes and phase

angles (|V |, θ) and the net real and reactive power injections (P,Q) at each bus (the behavior
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ξ is the concatenation of these values). We follow the 2-step method described in [128] where

we first solve for the voltage and voltage angles at all buses by solving a system of nonlinear

equations and then compute the reactive power injection from each generator and the power

injection from the slack bus (representing the connection to the rest of the grid). The cost

function J is a combination of the generation cost implied by Pg and a hinge loss penalty for

violating constraints on acceptable voltages at each bus or exceeding the power generation

limits of any generator, as specified in Eq. B.3. The data for each test case (minimum and

maximum voltage and power limits, demand characteristics, generator costs, etc.) are loaded

from the data files included in the MATPOWER software [164].

Cost The cost function combines the economic cost of generation cg (a quadratic function of

Pg, Pl, Ql) with the total violation of constraints on generator capacities, load requirements,

and voltage amplitudes:

J =cg + v(Pg, Pg,min, Pg,max) + v(Qg, Qg,min, Qg,max) (B.1)

+ v(Pl, Pl,min, Pl,max) + v(Ql, Ql,min, Ql,max) (B.2)

+ v(|V |, |V |min, |V |max) (B.3)

where v(x, xmin, xmax) = L ([x− xmax]+ + [xmin − x]+), L is a penalty coefficient (L = 500

in our experiments), and [◦]+ = max(◦, 0) is a hinge loss.

Hyperparameters Prediction and repair experiments were run for N = 50 rounds of

K = 10 steps with n = 10, learning rate λ = 10−2 for ϕ and 10−6 for θ, tempering parameter

α = 10, and J∗ = 4 and 6 for the 14-bus and 57-bus networks, respectively. R1 was quenched

for 25 and 20 rounds for the small and large networks, respectively. Gradients were clipped

with magnitude 100 times the square root of the dimension of the parameter space.
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B.1.2 Search problem definition

This problem includes nseek seeker robots and nhide hider robots. Each robot is modeled

using single-integrator dynamics and tracks a pre-planned trajectory using a proportional

controller with saturation at a maximum speed chosen to match that of the Robotarium

platform [129]. The trajectory xi(t) for each robot is represented as a Bezier curve with 5

control points xi,j,

xi(t) =
4∑
j=0

(
4

j

)
(1− t)4−jtjxi,j

The design parameters are the 2D position of the control points for the trajectories of the

seeker robots, while the exogenous parameters are the control points for the hider robots.

The prior distribution for each set of parameters is uniform over the width and height of the

Robotarium arena (3.2m× 2m).

Cost We simulate the behavior of the robots tracking these trajectories for 100 s with a

discrete time step of 0.1 s (including the effects of velocity saturation that are observed on

the physical platform), and the cost function is

J = 100

nhide∑
i=1

(
m̃in

t=t0,...,tn

(
m̃in

j=1,...,nseek

∥∥phide,i(t)− pseek,j(t)
∥∥− r))

where r is the sensing range of the seekers (0.5m for the nseek = 2 case and 0.25m for the

nseek = 3 case); m̃in(◦) = −1
b
logsumexp(−b ◦) is a smooth relaxation of the element-wise

minimum function where b controls the degree of smoothing (b = 100 in our experiments);

t0, . . . , tn are the discrete time steps of the simulation; and phide,i(t) and pseek,j(t) are the

(x, y) position of the i-th hider and j-th seeker robot at time t, respectively. In plain language,

this cost is equal to the sum of the minimum distance observed between each hider and the

closest seeker over the course of the simulation, adjusted for each seeker’s search radius.
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Hyperparameters Prediction and repair experiments were run for N = 100 rounds of

K = 50 steps with n = 10, learning rate λ = 10−2 for ϕ and θ, tempering parameter α = 5,

and J∗ = 0. R1 was quenched for 20 and 40 rounds for the small and large problems,

respectively.

B.1.3 Formation control problem definition

This problem includes n drones modeled using double-integrator dynamics, each tracking

a pre-planned path using a proportional-derivative controller. The path for each drone is

represented as a Bezier, as in the pursuit-evasion problem.

The design parameters are the 2D position of the control points for the trajectories, while

the exogenous parameters include the parameters of a wind field and connection strengths

between each pair of drones. The wind field is modeled using a Gaussian kernel with satu-

ration at a maximum speed that induces 0.5N of drag force on each drone.

Cost We simulate the behavior of the robots tracking these trajectories for 30 s with a

discrete time step of 0.05 s, and the cost function is

J = 50||COMT − COMgoal||+ 5max
t

1

λ2(qt) + 10−2

where COM indicates the center of mass of the formation and λ2(qt) is the second eigenvalue

of the Laplacian of the drone network in configuration qt. The Laplacian L = D − A

is defined in terms of the adjacency matrix A = {aij}, where aij = sijσ
(
20(R2 − d2ij)

)
,

dij is the distance between drones i and j, R is the communication radius, and sij is the

connection strength (an exogenous parameter) between the two drones. The degree matrix

D is a diagonal matrix where each entry is the sum of the corresponding row of A.

Hyperparameters Prediction and repair experiments were run for N = 50 rounds of

K = 50 steps with n = 5, learning rate λ = 10−5 for ϕ and θ on the small problem and 10−4
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on the large problem, tempering parameter α = 5, and J∗ = 10.0. R1 was quenched for 20

rounds. Gradients were clipped with magnitude 100 times the square root of the dimension

of the parameter space.

B.1.4 Grasping

Each task in the grasping environment involved a target object (either a box or a mug) on

a table along with a distractor object (a cube). A 64x64 depth image was rendered from

a fixed camera position and passed to a grasp identification policy, which was structured

as an auto-encoder with 3 convolutional layers and 3 transposed convolutional layers (each

with kernel size 7, stride 2, and 32 channels, and ReLU activations). The policy was trained

to identify grasp affordances on the object in the form of an image of the same size as

the output highlighting the “graspable” regions of the object (this is a common strategy in

robot manipulation). θ includes all parameters of the autoencoder, and the environmental

parameters ϕ included the 2D pose [x, y, ψ] of the target object and the x position of the

distractor object, all treated as Gaussian random variables. The affordance autoencoder

network was trained using ground-truth affordances from hand-labeling of the target object.

Cost The cost function for all grasping tasks was the mean square error between the

predicted and ground-truth grasp affordances.

Hyperparameters We ran experiments for N = 5 rounds of K = 5 steps with population

size n = 5. All methods used learning rate λ = 10−3 for ϕ and 10−5 for θ, with tempering

parameter α = 40. Quenching was not used on this problem.

B.1.5 Drone

All drone environments included a corridor 8m wide and 30m long, with the drone starting

roughly 10m away from the target (placed at the origin and marked by a black square and
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red “H”). There are 5 obstacles in the scene, modeled as green cylinders with radius 0.5m.

The drone has Dubins car dynamics restricted to the xy plane, with control actions for

velocity and yaw rate. Control actions are predicted by a policy that takes 32x32 RGB and

depth images as input, encodes the images using three convolutional layers (kernel size 7,

stride 1, 32 channels), and predicts control actions using a fully connected network with 4

hidden layers of 32 units each (all layers used ReLU activation). θ includes all parameters

of the policy, and the environmental parameters ϕ include the initial position of the drone

(treated as a Gaussian random variable centered 10m away from the target) and the initial

positions of all obstacles (treated as uniformly distributed throughout the corridor between

the starting point and the target). The drone’s initial policy was trained to mimic an oracle

with perfect state information, which we implemented as an optimization-based receding-

horizon path planner with perfect information about the state and velocity of the drone and

all obstacles.

Cost The cost for both drone examples was the (soft) minimum reward over a trajectory

plus the distance to the goal at the end of the trajectory:

J = −logsumexp(−rt) +
1

2

√
x2T + y2T (B.4)

rt = −10σ(5min
i
di) (B.5)

where the reward at each timestep rt is based on the minimum distance mini di to any

obstacle in the scene and sigma is the sigmoid function (used as a smooth approximation of

the indicator function).

Hyperparameters We ran experiments for N = 5 rounds of K = 5 steps with n = 5 and

learning rate λ = 10−2 for ϕ and θ, with tempering parameter α = 40. Quenching was not

used on this problem.
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B.1.6 AV

All AV examples use bicycle kinematics for all agents, with state [x, y, ψ, v], including posi-

tion, heading, and velocity, and control actions [δ, a] for steering angle and acceleration. The

continuous time dynamics

ẋ = v cosψ (B.6)

ẏ = v sinψ (B.7)

ψ̇ =
v

l
tan δ (B.8)

v̇ = a (B.9)

were discretized with timestep 0.1 s. The parameter l denotes axle length and was set to

1m. Control actions were predicted based on 32x32 RGB and depth images using the same

structure as the drone policy (3 convolutional layers and 4 fully connected layers, but the

convolutional layers had kernel size 6). In both the highway and intersection tasks, θ includes

all trainable parameters of the policy network.

Highway

The highway example included 2 lanes of traffic, with total width 15m. We placed one

non-ego agent in each lane; these agents track a series of waypoints using an LQR controller.

The environmental parameters ϕ include all of these waypoints (5 2D waypoints per non-ego

agent), which we modeled as drawn from a Gaussian distribution about a straight-line path.

Future work could explore using a generative model as the prior for non-ego driving agents.

The task was simulated for 60 timesteps. The driving policy was pre-trained using proximal

policy optimization (PPO) with the same reward as used for testing.
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Cost The cost was the soft minimum reward observed over the course of the trajectory:

J = −logsumexp(−rt) (B.10)

rt = −10σ(5min
i
di) + 0.1vt (B.11)

where the reward at each timestep rt is based on the minimum distance mini di to any

obstacle in the scene and the forward velocity ; sigma is the sigmoid function (used as a

smooth approximation of the indicator function).

Hyperparameters We ran experiments for N = 10 rounds of K = 10 steps with popu-

lation size n = 5. All methods used learning rate λ = 10−2 for ϕ and 2 × 10−5 for θ, with

tempering parameter α = 20. Quenching was not used on this problem.

Intersection

The intersection example included a 4-way intersection, with 2 lanes of traffic in each 15m

wide road. We placed two non-ego agent moving left to right in the crossing street and

one non-ego agent crossing right to left. Similarly to the highway task, these agents were

controlled via LQR to track uncertain trajectories centered about straight lines. The task

was simulated for 70 timesteps. The driving policy was trained using behavior cloning with

supervision from an oracle with perfect information about the state of the other agents,

which we implemented as a receding-horizon optimization-based path planner.

Cost The cost was the soft minimum reward observed over the course of the trajectory

plus a term to test whether the ego agent successfully crosses the intersection.

J = −logsumexp(−rt) + 0.1[xT − xtarget]+ (B.12)

rt = −10σ(5min
i
di) (B.13)

156



where the reward at each timestep rt is based on the minimum distance mini di to any

obstacle in the scene and xtarget = 20; sigma is the sigmoid function (used as a smooth

approximation of the indicator function).

Hyperparameters Prediction and repair experiments were run for N = 10 rounds of

K = 10 steps with n = 5 and learning rate λ = 10−2 for ϕ and 10−4 for θ, with tempering

parameter α = 20. Quenching was not used on this problem.
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Appendix C

Appendix to Chapter 6

C.1 Environment details

This section provides additional details for the three types of inverse problem studied in

our paper. All problems are implemented using the Pyro probabilistic programming frame-

work [151].

C.1.1 Seismic Waveform Inversion

An illustration of the SWI problem is given in Fig. C.1. We implement the SWI problem

using the Deepwave library [156]. We use latent parameters z ∈ Rnx×ny representing the

subsurface density profile (with spatial resolution nx and ny), context y ∈ RnT representing

the source signal, and observations x ∈ Rns×nr×nT representing the signal measured at each

receiver, where ns, nr, nT are the number of sources, receivers, and timesteps, respectively.

The observations are corrupted with additive isotropic Gaussian noise.

C.1.2 UAV Control

We model the nonlinear attitude dynamics of the UAV as a combination of an unknown linear

mapping from the current and desired states to angular rates, then a nonlinear mapping from
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Figure C.1: (Left) An illustration of the SWI problem and (right) the receiver measurements
(blue) given a source signal (black).

angular rates to updated UAV orientation. The state q = [ϕ, θ, ψ] includes the roll, pitch, and

yaw angles of the UAV, and q̂ denotes the commanded orientation. We model the angular

rates of the UAV as

ω =


p

q

r

 = Aq +K(q̂ − q) + d+ η (C.1)

where A, K, and d are unknown feedforward, feedback, and bias dynamics, and η is Gaussian

process noise. The state derivative is related to ω by

d

dt
q = J−1(q)ω (C.2)

J−1(q) =


1 tan(θ) sin(ϕ) tan(ϕ) cos(θ)

0 cos(ϕ) − sin(ϕ)

0 sin(ϕ)/ cos(θ) cos(ϕ)/ cos(θ)

 (C.3)

We apply a first-order time discretization to yield the one-step stochastic dynamics

qt+1 = qt + δtJ
−1(q) (Aq +K(q̂ − q) + d+ η)

and observed states are additionally corrupted by Gaussian noise.
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