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ABSTRACT

Advanced air mobility (AAM) is an emerging air transportation concept that leverages
new types of aircraft, such as electric vertical take-off and landing (eVTOL) aircraft, to carry
passengers or cargo in urban or rural settings. Initial AAM operations will be low-volume,
so traffic can be managed with existing air traffic control rules, procedures, and designated
routes. However, projected levels of AAM demand will require new traffic management
procedures. We focus on three key considerations of AAM traffic management. First, we
desire a traffic management system that efficiently utilizes limited airspace and vertiport
resources and minimizes delays. Next, given the diverse set of possible AAM applications,
we desire a system that is fair across different operators and flights. Finally, we must be
cognizant of the level of information sharing required from operators, as AAM operators can
have preferences on when, how much, and with whom information is shared.

Current concepts of operations envision a federated architecture in which multiple third-
party service suppliers manage AAM traffic rather than regulatory agencies like the Federal
Aviation Administration. We first consider how a single service supplier can manage traffic.
To maximize efficiency, we start with a centralized optimization that requires operators to
share full trajectory information. We consider the trade-off between efficiency and alternative
fairness metrics, study the impact of operator preferences for fairness, and evaluate how to
handle dynamic demand. We then turn to a decentralized setting since AAM operators
may be unwilling or unable to share information with a central traffic manager. We develop
a decentralized traffic management protocol that requires less information sharing. We
show that the protocol with backpressure prioritization maximizes efficiency in one timestep,
even with limited information sharing. We then consider federated airspace configurations
where different regions of airspace can utilize different traffic management methods. We
show that ideas from the decentralized protocol can be leveraged to coordinate traffic in
a federated setting. The methods developed in this dissertation can help service suppliers
manage AAM traffic while directly addressing many considerations of AAM operations, like
operator fairness and information sharing.

Thesis Supervisor: Hamsa Balakrishnan
Title: William E. Leonhard (1940) Professor of Aeronautics and Astronautics
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Chapter 1

Introduction

Most civilians interact with aviation through commercial passenger service, allowing for

quick transportation worldwide. Civilians may soon interact with aviation more frequently,

particularly through smaller aircraft. Recently, uncrewed aerial vehicles (UAVs), commonly

known as drones, have become more widespread. Some experts believe that drones could

replace humans in tasks that are too “dull, dirty, dangerous, or dear” (these are known as the

four D’s of robotization) [1]. For example, drones could monitor infrastructure like bridges

and dams or take aerial photographs after natural disasters. The widespread deployment of

drones will require developing an uncrewed aircraft system (UAS), which includes the equip-

ment needed to operate drones safely, and uncrewed traffic management (UTM), which refers

to the traffic ecosystem for managing multiple drones. Drones are not the only new class of

vehicles entering the public sphere. Electric vertical takeoff and landing (eVTOL) aircraft

utilize electric power to hover, take-off, and land. The concept of urban air mobility (UAM)

imagines small aircraft (like eVTOLs) carrying passengers and cargo in urban areas. UAM

could unlock transportation between places difficult to connect with surface transportation

(e.g., due to terrain or traffic congestion). Advanced air mobility (AAM) is a broad term

that encapsulates utilizing new vehicles (like drones and eVTOLs) that are potentially au-

tonomous. AAM includes UAM and the suburban/rural counterpart to UAM, regional air

15



mobility (RAM). There are several applications of AAM, many of which are discussed in

Section 1.1. We use advanced air mobility (AAM) as a catch-all term for safe, affordable,

and automated air transportation for passengers and cargo in urban and rural settings.

Because of the multitude of promising AAM applications, small vehicle traffic in the air

may significantly increase. A 2018 study estimated that by 2035, Paris might see as many

as 2,500 UAM flights, 16,000 delivery drones, and 60 inspection drones flying each hour of

the day [2]. Other urban areas are projected to see a 200-fold increase in the number of

flights from drone operations and a 30-fold increase from UAM operations [2], [3]. These

operations will be primarily concentrated around dense urban regions near existing airports

and will involve significant investments in technology and infrastructure [4].

The increase in traffic demand will inevitably result in congestion in the air and at

vertiports (low-footprint airports in urban areas designed to support vertical takeoffs and

landings). The entire US National Airspace System (NAS) currently handles about 90,000

flights a day, whereas UAS traffic operations are projected to exceed 2.5 million flights per

day in the US [5]. The increase in vehicle- and system-level autonomy will enable the better

utilization of limited resources. However, current regulations and processes (described in

Section 1.2) may not scale to serve future levels of traffic adequately. Left unchecked, the re-

sultant strain on the air transportation infrastructure could lead to decreased levels of safety

and efficiency and increased costs and emissions. Developing an AAM traffic management

system and the associated protocols, strategies, and infrastructure is essential for the safe

and efficient operations of emerging aircraft. Regulatory agencies like the Federal Aviation

Administration (FAA) have developed future concepts of operations (ConOps) for UTM and

UAM. These ConOps (described in Section 1.3) serve as our starting point for studying

AAM traffic management. The ConOps outline a vision of AAM traffic management and

desired properties but do not answer many questions on how AAM traffic will be managed.

For example, the ConOps states that third-party service suppliers are to deconflict aircraft

(i.e., ensure vehicles remain adequately separated), but how this deconfliction is performed
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is left as an open question. The onus is on researchers and stakeholders to develop AAM

traffic management solutions. We discuss some considerations of AAM traffic management

in Section 1.4 and explain how they motivate our approaches and contributions in Section

1.7.

1.1 Civilian Applications of Advanced Air Mobility

Novel applications of AAM exist across a wide range of industries [6], [7]. Note that drones

have several military applications, but we choose to focus on civilian applications in this

thesis.

• Aerial Monitoring & Surveillance: Some of the first commercial uses of drones

involved aerial monitoring of some object of interest. Example monitoring interests

include wildlife, infrastructure, construction, and traffic [8]. Drones are less expensive

than conventional aircraft to operate and less disruptive to the surrounding environ-

ment.

• Search and Rescue: In the aftermath of natural disasters, aircraft and helicopters

are crucial for searching for survivors and evaluating damage. However, conventional

aircraft require ample resources (e.g., airports/heliports, pilots). Drones offer a less

expensive alternative that could be deployed faster than conventional aircraft. In

addition, drones may be able to access areas too risky for crewed aircraft. The Japan

Aerospace Exploration Agency (JAXA) is exploring collaboration between crewed and

uncrewed aircraft in disaster response [9].

• Delivery: Moving to larger aircraft, drones and eVTOLs could deliver packages, both

mundane (e.g., packages delivered to residential addresses) and extraordinary (e.g.,

organ transplants delivered to rural areas). One notable example is Zipline delivering

blood to rural locations in Rwanda [10]. AAM delivery applications are appealing for

their speed advantage over conventional aircraft or ground transportation.

17



• Air Taxis: Perhaps no application of AAM has captured the imagination like air taxis.

Proponents envision a future where ridesharing services are augmented with UAM

vehicles, as air taxis are utilized to fly over surface congestion. It is worth noting that

helicopters have historically been deployed for urban transportation with mixed results

[11]. Notable barriers include cost, reliability, safety, and noise. After seven years

of operations, the San Francisco and Oakland Helicopter Airlines company declared

bankruptcy in 1970. New York Airways, which serviced Manhattan, disbanded in

1979 following a string of accidents that resulted in passenger and bystander fatalities.

Boston’s Air General failed due to low operational reliability in times of inclement

weather [12]. Recent examples include Voom (a subsidiary of Airbus), which operated

helicopters in congested Sao Paulo, Brazil, but was shut down in 2020. Uber Copter and

Blade currently operate helicopter services between Manhattan and JFK International

Airport. Proposed AAM vehicles hope to improve upon helicopters in terms of lower

costs, improved operational reliability (including operating in limited visibility), higher

safety levels, and lower noise.

1.2 Current Regulations

After covering potential applications of AAM, it is informative to consider the constraints

of current regulations. In particular, we focus on regulations related to traffic management

and vehicle operation. We do not cover other regulatory restrictions, such as aircraft noise

or land use (relevant for vertiports) [4].

1.2.1 Part 107 Regulations [13]

The use of drones and unmanned aircraft systems (UAS) in the US is currently regulated

by Federal Aviation Administration (FAA) Part 107. There are several restrictions present

in Part 107 that currently limit operators and USS. These restrictions include:
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• Both recreation and licensed UAS operators are restricted to flying within visual-line-

of-sight (VLOS)

• Drones and UAS must avoid manned aircraft.

• Drone pilots cannot operate multiple drones at a time.

• Drones cannot fly over people.

• Drones are restricted to a maximum altitude of 400 feet above ground level (AGL) and

cannot fly at night.

Operators can get waivers for many of these requirements if they demonstrate the ability

to operate safely. Common waivers include beyond visual-line-of-sight (BVLOS), night, and

overflight rules. In addition, drone operators have recently begun to receive Part 135 carrier

certificates to fly in the US (most recently Zipline, which operates on-demand delivery drones,

previously deployed in rural areas in Africa [14]). These are part of the FAA’s BEYOND

program to enable BVLOS operations. This certification explicitly permits flights that were

previously only granted under waivers. In addition, work is ongoing to certify widespread

BVLOS operations with Part 108 regulations.

An additional piece of regulation is the UAS Low Altitude Authorization and Notification

Capability (LAANC). It allows UAS operators to request access to controlled airspace near

airports at or below 400 feet. Notably, the application and approval process is automated.

UAS operators submit requests using an application developed by an FAA-approved UAS

Service Supplier (USS); then, the request is checked against FAA-provided airspace con-

straints, including temporary flight restrictions (TFRs) and Notices to Airmen (NOTAMs).

This eliminates the need for UAS operators to communicate directly with air traffic control

towers.
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1.2.2 Helicopter Routes

The FAA classifies airspace into two categories: regulatory (i.e., controlled) and nonregula-

tory. UAM flights are expected to traverse controlled Class B, C, and D airspace. Because

initial UAM flights will likely have crew onboard, allowing for direct communication with air

traffic control, helicopter routes are an attractive, ready-made option for early UAM traffic

management. Human-in-the-loop studies showed that current helicopter routes can support

limited UAM traffic, but are unlikely to scale to service large amounts of traffic [15]. In ad-

dition, many helicopter routes are designed to fly over existing infrastructure like highways,

railroad tracks, or rivers to simplify navigation and mitigate noise pollution. As AAM ve-

hicles may be range-limited (particularly early-generation vehicles), more direct routes may

be necessary.

1.3 Future Concept of Operations

In the US, the most relevant concept of operations (ConOps) are the UTM ConOps V2 and

UAM ConOps V2. In Europe, the Single European Sky ATM Research (SESAR) collabora-

tive project has developed a “U-space” concept of operations.

1.3.1 FAA UTM Concept of Operations V2 [16]

The FAA UTM ConOps V2, released March 2, 2020, focuses on UTM operations below

400 feet above ground level (AGL). It envisions a “community-based traffic management

system” where third-party providers facilitate operator cooperation. Several use cases exist

for drones, including flights solely within controlled or uncontrolled airspace and flights

transiting between controlled and uncontrolled airspace. UAS operators can use UAS Service

Suppliers (USSs) to support their operations or manage their own operations (i.e., operating

as their own USS). There are several motivating reasons for this federated approach, where
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federated means a group of systems operating in a standard and connected environment. This

allows third-party service suppliers to customize their services for their users. In addition to

being more agile and scalable, a federated approach can lead to cost reductions.

The UTM ConOps V2 defines the role of the USS as a communication bridge between

stakeholders, providing UAS operators with information needed to plan operations in a vol-

ume of airspace. In addition, they are responsible for archiving operations data for regulatory

purposes, which shall be made accessible to the FAA if needed. USSs are to “gather, incorpo-

rate, and maintain airspace reservations into airspace data repositories that may be accessed

by Operators.”

The FAA still plays a key oversight role, however, as the Flight Information Management

System (FIMS) enables the data exchange of airspace constraints from the FAA to the USS

Network and operational data from the USS Network to the FAA. Airspace authorization

in controlled airspace can be obtained through LAANC. Operators planning to fly BVLOS

are required to share operation intent; manned operators and unmanned VLOS operators

are not required to share intent. From an operator’s point-of-view, sharing operation intent

involves submitting an Operation Plan (distinct from flight plan), which is a series of 4D

volumes of airspace within which the operation is expected to occur. A single volume can

be used, but ideally, the volume is segmented by time. The locations and times of key

flight events and flight phases are also preferred. If the operator is self-provisioning services,

they are responsible for identifying operational conflicts and strategically deconflicting with

others. If an operator is not self-provisioning services, the USS shares operation intent with

USS network. Regarding tactical separation, operators are responsible for this, but USSs can

help monitor. Operators need to stay within the operation plan (4D volume). In the event

of unavoidable non-conformance, the operator/USS notifies the FAA and UTM network.

In the event that deconfliction is needed, airspace volumes can be adjusted in size and

shape, and/or volume segment entry/exit times can be modified. Strategic deconfliction

is to be used whenever possible, but tactical management is used when necessary or too
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time-sensitive. To ensure equity, in airspace with moderate demand, equitable access is

“achieved through operator collaboration, efficient airspace design, and FAA rules”. The

USSs are to propose equitable solutions to competing operators or facilitate negotiations

between operators to identify adjustments to minimize volume overlap.

1.3.2 FAA UAM Concept of Operations V2 [17]

The FAA UAM ConOps V2, released April 26, 2023, focuses on urban air mobility yet

is very similar to the UTM ConOps V2. The ConOps delineates three types of airspace:

traditional air traffic control, UTM (below 400 ft. AGL), and UAM corridors. Providers

of Services for UAM (PSUs) assist operators and play a similar role as USSs in UTM. The

distinction between PSUs and USSs is not strict, as USSs could expand to become PSUs

or vice versa. There are three “stages” of operations described. The first stage is initial

operations, which involves low demand and uses existing helicopter infrastructure, including

routes and regulations. The second is covered by the ConOps, where vehicles operate in

simple UAM corridors with minimal intersections, and separation is done by operators or

PSUs. Additionally, vehicles have a pilot onboard. The third is a mature stage, which serves

high demand, relying on a network of UAM corridors. Remote pilots or automated vehicles

are used in increasing numbers, too. In this dissertation, we consider the second and third

stages of maturity, such that existing traffic management methods are insufficient for realized

demand levels.

Similar to in UTM, operators are envisioned to provide a flight intent to the PSU, which

could be a volume of airspace along with key time-stamps. The UAM corridor could be

stratified into layers when demand increases. ATC is to be notified of UAM flights to

monitor for non-conformance, i.e., when vehicles stray outside the UAM corridor. The PSU

could handle “off-nominal” events where the operator can specify a new operational intent

that satisfies constraints, but ATC would intervene in emergencies where vehicles need to

exit UAM corridors or perform emergency landings.
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The ConOps outlines an estimate of the evolution of the UAM operational environment.

In particular, our work is motivated by the different levels of traffic management indicated.

NASA also has a similar evolution framework with more levels, but the key ideas remain the

same.

• Initial UAM Operations: Demand is low, so no unique UAM structures or procedures

exist. Rather, existing air traffic control (ATC) procedures for crewed fixed-wing air-

craft/helicopters are used for UAM vehicles.

• Midterm UAM Operations: Demand has increased such that existing ATC procedures

need to be modified. UAM vehicles are allocated corridors that are governed by rules

determined by stakeholders and approved by the FAA.

• Mature UAM Operations: Demand levels necessitate a new framework for UAM op-

erations, with dedicated corridors, paths, and networks. Traffic management relies

extensively on third-party providers of services for UAM (PSUs).

1.3.3 SESAR U-Space Concept of Operations Vol. 2 [18]

The SESAR U-Space ConOps shares many similarities with its FAA counterparts. They

describe a U-space service provider (USSP) that performs similar functions as a USS. The

ConOps is also flexible in supporting VLOS and BVLOS operations. One key difference is

their definition of three types of airspace “volumes”: X, Y, and Z. Here, volumes refer to the

regions of airspace that AAM vehicles operate in, not the airspace volumes that individual

vehicles define preflight in the FAA ConOps.

• X Volumes: No conflict resolution service is provided; remote pilots are solely re-

sponsible for separation. This is envisioned for low-density, rural areas.

• Y Volumes: Only preflight, strategic deconfliction is offered, meaning that operation

intents must be shared preflight. Vehicles will be spaced far apart since there is no

tactical conflict resolution.
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• Z Volumes: Both strategic deconfliction and tactical conflict resolution are provided.

Separation could be provided by USSPs (in which case the volume is named Zu) or by

air traffic controllers (volume is named Za). Z volumes are envisioned for high-density

urban areas since the presence of tactical deconfliction allows higher densities than Y

volumes.

1.4 Considerations of AAM Traffic Management

Third-party service suppliers: The ConOps illustrate that air navigation service providers

(ANSPs), like the FAA, cannot directly manage the high volumes of expected AAM traf-

fic. Moreover, the projected increasing number of AAM operations may exceed the current

capabilities of existing ATM infrastructure and workforce resources. Thus, it is proposed

that traffic management responsibilities lie with third-party service suppliers. These service

suppliers are called USSs in the context of UTM and PSUs in the context of UAM, but they

function similarly. These third-party service suppliers perform many functions, including

data services, communication services, regulatory compliance, and—most relevant to this

thesis—traffic management services. How exactly a third-party service supplier manages

traffic remains an open question. We explore centralized and decentralized traffic manage-

ment methods. In addition, we consider federated airspace configurations where adjacent

airspace regions may utilize different traffic management methods.

Efficiency and fairness: In order to scale AAM operations to meet the increasing de-

mand, it is important to operate efficiently and minimize delays (where delay is defined as

the difference between desired and actual operation times). Secondly, the equitable and fair

allocation of airspace resources is important, especially in the presence of a large number

of aircraft operators; yet, fairness is often the first casualty in the quest for efficiency [19],

[20]. Fairness is particularly important for AAM applications because of the diverse set of

operators that may interact with each other. We explicitly incorporate fairness between op-
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erators in our centralized and decentralized traffic methods. Moreover, we evaluate different

fairness metrics and the trade-off between efficiency and fairness.

Information sharing: AAM vehicles at any point in time have current information, such

as position, velocity, and heading, and future information, such as destination and route.

This information acts as input data to any traffic management service. However, AAM

operators may be unable or unwilling to share too much trajectory information. Consider

the case of ridesharing operators. An operator may be unable to share destination or route

information while it waits for demand to materialize (in the form of customers requesting

rides). Alternatively, once a ridesharing operator knows the intended trajectory of a vehicle,

it may be unwilling to share this information with a central agent for fear that competitors

may learn this information and undercut them on price or fleet deployment. Moreover, the

central agent (i.e., the third-party service supplier) may operate flights themselves and thus

directly compete with the operator. Now that we’ve established why information sharing is

a concern, we discuss levels of information sharing in the next section.

1.5 Levels of Information Sharing

We define three axes of information-sharing concern: when information is shared, how much

information is shared, and to whom information is shared. We describe these three in order,

along with accompanying Figures 1.1–1.3.

• When information is shared: Operators may want to share trajectory information

very early (to “reserve” airspace) or very late (to not reveal sensitive information).

Figure 1.1 shows that the file-ahead time is the time difference between the intended

departure time and the file time (i.e., when the flight lets others know its intention

to depart). Compared to commercial aviation, AAM traffic is expected to be more

dynamic. Airlines typically publish their flight schedules months in advance and file

their flight plans at least an hour before scheduled departure. By contrast, an AAM
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operator may plan a flight (including origin, destination, and route) with a file-ahead

time in the order of minutes.

• How much information is shared: Operators may only be willing to share partial

trajectory information. Thus, we can consider how much information operators share as

one level of information sharing. In Figure 1.2, the left-hand side shows the full intended

trajectory of a single vehicle, whereas the right-hand side presents two examples of

how much information is shared. In settings requiring full trajectory information, the

vehicle would provide its intended trajectory as is; however, if less information sharing is

permitted, the vehicle can share just one “timestep” of information. When we discretize

time into timesteps of a set length, we can allow vehicles to share partial trajectory

information (i.e., the blue solid arrow rather than the full trajectory in Figure 1.2).

• With whom information is shared: Operators may be willing to share information to

a centralized system for traffic management. On the other hand, operators may only

want to share information with a limited set of stakeholders (e.g., only with nearby

vehicles or airspace sectors). Figure 1.3 presents two examples of whom information

is shared with: on the left-hand side, vehicles share information with a central agent,

but on the right-hand side, vehicles share information only with their next intended

sector. A sector is a small region of airspace, represented in a grid structure in this

case.

Figure 1.1: Representation of file-ahead time in relation to file time and intended departure
time.
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Figure 1.2: Examples of sharing different amounts of trajectory information.

Figure 1.3: Examples of sharing information in a centralized or decentralized manner.
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1.6 Levels of Centralization

We have established several considerations of AAM traffic management, including efficiency,

fairness, and information sharing. Moreover, we note that third-party service suppliers

will be responsible for traffic management while conforming to FAA (or any other ANSP)

regulations. Service suppliers must consider the level of centralization when determining how

to manage traffic. In this dissertation, we consider centralized (Chapter 3), decentralized

(Chapter 4), and federated settings (Chapter 5), which we will explain in order.

Figure 1.4: Representative centralized setting. Flights communicate with the central traffic
manager.

Figure 1.5: Representative decentralized setting. Flights communicate with the next sector
they intend to enter.
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Figure 1.6: Representative federated setting. The blue arrow represents a flight, which
transits multiple regions in a federated architecture.

Centralized: The first consideration of AAM traffic management we discussed is efficiency

(i.e., minimizing delays). We start with a centralized setting where a traffic manager can

leverage its knowledge of all vehicles to minimize system delay. Figure 1.4 displays an ex-

ample of a centralized setting with two vehicles: a blue and a green one. Both vehicles share

their trajectory information with a central traffic manager. This traffic manager aggregates

information from all vehicles and issues controlling actions to individual vehicles. For exam-

ple, it allows the blue vehicle to depart without delay but requires the green vehicle to delay

its departure by 8 min. Note that vehicles share full trajectory information in this example,

but this is not a requirement of centralized settings. We consider a centralized setting in

Chapter 3.

Decentralized: While the centralized setting emphasizes efficiency, operators and vehicles

may not be comfortable with the requirement to share information with a central agent.

Thus, we turn to a decentralized setting to focus on another consideration of AAM traffic

management: information sharing. Vehicles do not need to broadcast information to a

central agent in a decentralized setting. In Figure 1.5, the blue and green vehicles only need

to share information with the sector that they want to enter in the next time step rather

than with a central agent. These individual sectors then issue controlling actions to the

vehicle, either allowing them to enter or forcing them to hold in their current sector. We

develop a decentralized protocol for AAM traffic management in Chapter 4.
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Federated: Up to now, we have considered configurations where one third-party service

supplier controls the whole area of airspace. Based on the ConOps, it is possible that areas

of airspace may be divided between multiple regions. Note that we assume that service

suppliers do not control overlapping regions. In Figure 1.6, the left-hand side shows one

flight (in blue) traveling in a region with a single service supplier. On the right-hand side,

this flight transits the same number of sectors but in a federated architecture with two service

suppliers. Service Suppliers A and B may utilize different traffic management methods, which

the blue flight must adhere to while inside a given service supplier’s region. With multiple

service suppliers, we need to consider how to manage flights crossing between regions, which

may have different traffic management methods. We consider how to handle crossing flights

in a federated setting in Chapter 5.

1.7 Contributions of Thesis

This thesis explores advanced air mobility traffic management in federated settings, including

centralized and decentralized settings. We consider the balance between efficiency, fairness,

and minimal information sharing. We seek to provide centralized and decentralized ap-

proaches to AAM traffic management, which can be adapted for scenarios with different

levels of information sharing and centralization, including federated settings. The primary

contributions of this thesis are as follows:

1. We evaluate the trade-off between efficiency and fairness and between different fairness

metrics when using centralized traffic flow management for advanced air mobility.

2. We explore issues of operator fairness and operator file-ahead time in the centralized

setting. We demonstrate that when operators are not aligned in how they perceive or

value fairness, there is a decrease in the overall fairness of the solution.

3. We design and evaluate a decentralized protocol for AAM traffic management, which

reduces information-sharing requirements relative to centralized approaches.
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4. We show how to incorporate fairness through prioritization schemes in the “rules-of-

the-road” decentralized protocol approach. We prove that the protocol is optimal in

one time step when using the backpressure prioritization scheme.

5. We present a mechanism for managing traffic that crosses different regions in a feder-

ated airspace setting where bordering regions of airspace may utilize different traffic

management methods.

1.8 Outline of Dissertation

• Chapter 2 details relevant literature on AAM traffic flow management. Since AAM is

a relatively new field, we first pull from related centralized and decentralized air traffic

flow management work. This includes centralized approaches like the traffic flow man-

agement problem (TFMP), which we use in the centralized optimization formulation

in Chapter 3.

• Chapter 3 studies AAM traffic flow management in the centralized setting. A cen-

tralized setting is appealing to operators if efficiency is the primary goal. We assume

that one service supplier controls traffic in a region of airspace. Space is discretized

into “sectors” of size 1km × 1km, and time is discretized into timesteps of 30 s. While

centralized traffic flow management does not require it, in Chapter 3, we assume that

operators are willing to share full trajectory information with the service supplier in

order to minimize delay. Thus, operators share the origin, destination, enroute sectors,

and associated scheduled and feasible arrival times at each resource with the third-party

service supplier. The service supplier is responsible for assigning ground and airborne

delays to flights based on trajectory information that operators submit as well as sector

and vertiport capacities. We consider objective functions that balance efficiency and

fairness. There are many possible definitions for fairness, so we study three fairness

metrics that have been used for air traffic flow management: reversals, overtaking, and
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time-order deviation. In the objective function, we include one term for efficiency (to-

tal delay cost, where airborne delay cost is more expensive than ground delay cost) and

one term for fairness (one of the three fairness metrics at a time). We first evaluate the

trade-off between efficiency and fairness and find that fairness can be improved with

little loss in efficiency. We also evaluate trade-offs between different fairness metrics

(e.g., evaluating the impact on time-order deviation when reversals are incorporated

in the objective function). We also consider the impact on efficiency and fairness when

operators have different preferences for fairness regarding their choice of fairness met-

ric and their fairness weight (i.e., how much they value fairness relative to efficiency).

We find that efficiency and fairness are highest when operator fairness preferences are

aligned. Up to this point, we assumed that all flights shared full trajectory information

well before their scheduled departure time so that central optimization could solve all

flights simultaneously. We relax this assumption and consider cases where a a rolling

horizon approach is used. This allows flights to submit information later (this relates

to when information is shared). In a rolling horizon framework, the optimization is

solved once for every horizon, and flights are grouped into horizons based on scheduled

departure time. We evaluate alternative methods to incorporate dynamic demand. In

particular, we consider pop-up flights that appear with little lead-time, i.e., flights that

share their information very close to their desired departure time.

• Chapter 4 develops a decentralized traffic management protocol for advanced air mobil-

ity. The motivation for this is to focus on minimizing the required level of information

sharing. Operators may be unwilling or unable to share full trajectory information.

Thus, we approach AAM traffic management from the perspective of minimal informa-

tion sharing between operators and third-party service suppliers and between different

airspace sectors. We develop a congestion management protocol. Space is discretized

into sectors of unit capacity, and time is discretized into timesteps. Rather than utilize

a central solver, vehicles communicate only with the current sector they occupy and
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the next sector they wish to occupy in the next timestep. Moreover, we constrain

the information shared between airspace sectors—they may only communicate limited

information with adjacent sectors. The first step of the protocol is to identify cycles

that indicate gridlock. For example, a cycle is formed when Flight A wants to go from

S1 to S2 and Flight B wants to go from S2 to S1 because either none of the flights

can proceed or all of them must proceed, given unit capacity constraints. Another

consequence of unit capacity constraints is that when more than one vehicle wishes to

enter a sector in the next timestep, the sector must “resolve” this conflict and decide

which incoming vehicle to allow to enter. The protocol is deliberate in the order in

which sectors are resolved, as resolutions at one sector can force other sectors into

suboptimal decisions. We use a backpressure metric to determine the order in which

sectors are resolved. We consider various prioritization schemes that a sector can use

to resolve its conflict. The backpressure can be used for prioritization to minimize

delay. We formalize the notion of cycles and chains in the protocol to prove that the

protocol is efficient and results in a minimal delay solution in one time step when using

backpressure prioritization. We explore other prioritization schemes which emphasize

fairness, such as schedule reversals, accrued delay, or dominant resource fairness. As

with the centralized setting, we evaluate fairness-efficiency trade-offs and show how

to incorporate different flight-level or operator-level prioritization. We show that the

choice of prioritization method influences efficiency and fairness, and the best method

depends on the traffic pattern.

• Chapter 5 utilizes elements from the decentralized protocol developed in Chapter 4 to

handle flights crossing between regions in a federated setting. Adjacent regions could

be controlled by different service suppliers who utilize different traffic methods. We

assume that each region utilizes centralized or decentralized traffic flow management,

developed in Chapters 3 and 4, respectively, but the method for handling crossing

flights is agnostic to the precise traffic management method within each region. We
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show that the protocol can be used to coordinate flights that cross between regions in a

federated setting with multiple service suppliers. Moreover, we evaluate the efficiency

of several airspace configurations, where the number of regions and type of traffic

management within each region varies.

• Chapter 6 provides concluding thoughts on centralized, decentralized, and federated

AAM settings and describes areas of future work.
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Chapter 2

Related Literature

Traffic is a fact of life for many cities around the world. Managing traffic is essential for

ensuring efficiency and safety in moving goods and people. Recently, environmental consider-

ations have increased the importance of traffic management. As early as the Roman Empire,

cities deployed traffic management techniques like tolling and time-of-day restrictions [21].

Other traditional traffic management tools for surface transportation include road signs and

“rules of the road.” The first traffic signal was installed in London, England in 1868 to

control the flow of pedestrians and carriages near the Houses of Parliament. However, this

signal was not electric, as a nearby police officer had to change the lights manually. In 1914,

the first electric traffic signal was introduced in Cleveland, Ohio. The genesis of air traffic

control towers followed a similar pattern to traffic signals. Croydon Airport near London

was the first airport in the world to have an air traffic control tower in 1920. The first US

air traffic control tower was opened in Cleveland in 1930.

2.1 Air Traffic Management

Like surface traffic management, air traffic management is crucial for maintaining safety

and efficiency. Commercial aviation has a strong history of safety. There are several safety

metrics, but aviation safety has generally increased over time, with some year-over-year
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volatility and geographical variation [22]. Commercial aviation is remarkably safe, but pas-

senger and flight delays are not uncommon. According to the Bureau of Transportation

Statistics, between 2014 and 2013 (omitting 2020 due to COVID-19 obfuscating delay data),

around 16–22% of passenger flights were delayed in the U.S. [23]. Flight delays are costly to

both passengers and airlines—a comprehensive 2007 study estimated that flight delays cost

airlines 8.3 Billion USD and passengers 16.7 Billion USD in 2007 [24]. Delays are not yet

an issue since AAM operations are currently very limited. However, delays could become

relevant for AAM operators and users as AAM traffic increases.

Traffic congestion, which leads to flight delays, occurs when demand exceeds capacity

(the same can be said about surface transportation). When considering how to handle traf-

fic congestion at airports or in the sky, there are long-, medium-, and short-term approaches

[25]. In the long term (on the order of years), we can increase capacity. For example, airports

can construct additional runways or taxiways, or ATC procedures can be modified to reduce

separation requirements between aircraft. In the medium term (on the order of months to

a few years), we can modify demand temporally to reduce the gap between demand and ca-

pacity. An example of demand management is airport slot allocation, whereby airlines must

apply months in advance for a limited number of departure/arrival slots at airports. Air-

port slot allocation balances scheduled traffic and arrival airport capacity, thereby reducing

flight delays [26], [27]. This not only smoothens demand temporally, but also caps aircraft

movements at an airport during peak hours. In the short term (on the order of hours), ATC

can strategically mitigate delays to try to match demand and capacity. For example, flights

can be held on the ground before departure to reduce the airborne delay that flights must

incur.

The basic function of air traffic management (ATM) is to prevent aircraft collisions. Ef-

fective ATM maximizes the efficiency of airspace utilization, minimizing delays and reducing

fuel consumption. ATM can generally be divided into three functions: air traffic control,

airspace management, and air traffic flow management. Our work focuses on the last of
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these, air traffic flow management for AAM. Air traffic control (ATC) is responsible for

guaranteeing safe separation between aircraft and preventing collisions. There is substantial

human factors research on air traffic controllers [28]. In addition, there is a growing body

of research on remote air traffic control towers, where air traffic controllers are not located

at the airports they control [29]. This is particularly useful for lower-traffic-density airports,

first introduced in rural Sweden [30]. Airspace management refers to the division of airspace

control. Starting from the airport, the airport control towers are responsible for traffic on the

ground, landing traffic, or traffic taking off. Moving higher in elevation, the Terminal Radar

Approach Control (TRACON) manages airport arrival and departure procedures. Finally,

the Air Route Traffic Control Center (ARTCC) is responsible for volumes of airspace con-

taining airways, which are high-altitude established routes. Centers are divided into airspace

sectors, which an air traffic controller or several air traffic controllers manage. Traffic levels

in sectors can vary spatially and temporally. Researchers have studied the dynamic resizing

of sectors and the dynamic assignment of air traffic controllers to sectors [31], [32]. Other

work has looked at finding the optimal sectorization of airspace to balance ATC workload

and minimize sector crossings by aircraft [33]–[35].

Our main area of focus is air traffic flow management (ATFM) functionality for AAM. Air

traffic controllers and traffic managers work to minimize system delays for commercial avia-

tion by considering airport and airspace constraints. ATFM measures are typically classified

by the time frames in which they are deployed. Strategic measures have planning horizons of

2–8 hours, whereas tactical measures have a planning horizon of less than 2 hours, including

real-time planning. ATFM can be divided into centralized and decentralized approaches. In

a centralized system, control and decision-making authority are concentrated within a single

entity or control center, typically operated by a governmental or regulatory body like the

Federal Aviation Administration (FAA). This centralized authority monitors airspace, directs

aircraft, and ensures overall safety and efficiency. Clear hierarchical structures, standard-

ized procedures, and robust communication networks often characterize centralized ATFM
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systems. We discuss relevant literature on centralized air traffic management in Section 2.2.

Decentralized ATFM distributes decision-making authority across multiple local control

centers. For example, in a geographically decentralized system, individual sectors could

manage their own traffic with limited coordination with adjacent sectors. Traffic manage-

ment could even be the responsibility of individual aircraft, as aircraft could autonomously

manage their own routes and spacing with minimal intervention from ground-based con-

trollers. Aircraft operators may appreciate the flexibility of decentralized approaches, but

these approaches are generally less efficient than centralized methods. We discuss relevant

decentralized air traffic management literature in Section 2.3.

2.2 Centralized Traffic Flow Management

2.2.1 Ground Delay Programs

The efficient allocation of constrained airspace and airport resources has been studied exten-

sively. The first area of centralized air traffic management research involves Ground Delay

Programs (GDPs). This is centralized because all flights must share trajectory information

with a central agency (e.g., the FAA). The trajectory information shared could include the

intended flight plan, routing, and schedule. Based on weather conditions, the predicted ar-

rival capacity at an airport may be less than the expected demand. For example, suppose

an airport could normally accept 60 landings per hour, but because of fog (common at an

airport like San Francisco), the arrival capacity is expected to drop to 40 landings per hour

at 8:00 am. If there are 60 flights scheduled to land between 8:00 and 9:00 am, air traffic

control would need to delay these flights in the air, either through speed restrictions (i.e.,

making flights fly slower), path stretching (making flights fly longer paths), or even holding

patterns (making flights fly circular patterns or “stacks” while they wait for the runway to

clear). These are all forms of airborne delay, which are costly to airlines. GDPs seek to

reduce airborne delays by delaying flights at their departure airport (incurring ground de-
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lay) to reduce the incursion of costly airborne delays. This has the effect of “smoothening”

the arrival demand such that demand between 8:00 and 9:00 am does not drastically exceed

capacity. The output of GDP optimization models is new flight departure times to balance

demand and airport capacity. Initial studies focused on the optimization formulation for the

case of a single airport [36], [37] or groups of airports [38], [39].

2.2.2 Traffic Flow Management

While GDP formulations only consider airport capacities, the air traffic flow management

problem (TFMP) also considers en route capacity. Due to weather activity or ATC work-

force constraints, airspace sectors may have limited capacities. An airspace sector is a specific

portion of airspace assigned to a specific ATC facility. These en route sector capacity re-

strictions can occur simultaneously with airport capacity restrictions, creating a capacitated

network. The TFMP can be modeled as a linear integer program. Optimizing a TFMP is

more computationally challenging than optimizing GDPs; however, significant progress has

been made in solving this problem [40]–[44]. We adopt the TFMP for an AAM setting in

Chapter 3. There are several other traffic flow management strategies. An Airspace Flow

Programs (AFP) is the airborne analog to a GDP. In an AFP, flights are held at their origin,

rerouted, or speed restricted due to en route constraints at Flow Constrained Areas (FCAs)

where traffic needs to be metered [45]. These centralized traffic flow management methods

seek to balance demand and capacity strategically. This is typically done by delaying flights

to regulate demand and improve efficiency.

2.2.3 Fairness and Uncertainty

In a system with multiple users, balancing efficiency and fairness is important. In the context

of ATM, operators and flights expect to be treated fairly regarding delay assignments. The

definition of fairness can differ based on context and stakeholder. Traditionally, the FAA

viewed “first-come, first-served” as the most fair procedure. Alternative approaches consider
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fair allocations as ones that adhere to original flight schedules [46]. With regard to jointly

allocating airport and airspace resources, notions of fairness include reversals [47], overtaking

[47], and time-order deviation [48]. We will discuss these three fairness metrics in Chapter

3. Work has also been done to study airlines trading with each other through at-most, at-

least trades [49]. Fairness metrics studied in non-aviation contexts include alpha fairness,

proportional fairness, and max-min fairness [50]–[52].

Another area of research in centralized traffic management is decision-making under un-

certainty. There is ample uncertainty in air traffic management, including in traffic (when

demand will materialize) and weather (directly influencing airport and airspace capacity).

Stochastic optimization [53]–[55], robust optimization [56], [57], and chance-constrained pro-

gramming [58] have been applied to centralized air traffic management.

2.3 Decentralized Traffic Flow Management

2.3.1 Example: Collaborative Demand Management

In the traffic management measures discussed so far, the central agent (e.g., the FAA)

dictates actions for individual flights. For example, in traditional ground delay programs

(GDPs), the FAA assigned delays to flights with little airline input. Collaborative Decision

Making (CDM) is a concept that facilitates collaboration between the FAA and airlines

on deciding how to manage traffic [59]–[61]. Airlines can share desired trajectories and

schedules with the FAA. When the FAA allocates a set of slots to airlines, each individual

airline can choose which flights to assign to slots, subject to other resource constraints.

Thus, injecting the CDM concept into GDPs provides a more decentralized approach than

traditional GDPs because decision-making no longer lies solely with the FAA. The concept

of Free Flight furthers decentralization and allows individual aircraft/flights to plan four-

dimensional trajectories in real-time, shifting some traffic management responsibilities from

ground-based controllers to aircraft [62], [63]. This may be preferable to airlines and airspace
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users as they regain more control over their operations. However, the challenge is to maintain

efficiency in these decentralized setups.

2.3.2 Congestion Management Protocol

A pertinent example of a decentralized transportation system is surface transportation. Un-

like commercial flights, individual vehicles do not need to share their full “trajectory” infor-

mation with a central agent, allowing them ample freedom to change routes or destinations.

Instead, vehicles are expected to adhere to “rules of the road” and protocols, such as first-

come, first-served at stop signs. Road congestion is common in cities, so there have been

several studies on improving traffic control through connected vehicle technology (e.g., Ve-

hicle to Vehicle (V2V) and Vehicle to Infrastructure (V2I) communication) [64]–[66].

Congestion control protocols have been studied in several contexts, including communi-

cation networks [67], surface transportation [68], and air traffic management [69]. Solution

approaches proposed range from queue-length management protocols [70] to dynamic traffic

routing, demand management [71], backpressure algorithms [72], [73], and optimal network

flow management [74]. The idea of decentralized protocols for air traffic management is not

a new one [75], [76]; researchers have proposed rules-of-the-road style protocols [77], Markov

decision process models [78], and speed control algorithms [79].

Fair congestion control has been studied in the context of routing packets in communi-

cation networks [80]. The simplifying assumptions typically made, such as infinite buffers

at congested resources or high traffic volumes that can be approximated as fluid flows, are

rarely satisfied in air traffic networks, be they conventional aviation or AAM. As a result,

fairness in air traffic management has generally been evaluated either through first-come-

first-served simulations [81] or in centralized settings with full information sharing [47], [82].

In our AAM traffic management protocol in Chapter 4, we incorporate fairness, reduced

information sharing, and cost-aware prioritization schemes into this class of algorithms that

have historically focused only on safety and efficiency.
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2.4 Advanced Air Mobility Traffic Management

We covered future concepts of operations in Section 1.3; in this section, we discuss research

pertaining to AAM traffic management. As with traditional air traffic flow management,

AAM traffic management methods span centralized and decentralized methods. One study

developed a novel distributed framework using column generation to solve large instances of

the centralized air traffic flow management problem, with crewed and uncrewed traffic [83].

Another study uses a Monte Carlo traffic simulator to compare centralized and decentralized

approaches for conflict resolution [84]. While they analyzed the frequency of loss of separation

events, they did not consider system delay metrics on efficiency and fairness. Another study

splits flights into different “layers” of airspace (corresponding to different elevations) using

graph coloring techniques to avoid conflict [85], [86]. This division of flights into layers is

either done pre-flight (in a centralized manner like a GDP) or en route (in a decentralized

manner), with vehicles having the flexibility to jump to adjacent layers temporarily. There

are also decentralized approaches that rely on cooperation between aircraft [87] or leverage

contract-based reactive synthesis [88].

A body of literature closely related to AAM traffic management is path planning for

AAM vehicles. Note that in our work, we take the paths of vehicles as inputs and do

not optimize the paths—instead, we focus on assigning delays to vehicles either on the

ground or in the air given predetermined paths. However, path planning could be used as

an initial step for generating vehicle trajectories in our experiments, and then our traffic

flow management methods could be used. The single-agent pathfinding problem is the

basic building block for a single vehicle to plan its route between origin and destination

subject to obstacles and other en route constraints. AAM paths have a continuous curvature

requirement whereby the paths must not be a series of straight line segments but must be

“smooth” to be flyable. One approach uses the Rapidly-exploring Random Trees algorithm

to generate collision-free waypoints for AAM; then, these paths are smoothed to satisfy the
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continuous curvature requirement [89]. Given the complexity of the path-planning problem,

computational intelligence methods inspired by nature have been used, including particle

swarm optimization [90], [91]. Multi-agent pathfinding involves computing collision-free

paths for multiple agents. Conflicts between vehicles can be solved beforehand (i.e., pre-

departure) [92] or in an online setting while vehicles are airborne [93]. Other work decomposes

the multi-agent pathfinding problem into a sequence of single-agent pathfinding problems to

improve computational efficiency [94].

2.4.1 Market-based Approaches

Market-based approaches have been studied for strategic demand management and tactical

deconfliction in the aviation context, including airport/airspace slot auctions [95], [96], slot

trading during Ground Delay Programs [97], and mobility permits for airspace sector access

[98]. More recently, proposals have considered auctions and other market-based mechanisms

for AAM airspace use [99], [100]. While auctions have been a controversial topic in con-

ventional aviation, especially in the United States [101], the proposed privatization of AAM

service providers [102] could make market-based mechanisms such as auctions feasible ways

of allocating and pricing airspace resources. Auctions for congestion management have been

studied primarily for road networks, including for congestion pricing in a downtown area

[103] and for managing autonomous traffic in an intersection [104]. The latter idea was

extended to account for bids from chains of cars with a proportional payment mechanism,

along with a “wallet” that controls how cars bid as they traverse their trajectory [105]. Our

work on a cost-aware traffic management protocol using second-price auctions for AAM is

not included in this thesis but can be found in [106].

2.4.2 Our Approach

In the centralized setting, we adapt the classic TFMP model for AAM traffic and evaluate

system efficiency and fairness, including when operators prioritize different fairness metrics.
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Recognizing that AAM traffic is more dynamic (i.e., appearing with less lead time than

commercial traffic), we evaluate alternative methods to incorporate dynamic demand. In the

decentralized setting, we develop an AAM congestion management protocol that minimizes

information sharing between vehicles and airspace sectors. As with the centralized setting,

we evaluate system efficiency and fairness. We also consider the federated setting, where

adjacent regions can be controlled by different service suppliers that utilize different traffic

management methods.
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Chapter 3

Centralized AAM Traffic Flow

Management

This chapter focuses on developing centralized traffic flow management techniques for AAM

operations. In high-demand scenarios, centralized resource allocation has the potential to

increase overall efficiency and safety. Furthermore, strategically planning ground and air-

borne delays can reduce the amount of tactical coordination required, thereby improving

predictability.

A third-party service supplier may run centralized traffic flow management for AAM

operations. They would require operators to share trajectory information with them. Since

this is similar to conventional air traffic optimization formulations, we adapt the air traffic

flow management problem (TFMP) formulation for AAM traffic management. We evaluate

the trade-offs between efficient and fair solutions in a simulated setting. Since operators may

have different fairness preferences, we study the impact of different fairness preferences on

efficiency and fairness. In contrast to commercial aviation, operations may appear with little

lead time (due to the dynamic nature of AAM operations), so we consider how to handle

flights with low file-ahead time.
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3.1 Background

Our approach to centralized AAM traffic management is primarily motivated by four obser-

vations. First, to scale AAM operations to meet the increasing demand, it is important to

operate efficiently and minimize delays (in this context, delay can be defined as the difference

between the desired and actual operation times). Second, the equitable and fair allocation

of airspace resources is important, especially in the presence of a large number of aircraft

operators; yet, fairness is often the first casualty in the quest for efficiency [19], [20]. Third,

AAM operations are likely to result in competing interests and strategic behavior on the part

of the various participants, including first-mover advantages and attempts by aircraft oper-

ators to monopolize the airspace. It is essential that the airspace, as a public good, remains

accessible to all. Finally, the lessons learned from conventional traffic management can be

leveraged in the design of a flexible, future-proof next-generation aviation infrastructure.

The overarching goals of our approach to centralized AAM traffic management are to:

1. Explicitly incorporate fairness into traffic flow management decisions while accommo-

dating user-specific fairness requirements.

2. Support a range of aircraft operator preferences and vehicle capabilities, as reflected

in their delay sensitivity and mission requirements

3. Support traffic with variable file-ahead times, thereby enabling novel applications such

as on-demand mobility, exploration, quick package delivery, etc.

3.1.1 Traffic Flow Management Problem (TFMP)

We build off of the TFMP for our centralized AAM traffic flow management setup. This

section is meant to highlight the setup and assumptions of the TFMP—the baseline formula-

tion for the TFMP adapted for AAM (with mathematical notation) is shown in Section 3.2.

The TFMP aims to assign delays to a set of flights operating in an airspace to ensure that
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capacity restrictions are upheld. The airspace is divided into sectors with time-dependent

capacity limits to reduce computation time, and time is discretized into time steps. Each

flight has a desired four-dimensional trajectory (4DT), which includes the origin airport,

sequence of en route sectors, destination airport, and associated scheduled times at each

resource. Each flight has individual characteristics, such as feasible arrival times at each

resource, minimum time spent in each sector (based on vehicle capabilities or preferences),

and maximum airborne delay (based on energy constraints).

This is a centralized setup because all flights are expected to share their full trajectory

information with the central planner. As discussed in Section 1.6, complete information shar-

ing should lead to high efficiency. In this chapter, we assume that flights share full trajectory

information; however, we will relax this assumption in Chapter 5 when considering a feder-

ated setting. Since operators may desire setups with less information sharing, we consider

a decentralized approach in Chapter 4. The central planner (typically an Air Navigation

Service Provider like the FAA) then has the authority to assign ground and airborne delays

to flights to ensure that airport and sector capacity constraints are not violated. Ground

delays are generally preferred over airborne delays since they are less costly and safer. This

is particularly true for AAM vehicles, which are expected to have limited energy capacity.

To adapt the TFMP for AAM, we utilize a similar setup with vertiports rather than

airports and smaller sectors to correspond to the lower speeds of AAM operations. AAM

vehicles also have lower endurance (i.e., shorter ranges) than commercial flights, so we adjust

each operation’s feasible arrival times and maximum delays accordingly. The information-

sharing requirements for flights remain the same: full four-dimensional trajectory informa-

tion, along with feasible arrival times at each resource, minimum time spent in each sector

(based on vehicle capabilities or preferences), and maximum airborne delay (based on energy

constraints).
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3.1.2 Fairness Considerations

Revising trajectories to mitigate congestion requires assigning delays to each flight (i.e. the

aircraft takes off, lands, or accesses a region of airspace at a different time than its operator

desires). Depending on the desired trajectory of a flight and the capacities of the airspace

sectors it traverses, the amount of delay assigned to each flight can be different. Conse-

quently, the objective of maximizing system efficiency is equivalent to minimizing the sum of

delay costs for all the flights. The resulting solution, although efficient, could have an uneven

distribution of delays across flights and aircraft operators, raising questions of fairness. Ad-

ditional considerations include ensuring fairness across flights of differing durations, flights

traversing different regions of the airspace, and flights with varying performance capabilities.

When there is only one constrained resource (airspace sector or vertiport), First-Come-

First-Served (FCFS) based on the original scheduled arrival times at that resource is a

reasonable definition of fairness. However, when a single flight traverses multiple congested

resources and FCFS is enforced at each of them, the flight may get excessively penalized

as delays from the first resource get compounded further downstream in the trajectory (see

example in Figure 3.1).

Other notions of fairness may be preferable in this networked resource allocation setting.

A few examples, which we will describe in greater detail later are:

1. As much as possible, maintain the scheduled arrival order of flights at each resource.

In other words, if flight f1 was scheduled to arrive at a resource before another flight

f2, then we prefer that it does so in the final schedule. In this case, a reversal is when

f2 arrives at this resource before f1. This is unfair to flight f1 since, in the original

schedule, it was supposed to arrive before f2. We will formalize this metric of fairness

as minimizing the total number of flight-reversals across all resources.

2. Find the most constrained resource in a flight’s trajectory. This resource would in-

troduce the maximum FCFS delay if it were the only constrained resource present in
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Figure 3.1: The purple drone joins the end of the queue at every constrained resource, follow-
ing a First-Come-First-Serve policy. The dotted purple line denotes the desired trajectory,
while the solid purple line denotes the realized one.

the trajectory. One could argue that this is the minimum delay that a flight on this

trajectory ought to endure, and the optimization should try to minimize or at least

equalize any delay beyond this minimum value across flights. We will formalize this

notion of fairness as minimizing the time-order deviation (TOD) for all flights in the

schedule.

Several nuances need to be addressed when incorporating fairness into AAM traffic flow

management. A direct consequence of having multiple candidate metrics of fairness is that it

is not apparent which one is better or more widely acceptable to AAM operators. Although

intuition would suggest that enforcing some degree of fairness would result in a loss in

system efficiency (i.e., the sum of flight delay costs will increase), the nature of this trade-

off is not well understood. Furthermore, higher traffic demand, especially in urban areas,

would result in a larger number of congestion points (airspace sectors or vertiports) for each

flight trajectory. Without explicit planning, the presence of multiple congested resources can

significantly decrease the fairness of the solution. Therefore, we must incorporate fairness

early in system design, as concerns of unfairness will only grow with traffic volume.
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Fairness in the networked setting has been previously studied in the context of air traffic

control flow management [47], [48]. In ATFM, airports typically remain the primary choke

points, and the FCFS schedule emerging from a congested airport is usually prioritized over

other constraints. It remains to be seen whether AAM operations follow the same patterns

or have more choke points.

3.1.3 Operator Preferences and Capabilities

Given the diverse set of AAM operators, we must be cognizant of significant differences

amongst different system users. Potential aspects of variability include:

• Mission requirements: The file-ahead time is how far in advance an operator files a

flight plan before the scheduled departure time. AAM traffic management needs to

support on-demand operations with short file-ahead times (e.g., package-delivery or

UAM) as well as scheduled operations with long file-ahead times (e.g., planned video

inspections or fixed-schedule air taxis). Similarly, some missions, such as UAM or

package delivery, could require flying the shortest path to a destination, while others

(e.g., plume tracking or traffic surveillance) could involve hovering or actively sensing

and exploring a region.

• Vehicle capabilities: Some vehicles may have a wider range of feasible speeds, resulting

in a larger potential for airborne holding. Fixed-wing vehicles are not be able to reduce

their speed below a certain critical threshold without the risk of stalling, whereas

rotary-wing vehicles (like quadcopters) may be able to hover at a particular location

and reduce their lateral speed to zero if needed. Vehicles may also have different

endurance times and abilities to operate safely when subject to delays.

• Preferred metrics of fairness: Certain aircraft operators, such as those running sup-

ply and logistics missions, may have coordinated flight operations. For instance, one

vehicle may bring a certain package to a warehouse, and a drone scheduled for later
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delivery may transport that package to a customer. For such an operator, reversals in

the order of arrivals may be of significant consequence, and they may wish to minimize

the number of reversals in their final schedule. On the other hand, a point-to-point

UAM operator may only be concerned about their on-time performance relative to

competitors. A fair allocation would then be one that results in an equitable distri-

bution of delays for any two flights that use the same set of resources. In such cases,

minimizing the TOD might be the preferred metric of fairness rather than minimizing

the reversals.

• Aircraft operator cost/utility functions: An operator transporting packages might be

more sensitive to delays than a leisure drone photographer. Even among the flights

managed by the package delivery operator, an aircraft carrying perishable goods may

be more delay-sensitive than one carrying non-perishable goods.

Different operator preferences and vehicle capabilities may affect the tradeoffs between

fairness and efficiency. Furthermore, the notion of what is considered fair for a pair of op-

erators may be the same (i.e., aligned) or different (i.e., misaligned). This can affect not

only the system efficiency but also determine the extent to which efficiency must be compro-

mised to satisfy the fairness preferences of the operators. The challenge lies in developing a

framework that can support diverse user preferences and constraints and equitably allocate

resources. Our work quantifies the loss in efficiency and fairness for different operator traffic

volumes and preferences (delay sensitivity and fairness requirements) using an AAM demand

simulator developed by Airbus.

3.1.4 Variable File-Ahead Times

The last feature of our AAM traffic management framework that we wish to highlight is its

ability to adapt to temporally dynamic traffic demand. Because of the need to sell tickets to

passengers in advance, present-day commercial air traffic is highly predictable, with schedules
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published at least a few weeks before departure. This enables the implementation of strategic

congestion mitigation strategies such as re-routes and speed or altitude changes for known

flight schedules hours in advance of their departure times. However, the file-ahead time for

AAM operators (or vehicles) to convey their desire to utilize airspace or vertiport resources

may be very short. Low file-ahead time could correspond to two scenarios: missions may be

initiated with short lead times (e.g., on-demand UAM or package delivery), or they could be

inherently uncertain due to a reactive sensing control loop (e.g., a car chase using a drone,

air pollution monitoring, traffic surveillance, etc.). In other words, the file-ahead times could

range from a few weeks for scheduled services to a few seconds for reactive sensing missions.

Strategic planning requires some look-ahead and visibility into future demand. We address

this concern by implementing a rolling time horizon to account for dynamic demand and

variable file-ahead times. Some AAM flights may appear as pop-ups (flights that have a low

file-ahead time such that they were not included in earlier planning horizons). Note that

pop-ups are still required to share full trajectory information. We investigate the effect of

increasing the proportion of flights that are pop-ups and evaluate two candidate approaches

to handle them in our centralized traffic flow management framework.

3.1.5 Contributions and Main Findings

We adopt the air traffic flow management problem (TFMP) formulation for AAM traffic

management. We utilize simulations, including trajectory data from an Airbus simulator,

to evaluate the trade-offs between efficient and fair solutions in a practical setting. We

recognize that operators may have different fairness preferences, so we study the impact of

different fairness preferences on efficiency and fairness. AAM operations may appear with

low file-ahead times (especially relative to commercial aviation), so we incorporate rolling

time horizons and study how to handle pop-ups (flights that have a low file-ahead time such

that they were not included in earlier horizons).

Some of our main insights are summarized as follows:
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1. Although several reasonable notions of fairness can be proposed in a networked setting,

they are not all equally easy to achieve in practice. More precisely, we show that some of

the metrics may be orthogonal to each other and that optimizing for one may adversely

affect another. For example, penalizing time-order deviation in the objective can lead

to a decrease in reversals and overtaking; however, penalizing reversals or overtaking

generally leads to an increase in time-order deviation.

2. The preferences of different operators can vary in a range of ways (e.g., their preferences

may be aligned but differ in magnitude, or they may be misaligned), and the resulting

impacts on system efficiency and fairness can differ. More specifically, for the case of

two aircraft operators, we find that:

• The greater the divergence between the fairness preferences of the two operators

(both in terms of the fairness metrics and the weights given to them), the greater

is the loss in both system efficiency and fairness.

• When the operator with a weak preference for fairness has a high market share,

the fairness of the resulting solution improves for both operators relative to the

solution where both operators have an even market share.

3. Centralized AAM traffic management with a rolling horizon framework leads to lower

efficiency and higher time-order deviation; however, the number of reversals is similar.

4. Demand with low file-ahead times (pop-ups) can be incorporated in the TFMP when

using a rolling horizon. Pop-ups can either be inserted or forced to wait until the next

horizon. With a high pop-up fraction, using shorter horizons and inserting pop-ups into

the schedule is best. With a low pop-up fraction, using longer horizons is acceptable as

long as pop-ups are inserted, and shorter horizons perform well when either inserting

pop-ups or delaying them until the next planning horizon.
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3.2 Baseline AAM Traffic Flow Management

This section presents the main formulation for the baseline centralized AAM traffic flow

management problem. We describe some metrics to measure fairness and show how they can

be incorporated into the optimization. We first build off the classical traffic flow management

problem (TFMP) formulation [41].

3.2.1 Notation

We consider a discrete-time traffic flow management problem. The mathematical notations

used in the formulation are described below.

T : Set of time periods {1, . . . , T} of length ∆T

A : Set of all vertiports

S : Set of all airspace sectors

F : Set of all flights

O : Set of all operators

Fo : Set of all flights by operator o ∈ O

C(s, t) : Capacity of sector s ∈ S at time t

A(a, t) : Arrival capacity of vertiport a ∈ A at time t

D(a, t) : Departure capacity of vertiport a ∈ A at time t

af : Scheduled arrival time for flight f ∈ F

df : Scheduled departure time for flight f ∈ F

Sf : Sequence of sectors in flight f ’s trajectory

Sf
j : Next sector after j in flight f ’s trajectory

Pf
j : Sector preceding j in flight f ’s trajectory

origf : Origin vertiport for flight f

destf : Destination vertiport for flight f

lf,s : Minimum amount of time that flight f is in sector s
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M : Maximum delay for each flight

T f
j : Set of feasible time periods for flight f to arrive at re-

source j ∈ A ∪ S (vertiport or sector)

T
f

j : Latest time in the set T f
j

Tf
j : Earliest time in the set T f

j

wf
j,t : A binary variable that is 1 when flight f ∈ F has arrived

at resource j ∈ A ∪ S at or before time t

3.2.2 Formulation

We impose a maximum delay across all flights (M) such that no single flight is overly

penalized. The value for M is set in advance by the service supplier before running the

centralized optimization. M is used to construct T f
j , the feasible arrival times at each

resource. The objective function minimizes the total delay cost (TDC). The expression for

(TDC) is assumed to be of the form TDC = β(GD1+ϵ+αAD1+ϵ), where GD is ground delay,

AD is airborne delay, β is delay to cost scale factor, and α ≥ 1 is the ratio of airborne delay

cost to ground delay cost. Note that ϵ makes these costs super-linear in the delay duration,

as we prefer even distribution of delays across flights over skewed delay distributions. For

example, setting ϵ to be a small positive number (≤ 0.05) guides the optimization solver to

allocate 2 minutes of delay each for two flights rather than 4 minutes of delay to a single

flight, even though the total delay would be the same for both solutions. In other words,

this super-linear cost structure breaks ties between solutions that result in the same total

delay cost. Without loss of generality, we set β = 1. Since TD = AD + GD, we have:

TDC = αTD1+ϵ + (1− α)GD1+ϵ (3.1)

If a flight departs at time t, then its ground delay (GD) is (t− df ). Also, if this flight lands
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at time t, the total delay (TD) is (t− af ). Thus, TDC can be rewritten as below.

TDC =
∑
f∈F

(
∑

t∈T f
destf

α(t− af )
1+ϵ(wf

destf ,t
− wf

destf ,t−1)

−
∑

t∈T f
origf

(α− 1)(t− df )
1+ϵ(wf

origf ,t
− wf

origf ,t−1)) (3.2)

The key aspect of the formulation that lends computational tractability to larger-scale

problems is the choice of the decision variable wf
j,t, which is a binary variable that is non-

decreasing in time (Constraints (3.3g) and (3.3h)). Flight f is said to enter a resource i

(which could be a vertiport or a sector) at time t if (wf
i,t − wf

i,t−1) = 1. The following

constraints must be satisfied:

∑
f∈F : origf=k

(wf
k,t − wf

k,t−1) ≤ D(k, t), ∀k ∈ A, t ∈ T (3.3a)

∑
f∈F : destf=k

(wf
k,t − wf

k,t−1) ≤ A(k, t), ∀k ∈ A, t ∈ T (3.3b)

∑
f∈F : i∈Sf ,j=Sf

i

(wf
j,t − wf

i,t−1) ≤ C(j, t), ∀t ∈ T (3.3c)

wf
i,t = 0, ∀f ∈ F , t = Tf

i−1, i = S ∪ A (3.3d)

wf
i,t = 1, ∀f ∈ F , t = T

f

i , i = S ∪ A (3.3e)

wf
i,t − wf

j,t−lf,j
≤ 0, ∀f ∈ F , t ∈ T f

i ,

i ∈ Sf : i ̸= origf , j = P
f
j

(3.3f)

wf
i,t−1 − wf

i,t ≤ 0, ∀f ∈ F , i ∈ Sf , t ∈ T f
i (3.3g)

wf
i,t ∈ {0, 1}, ∀f ∈ F , i ∈ Sf , t ∈ T f

i (3.3h)

Constraint (3.3a) enforces departure capacity for each vertiport at each timestep by

summing across all flights that departed. Constraint (3.3b) does the same for arrivals, and

constraint (3.3c) does the same for enroute sectors by tracking the current location of each
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flight f based on values of wf
s,t for consecutive s in Sf , the list of sectors that f traverses. If

sector capacity is set to one, this is similar to ensuring minimum separation between vehicles,

and if sector capacity is greater than one, additional tactical deconfliction may be needed

to ensure minimum vehicle-to-vehicle separation is not violated. Constraint (3.3d) ensures

that a flight does not reach a sector before the earliest feasible time. Analogously, constraint

(3.3e) enforces that a flight must arrive at a sector before the latest feasible time. The

minimum time to be spent in each sector is described in Constraint (3.3f).

3.3 Incorporating Fairness

We focus on three candidate notions of fairness, which we describe qualitatively below. We

then incorporate them into the baseline TFMP formulation.

3.3.1 Reversals and Overtaking [47]

We start with reversals and overtaking, which are closely related. A reversal is when the

order of arrivals of two flights is reversed relative to the original schedule, while overtaking is

the time duration of the reversal. Suppose the original schedule has Flight A arriving before

Flight B at a resource. After flights are delayed due to traffic flow management, if Flight B

ends up arriving before Flight A, Flight A would experience a reversal. The time duration

between Flight B and Flight A’s actual arrival times would be the amount of overtaking. If

this time duration is 5 min, it would indicate that Flight B overtook Flight A by 5 min. For

reversals and overtaking, a fair solution is one in which the relative ordering of arrivals at

any resource is preserved according to the original schedule. This original schedule is based

on the initial trajectory information shared by flights. We want to minimize reversals in

the ordering of flight arrivals at a sector or a vertiport relative to the originally scheduled

ordering. Reversals are defined between flights. In settings with multiple operators, the

definition of reversals does not change, as we still care about reversals regardless of whether
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it is between two flights of the same operator, or between flights from different operators. A

few additional variables for incorporating reversals are defined below.

Rj : Pairs of reversible flights at resource j

T r
f,f ′,j : Set of time periods common for flights f and f ′ where a reversal could occur

at resource j. These are times that both vehicles could utilize resource j.

λo
rev : Penalty factor for reversals for operator o

λo
over : Penalty factor for overtaking for operator o

For reversals, we define a new variable sf,f ′,j which is 1 if flight f ′ arrives before flight f

at resource j, where f was scheduled to arrive before f ′, and 0 otherwise. In the objective

function, we sum the previously defined TDC with the total number of reversals multiplied

by a weight λrev.

min TDC +
∑
o∈O

λo
rev

∑
j∈S,(f,f ′)∈Rj ,f∈Fo

sf,f ′,j (3.4)

The following constraint must be satisfied:

sf,f ′,j = max (0, wf ′

j,t − wf
j,t) ∀t ∈ T r

f,f ′,j (3.5)

For overtaking, we define a new variable sif,f ′,j which is 1 if flight f ′ arrives but flight f

does not arrive by time Tf
j + i in resource j, where f was scheduled to arrive before f ′, and

0 otherwise. This new variable s is a binary indicator of whether two flights are in reversed

order at a given time. Summing the s variables gives the overtaking value between two

flights if their order has been reversed. The objective function looks similar to incorporating

reversals, but note that sif,f ′,j is summed over the cardinality of T r
f,f ′,j.

min TDC +
∑
o∈O

λo
over

|T r
f,f ′,j |∑

j∈S,(f,f ′)∈Rj ,f∈Fo

sif,f ′,j (3.6)
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The following constraint must be satisfied:

sif,f ′,j = max (0, wf ′

j,Tf

j+i
− wf

j,Tf

j+i
) (3.7)

3.3.2 Time-order deviation [48]

In this section, we describe the time-order deviation metric used to quantify fairness. We

calculate the first-come-first-serve (FCFS) arrival time FCFSf
i for each flight f at resource i

that it goes through, assuming that i was the only constrained resource. With FCFS, arrival

slots are assigned to flights according to the original schedule ordering. For each flight, we

then calculate the maximum FCFS delay dFCFS
f .

FCFSf
i : First-come-first-serve arrival time for flight f at resource

i assuming that i was the only constrained resource (i ∈

S ∪ A)

dFCFS
f : Maximum FCFS delay for flight f

cfTOD(t) : Additional delay cost when flight f is delayed for time t

λo
TOD : Penalty factor for time-order deviation for operator o

Just as with the penalty factor for reversals, λo
TOD is operator-specific. The intuition

behind time-order deviation is as follows. When there are multiple constrained resources,

each flight should not expect to incur any less delay than it would incur as a result of only the

most constrained resource along its route. In other words, there is a notion of expected delay,

that every flight is inherently entitled to be assigned, and only delays beyond this expected

delay should be equalized among the multiple flights. Thus, for every flight f ∈ F , the

maximum delay that it would have been assigned as a result of only the most constraining

resource is

dFCFS
f ≜ max

i∈S∪A
FCFSf

i (3.8)
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Thus, the modified optimization problem is

min TDC +
∑
o∈O

λo
TOD

∑
f

T∑
t=af

cfTOD(t)(w
f
destf ,t

− wf
destf ,t−1),

where cfTOD(t) = (max{0, t− af − dFCFS
f })1+ϵ. (3.9)

3.4 Variable File-Ahead Times

The standard TFMP formulation assumes that the demand is deterministic and known well

in advance. Given the on-demand nature of many AAM applications, this is not a safe

assumption. Whereas commercial aviation flight schedules are known well in advance, AAM

demand may materialize with little notice. When flight schedules are known well in advance,

the centralized optimization can be run over longer time horizons with more flights to find a

globally optimal solution. By contrast, when flight schedules are known with low lead times,

the planning horizon is smaller, and it is not possible to proactively plan as many trajectories

at once to minimize delay costs and maximize fairness. We expect, though, that there is

still a benefit to strategic traffic management over relying solely on a tactical system like

First-Come-First-Serve (FCFS). First, we discuss a rolling time horizon implementation that

reduces the required file-ahead time for flights. Next, we discuss how to handle pop-up flights

that have a low enough file-ahead time such that they were not included in the appropriate

planning time window.

3.4.1 Rolling Time Horizon Implementation

One way around this challenge is to implement a rolling time horizon. With a rolling horizon

of length H (in time periods), we intend to solve the TFMP once for every horizon (i.e.,

every H time periods). If we solve a horizon at time t, we solve the TFMP for flights with

scheduled departure times in the [t, t + H − 1] range. Once a flight is assigned a revised

60



schedule, it is fixed and acts as a constraint for flights in the next horizon. Each flight must

file its flight plan before the start of the time interval that contains its scheduled departure

time. For example, if H = 5 min, we solve the AAM traffic flow management problem at

6:00, 6:05, 6:10, and so on. Flights departing between 6:05 and 6:10 must file before 6:05.

At 6:05, all flights scheduled to depart between 6:05 and 6:10 are considered for planning

(from takeoff to landing), and their revised schedule constrains flights and resource capacities

in subsequent time-intervals. For comparison, we also solve the baseline in an on-demand

fashion such that one flight is scheduled at a time, in order of their scheduled departure time.

3.4.2 Pop-up Flights

A pop-up flight is a flight that appears after the time horizon containing its scheduled de-

parture time has been solved. Let rf denote the time a flight files its trajectory, and let df

denote its scheduled departure time. The difference between the scheduled departure and

filing times is called the file-ahead time and is expressed as ∆f = df − rf . Note that ∆f ≥ 0,

since df > rf . The starting time of the horizon that contains the scheduled departure time of

flight f is denoted as hf . The rolling horizon implementation thus far works if the following

conditions hold for every flight f :

hf = max(H ∗ i) | H ∗ i < df , where i = 1, 2, 3, ... (3.10)

∆f > df − hf (3.11)

Thus, if a flight wants to depart toward the end of a horizon (i.e, df − hf is large), then its

∆f must be high.

In some settings, it may be reasonable to require that all flights have sufficient file-ahead

times. However, it may be unfair or unreasonable to require flights to file their trajectories

before the start of a horizon, particularly for long horizons that require a high ∆f . We

expect that while some flights will have sufficiently high file-ahead times, others will not.
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This raises the question of how to incorporate flights with a low file-ahead time in the TFMP

framework. We call a flight a pop-up if equation (3.10) and (3.11) do not hold. A pop-up

flight files its trajectory after the start of the horizon that it wants to depart in. There

are several ways to account for this dynamic demand. An extreme way is to abandon the

strategic TFMP framework and tactically schedule flights in the order they file, but this

would remove the benefits of scheduling multiple flights simultaneously. Instead, we prefer

to incorporate the dynamic demand in the existing framework. We consider two such options

for handling pop-ups below:

1. Insert pop-ups: Consider a pop-up flight f with a departure time df such that

hf < df < hf+H. By the time flight f files its trajectory, non-pop-up flights scheduled

to depart between hf and hf + H will have already been scheduled. When a pop-up

files its flight plan, we run a one-flight TFMP with vertiport and sector capacities

reduced to account for previously scheduled flights. Note that we are not modifying

previously scheduled flights, so the TFMP will have to find available capacity for the

pop-up. If the maximum delay M for flight f is not high enough and demand is very

high, the TFMP may be infeasible. We do not consider such cases.

2. Delay pop-ups: Consider the same situation above. Rather than insert the pop-

up into the schedule, we delay the pop-up until the next horizon. The scheduled

departure time at the origin and the scheduled arrival times at the en route sectors

and destination remain the same. However, the pop-up’s feasible times (e.g., earliest

departure time) are updated to reflect its initial delay because of its shift to the next

horizon. The initial pop-up delay is equal to hf +H − rf with the following bounds:

0 < hf + H − rf < H. In the worst case, the pop-up will file right after the start of

the horizon (rf − hf ≈ 0) and incur a delay close to H.

There are qualitative trade-offs between the two pop-up options. Option 1 (inserting

pop-ups) may lead to an inefficient schedule for the current horizon, exacerbating delay in
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the next horizon. Option 2 (delaying pop-ups) allows the pop-up to be batched with the

flights of the next horizon but forces pop-ups to incur an initial delay before being solved by

the TFMP. We will quantify the differences between these two options in the experiments

described in the next section.

3.5 Experimental Results

3.5.1 Scenario Generation

We use a package delivery scenario created by Airbus where four operators in Toulouse,

France have warehouses on the outskirts of the city and make deliveries in locations randomly

distributed around the city [107]. The vertiports are located at the warehouses. Traffic at

vertiports is determined through a Poisson process. Each flight has a desired 4D trajectory

(three spatial dimensions with time as the fourth dimension). Only the outbound flight

segments, from the warehouse to the delivery site, are considered for simplicity. We used

two demand scenarios: 50 flights/hour and 25 flights/hour per vertiport. Figure 3.2 shows

the scenario with 50 flights/hour.

One of the key requirements of the AAM traffic flow management problem formulation

is that time is discretized into timesteps. We rounded sector entry and exit times to the

nearest 60 s, while ensuring that each flight spent at least one timestep in each sector. We

set a sector time discretization threshold of 3 s and omit a sector from a flight’s trajectory

if it spent less than 3 s in it. Also, the formulation requires that a flight may only traverse

through a sector once. We smoothed the trajectory in eight instances where a flight entered

a sector multiple times. For example, a flight that entered Sector A, briefly left for Sector

B, then reentered Sector A would be modified to stay in Sector A. This is an edge case of

the simulated trajectories that we fix to have smooth trajectories.

An additional factor that we accounted for was maximum battery life, which we assumed

to be 20 min. We used the remaining battery life and the unimpeded time-to-destination
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Figure 3.2: Flight trajectories shown from 4 vertiports in a 16 km × 14 km region, with axis
ticks along the border denoting 1 km sector boundaries. Purple lines indicate local airports.

to calculate an upper-bound on airborne delay for each flight at each sector. Table 3.2 lists

some additional parameters used for the experiment. With the given parameters, vehicle

speeds are between 60 and 85 km/h (note the lower speed since these are smaller delivery

vehicles). One important parameter is the ratio of airborne delay cost to ground delay cost,

represented by α. With higher values of α, airborne delay will be more penalized relative

to ground delay. Thus, the total delay (ground + airborne delay) may increase to minimize

airborne delay. In contrast, with lower values of α, the solution will approach the minimum

total delay solution. We took this ratio to be three based on [108], although different values

of α could easily be justified.

3.5.2 Fairness-Efficiency Trade-offs

We seek to evaluate the fairness-efficiency tradeoff when incorporating one of three fairness

metrics: reversals, overtaking, or time-order deviation. Recall that the weight that a fairness

metric is given is represented by λo
rev, λo

over, or λo
TOD, for reversals, overtaking, and time-order
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Table 3.2: List of Parameters

Parameter Value

Timestep Size 60 s
Sector X-Y Dimensions 1 km × 1 km
Sector Z Dimension (Height) 65 m
Sector Capacity 1 per sector
Departure Capacity 2 per timestep
Sector Discretization Threshold 3 s
Maximum Battery Life 20 min.
Airborne Delay Cost
to Ground Delay Cost Ratio α = 3

deviation, respectively. We vary these values to generate fairness-efficiency curves. We use

four main variations of the TFMP objective function: total delay cost only (“baseline”) and

total delay cost with penalization of reversals, overtaking, or time-order deviation. We use

total delay cost as a measure of efficiency (refer to Equation (3.2)). Note that total delay

cost is distinct from total delay, as it penalizes airborne delay three times more than ground

delay. In this initial round of experiments, we assume that the TFMP is only solved once.

This means that there are no pop-ups, as all flights have sufficiently large file-ahead times

such that the system is aware of them at the beginning of the experiment.

Incorporating fairness metrics in the objective function results in an inherent tradeoff

between fairness and efficiency, measured in terms of the total delay cost. The baseline

formulation’s objective function is simply the total delay cost without any fairness consider-

ations. Thus, when incorporating fairness metrics in the objective function, the total delay

cost either remains the same or increases as the additional terms drive the solution away

from the optimal delay cost. In return, we expect fairness to increase. Additionally, we want

to evaluate the effect of incorporating one fairness metric in the objective on other fairness

metrics.

Figure 3.3 shows the average number of reversals per flight and the total delay cost when

minimizing the total delay cost for various scenarios. The objective function in the “Baseline”

case minimizes the total delay cost. The objective in the other three cases (“Reversal”,

65



“Overtaking”, “TOD”) includes total delay cost but also one of the three fairness metrics,

where TOD stands for time-order deviation. Recall that λ is the weight given to the fairness

term in the objective. Two baselines are shown: the black circles correspond to a high-

demand scenario (vertiport demand of 50 flights/hour), and the black squares correspond to

a low-demand scenario (25 flights/hour). For each scenario, there is one data point for the

baseline case, but several data points for reversals, overtaking, and TOD, corresponding to

different λo
rev, λo

over, and λo
TOD values, respectively.

Figure 3.3: Reversals vs. Total Delay Cost (TDC) when incorporating different fairness
metrics. The hourly demand level is shown in parentheses.

We first look at the results of incorporating reversals as a fairness metric in the low-

demand scenario, shown as blue hexagon points with legend entry “Reversal (25)”. As λrev

increases, the number of reversals decreases, and the total delay cost increases relative to the

baseline, shown as a black square with legend entry “Baseline (25)”. For small λrev values,

reducing the number of reversals with no increase in total delay cost is possible. For example,

when λrev = 0.4, the number of reversals per flight decreases to 0.23 (compared to 0.54 in
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the baseline) with no increase in total delay cost. With further increases in λrev, decreases

in reversals are smaller and become increasingly expensive in terms of the total delay cost.

At λrev = 10, the optimal solution has only 3 reversals (equivalent to an average of 0.03

reversals per flight) but an average delay cost per flight of 1.86 (a 19% increase compared

to 1.56 in the baseline). Overall, as λrev increases, the relationship between reversals and

total delay cost resembles exponential decay. This is because to prevent a pair of flights

from being reversed, it may be necessary for one flight to incur excess delay. In the absence

of limitations on the maximum delay a flight can endure, the number of reversals could be

driven to zero at the cost of a very high total delay cost.

In the high-demand scenario, the new baseline, shown as a black circle with legend entry

“Baseline (50)”, has a higher average number of reversals and average total delay cost than

the low-demand scenario, “Baseline (25)”. This is expected, as more congestion leads to more

flight interactions and potential for reversals. Incorporating reversals in the objective has a

similar effect as doing so with lower demand. The trade-off curve has a similar shape, and

for very high λrev, the average number of reversals approaches zero while the average total

delay cost increases substantially.

The orange curve with legend entry “Overtaking (25)” and the purple curve with legend

entry “Overtaking (50)” correspond to incorporating overtaking in the objective, in the low-

demand and high-demand scenarios, respectively. Incorporating overtaking produces nearly

identical results as when incorporating reversals, as can be seen with the overlapping lines.

In many cases, they have identical optimal solutions, not only with regard to fairness and

efficiency but also concerning schedule and delay allocation. This is expected since the two

fairness metrics are intertwined, with overtaking measuring the magnitude of time duration

that a given pair of flights was reversed. Whereas reversals and overtaking are nearly in

lockstep, time-order deviation (shown in green and the dashed brown curves) behaves dif-

ferently from reversals or overtaking. Note that the first points on the time-order deviation

curves overlap with the baselines. As λTOD increases, incorporating time-order deviation can
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decrease the average number of reversals with little to no increase in the total delay cost,

especially for the high-demand scenario. (Recall that we are incorporating only one fairness

metric at a time in the objective.) However, incorporating time-order deviation does not

decrease the average number of reversals as much as explicitly incorporating reversals. For

larger λTOD, the optimal solution does not change, and no further reductions in reversals

are apparent. Overall, the takeaway is that a) incorporating reversals in the objective leads

to a decrease in reversals at the expense of total delay cost and b) somewhat surprisingly,

incorporating time-order deviation also leads to a reduction in reversals, with the expected

trade-off between fairness and efficiency (i.e., total delay cost).

Figure 3.4 is similar to Figure 3.3 but displays average overtaking instead of average

reversals on the y-axis. As before, we have two baselines in black and curves generated

by incorporating one fairness metric at a time with different λ values. Since reversals and

overtaking are closely related, it comes as no surprise that the efficiency-fairness trade-offs

of both are similar. For very large λrev or λover, it is possible to reduce overtaking to near

zero, albeit at a great expense to the total delay cost. Incorporating time-order deviation

decreases overtaking, just as it did for reversals.

Figure 3.5 shows the average time-order deviation (in minutes) on the y-axis. We first con-

sider how incorporating time-order deviation in the objective affects the average time-order

deviation per flight. As λTOD increases (represented by the green and dashed brown curves),

the average time-order deviation decreases, and the average total delay cost increases. The

decreases in time-order deviation are modest but more pronounced in the high-demand sce-

nario, for which the tradeoff between the average time-order deviation and the average total

delay cost is linear. At λTOD = 2, the average time-order deviation decreases by 4.5%, and

the total delay cost increases by 3%. The increase in total delay cost happens despite a

reduction in total delay (from 208 min in the baseline to 201 min)––this is because the air-

borne delay (which is 3x more costly than ground delay) increases. Notably, incorporating

reversals or overtaking leads to an increase in time-order deviation. This is in contrast to
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Figure 3.4: Overtaking vs. Total Delay Cost (TDC).

how incorporating time-order deviation led to a decrease in reversals or overtaking.

While penalizing reversals or overtaking can drive its value to near zero (as in Figures 3.3–

3.4), it is not possible to drive the average time-order deviation to zero, no matter how large

λTOD gets. This is inherently due to the way time-order deviation is defined (3.9). Given a

delay allocation, time-order deviation can be reduced by reallocating delay from Flight A to

Flight B, where Flight A is a flight with delay greater than its maximum expected delay and

Flight B is a flight with less delay than its maximum expected delay. If all flights are like

Flight A and have delay assigned greater than or equal to their maximum expected delay,

there are no flights (like Flight B) to reallocate delay to. Instead, time-order deviation can

only be decreased by also decreasing total delay. Thus, when all flights have delay assigned

that is greater than or equal to their maximum expected delay and the total delay has

been minimized, then the time-order deviation is also minimized. This is the case with the

high-demand scenario. No flight was assigned delay less than its maximum expected delay,

and minimizing total delay rather than total delay cost leads to an optimal solution with
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Figure 3.5: Time-Order Deviation vs. Total Delay Cost (TDC).

the same 201 min of total delay seen with λTOD = 2. Incorporating reversals or overtaking

results in a 17% increase in average time-order deviation in the low-demand scenario and a

13% increase in the high-demand scenario. In contrast, incorporating time-order deviation

can slightly decrease reversals or overtaking.

While the improvement in the average time-order deviation when penalizing time-order

deviation may appear modest, there is another benefit. Since the cost coefficient for time-

order deviation is a super-linear function, evenly distributed time-order deviation is preferred

over lopsided distributions. As such, incorporating time-order deviation also reduces the

standard deviation of time-order deviation across flights. As λTOD increases, the standard

deviation decreases; λTOD = 2 results in a 27% decrease in the standard deviation of time-

order deviation relative to the baseline. Further, incorporating time-order deviation bounds

the loss in efficiency while remaining robust to the choice of λTOD.
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3.5.3 Operator Fairness Alignment

We expect that operators will often have different λ weights of fairness and different notions

of fairness. For example, an operator conducting deliveries where the order of operations is

very important may care about reversals much more than time-order deviation. The effect of

a reversal may propagate downstream to the operators’ later operations. On the other hand,

an operator passing through multiple constrained resources may care more about time-order

deviation (additional delay beyond expected delay) than reversals. We consider a case with

two operators where one operator’s notion of fairness associated penalty factor is fixed and

the other operator’s notion of fairness and penalty factor are variable.

The previous section described results when all operators have aligned notions of fairness

and the same λ weight of fairness. We refer to this scenario as a perfect alignment of

fairness. However, operators can have different efficiency-fairness trade-off preferences, as

reflected by the λ value or different notions of fairness itself (e.g. reversals or time-ordered-

deviation). Whenever two operators have the same notion of fairness, they are said to

be aligned. Whenever two operators have different notions of fairness (e.g., one prefers to

minimize reversals while the other prefers to minimize TOD), they are said to be misaligned.

In this experiment, Operator 2 has a constant λ weight of fairness for time-order deviation

(λ2
TOD = 3). On the other hand, Operator 1’s notion of fairness and λ weight vary, as shown

in Figure 3.6. Three subplots show the change in total delay cost, number of reversals, and

time-order deviation for each operator relative to a perfect alignment of λ1
TOD = λ2

TOD = 3.

In this section, we refer to increases/decreases relative to perfect alignment as “increases” and

“decreases”, respectively. Starting with the top subplot, we observe that efficiency decreases

in two cases: in the misaligned region with the operators having different notions of fairness

and in the aligned region with λ1
TOD much higher than λ2

TOD. In the misaligned region, for

λ1
rev ≤ 5 the decrease in total delay cost from prioritizing time-order deviation for Operator 2

is overridden by the worsening of total delay cost due to minimizing reversals for Operator 1.
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Figure 3.6: Operator efficiency and fairness with varying λ1
TOD or λ1

rev, with fixed λ2
TOD = 3.

Operator 1 and 2 are misaligned when operator 1 prioritizes reversals, aligned when operator
1 prioritizes time-order deviation, and perfectly aligned when λ1

TOD = λ2
TOD = 3.

For λ1
rev > 5, total delay cost increases for both operators. In the region near λ1

rev = λ1
TOD =

0, delay cost increases for Operator 1 and decreases for Operator 2, but these mostly balance

each other out. In the aligned region where Operator 1 has a stronger fairness preference

than Operator 2, Operator 1’s decrease in total delay cost is outweighed by Operator 2’s

increase.
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As with efficiency, fairness decreases when one operator has a much stronger notion of

fairness than the other operator, in both the misaligned and aligned case. Looking at the

middle subplot of Figure 3.6, for all misaligned cases, Operator 1’s reversals naturally de-

crease since they are the only operator minimizing reversals, and Operator 2’s reversals

increase. For λ1
rev ≥ 10, the increase in Operator 2’s reversals outweighs Operator 1’s de-

crease leading to an overall increase in number of reversals, but for smaller λ1
rev the total

number of reversals decreases. The increase in Operator 1’s (and the system) number of

reversals peaks around λ1 = 0. This is because Operator 1 has weak fairness preferences for

either reversals or time-order deviation, and minimizing either could reduce the number of

reversals. Moving onto the bottom subplot of Figure 3.6, in the misaligned region, Oper-

ator 1’s preference of minimizing reversals increases time-order for both operators. In the

aligned region, Operator 1’s time-order deviation increases if its fairness weight is lower than

Operator 2’s but decreases if its fairness weight is higher.

3.5.4 Operator Market Share

Up to this point, we have assumed equal market share between operators. There is concern

that operators’ market share may lead to unfair delay allocations. Smaller operators may

be effectively crowded out by larger operators. As an initial step, we evaluate the effect of

market share on system and per-operator efficiency and fairness in a case with two operators.

We keep the total number of flights constant and randomly select the appropriate number

of flights to switch operators. We test several market share splits in a two-operator scenario.

To test the effect of market share on fairness, we fix the fairness parameters in a two-

operator setting. In this scenario, both operators care about time-order deviation, but

Operator 1 has a weaker preference for fairness than Operator 2 (λ1
TOD = 0.5 and λ2

TOD = 1).

We then vary the market share of Operator 1 from 0.2 to 0.8 in increments of 0.1, as seen

on the x-axis of Figure 3.7. We switch the designated operator of an appropriate number

of random operations to create a scenario with any given market share split. We run 50
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Figure 3.7: Effect of market share on Time-Order Deviation, with fixed λ1
TOD = 0.5, λ2

TOD =
1.0.

experiments for each market share split, with each experiment having the same number of

flights per operator but different flights belonging to each operator. The y-axis of Figure 3.7

shows the change in average time-order deviation relative to average time-order deviation

with equal market share on the y-axis. Fairness improves for both operators when the

operator with a weak fairness preference (Operator 1) has a higher market share, and the

operator with a strong fairness preference (Operator 2) has a low market share. In contrast,

the fairness of Operator 1 deteriorates if its market share is reduced.

One way to rationalize this is as follows. If an operator has a very high λ (e.g., Operator

2) but a low market share, it will be relatively easy to accommodate their requests without

penalizing other operators. On the other hand, if the market share of this operator was

high, then the overall solution would preferentially satisfy the fairness requirements of this

operator and might have to impose excessive penalties (in terms of efficiency and fairness)

on others.
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3.5.5 Rolling Horizon

In this section, we discuss the results when using a rolling horizon of varying size for the

high-demand scenario (50 flights/hour). Figure 3.8 shows the total number of reversals vs.

the total delay cost for the case with no rolling horizon (“Deterministic”) as in the previous

sections. This means that all the demand is known in advance, such that all of the flights can

be optimized at once. We then consider cases with 15-minute and 5-minute rolling horizons.

This means we solve batches of flights based on their scheduled departure time. With a 15-

minute rolling horizon, we group flights that are scheduled to depart between [t, t+ 15) and

[t+ 15, t+ 30), and so on. For now, we do not consider pop-up flights, meaning we assume

that all flights have a file time before the start of their horizon. For example, if a flight wants

to depart at t+ 5, it shares its information before t, which is the start of the rolling horizon

containing its scheduled departure time. As before, we experimented by incorporating one

fairness metric at a time in the objective. We omit points for overtaking since its behavior

follows the trends of reversals. Note that fairness is only incorporated among the flights

that are planned in a given horizon. For example, when incorporating reversals for a given

horizon, we only consider schedule reversals between flights in that horizon. We also show

the result for solving the AAM traffic management problem such that one flight is scheduled

at a time in order of their scheduled departure time (“Myopic”). This allows for the shortest

file-ahead time for each flight, as each flight only needs to share its information immediately

before its scheduled departure.

We first look at the impact of the rolling horizon in the baseline case where no fairness

metric is incorporated. These points are shown with black shapes. Recall that in our

implementation of the rolling horizon, flights from the previous time step cannot be changed,

eliminating the ability to shuffle those flights with flights from the current time step. While

this lowers the number of reversals, it comes at the expense of total delay cost. Thus,

compared to the deterministic baseline, both of the rolling horizon baselines (15-minute and
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5-minute horizons, represented by a circle and triangle, respectively) have a lower number of

reversals and a higher total delay cost. Flights are planned for the 5-minute rolling horizon

with even less information than with the 15-minute rolling horizon; thus, it is not surprising

that the total delay cost for the 5-minute rolling horizon is greater than that of the 15-minute

rolling horizon. The myopic, on-demand case has, by far, the highest total delay cost, which

makes sense given that only one flight is solved at a time, negating much of the benefit of

optimization.

Figure 3.8: Reversals vs. Total Delay Cost (TDC), by the length of the rolling horizon.
“Myopic” is when flights are planned one by one according to the scheduled time of departure.

Note that solutions can have the same total delay cost but a different number of rever-

sals. This indicates that the order of flights can be altered without impacting the overall

delay. The deterministic case (blue line for reversals and light blue points for time-order

deviation) exhibits similar behavior as before. The points for the 15-minute rolling horizon

are generated by incorporating one fairness metric (either reversals or time-order deviation)

and varying its fairness penalty. We see that incorporating reversals (orange line) in a 15-

minute rolling horizon decreases reversals, but not as much as in the deterministic case.
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Figure 3.9: Time-Order Deviation vs. Total Delay Cost (TDC), by the length of the rolling
horizon.

However, incorporating time-order deviation (yellow points) generally increases the number

of reversals with a 15-minute horizon. This is in direct contrast to the deterministic case,

where incorporating time-order deviation led to a decrease in reversals. With the 5-minute

rolling horizon, incorporating reversals (green hexagon points) follows the expected behav-

ior: decreasing the number of reversals leads to increased total delay cost. Also, the number

of reversals plateaus after very little increase in total delay cost. This is likely since, with

a shorter horizon, there are fewer flights in each horizon and thus less leeway to adjust

schedules to untangle reversals. As with the 15-minute horizon, incorporating time-order

deviation in the 5-minute horizon (green points) generally increases the number of reversals.

The myopic case again has the highest total delay cost but also has a much higher time-order

deviation than all other results.

Figure 3.9 is similar to Figure 3.8 but shows time-order deviation instead of reversals on

the y-axis. When comparing the baseline points (in black), time-order deviation increases

as the horizon size decreases. As seen before, incorporating reversals increases time-order
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deviation, and this trend is seen across all horizon sizes tested. On the other hand, incor-

porating time-order deviation decreases time-order deviation in the deterministic case (light

blue points in the bottom-left of Figure Figure 3.9) and has more mixed results with the

5-minute and 15-minute rolling horizons. An important consideration of the rolling horizon

implementation is the runtime, which we define as the computational time to optimize all

the traffic demand (flights). As the horizon size increases, more flights are included in each

time interval, adding additional variables to the TFMP formulation and leading to a longer

runtime. On the other hand, a larger horizon size means that fewer time horizons need to be

solved. For example, the simulation lasts 87 min, so with a horizon size of 45 min, just two

horizons are needed (and thus, two TFMP optimization problems are solved). In contrast,

with a horizon size of 5 min, 18 horizons are needed. In the deterministic setting, only one

TFMP problem needs to be solved.

Figure 3.10 shows how runtime varies for different horizon sizes when incorporating either

reversals or time-order deviation (TOD). The runtime for the deterministic setting (i.e., all

flights are known in advance) is also shown. This corresponds to solving all of the flights

at the same time. We generate the lines by varying horizon size. The blue line corresponds

to an objective with reversals, whereas the orange line corresponds to an objective with

time-order deviation. Thus, there are two “deterministic” points in black, one for each of

the fairness metrics. With time-order deviation, total runtime decreases as horizon size

increases. With reversals, runtime decreases as horizon size increases from 5 to 25 min but

increases thereafter. The TFMP formulation with reversals requires more variables than

the formulation with time-order deviation and, therefore, takes longer to solve for a larger

number of flights. For all scenarios tested, the total runtime is reasonable (at most about 5

min), considering that the simulation spans nearly 90 min.
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Figure 3.10: Runtimes for different rolling horizon sizes. λrev = λTOD = 1 for all horizon
sizes.

3.5.6 Pop-up Flights

In these sets of experiments, we relax the assumption that there are no pop-ups. We define

the proportion of all flights that are pop-ups as the pop-up fraction, denoted by p. Given

p, we randomly select the appropriate number of flights to be pop-ups. For bookkeeping

purposes, flights with departure times that are equal to the start of a horizon are eligible

to be pop-ups, but their departure times are shifted to 1 s later. Each pop-up is randomly

assigned an integer file time rf with a discrete uniform distribution on the interval [hf .. df ],

Recall that hf is the start time of the horizon containing flight f , and df is the scheduled

departure time of f . Besides pop-up fraction, there are three other parameters we vary. We

have two options for handling pop-ups: Option 1 (inserting pop-ups) and Option 2 (delaying

pop-ups). We also vary the horizon length, with larger horizon lengths meaning that fewer

planning horizons—with several flights in them—are solved. Finally, we still have the choice

of which TFMP objective function to use. Since the selection of pop-up flights is random,

we can test scenarios with different sets of pop-up flights. However, when making direct
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comparisons between horizon lengths, pop-up options, or TFMP objective function, we use

the same random seed so that the same set of flights are pop-ups.

We now turn to the case when we have dynamic demand in the form of pop-up flights. We

experimented with several different pop-up fractions, horizon lengths, and TFMP objective

functions. Note that in the absence of pop-ups, it is most efficient for the horizon to be as

long as possible so that the TFMP has knowledge on as many flights as possible. However,

with a larger horizon, flights are forced to file their flight plans earlier to avoid being pop-ups.

The most basic intervention to pop-up flights is to effectively prohibit their existence

by telling operators that they must have an early enough file-time such that there are no

pop-ups. This is not always practical, as AAM operations are on-demand and may not be

able to have an early enough file time. Thus, we tested two approaches to handling pop-ups:

Option 1 (insert pop-ups) and Option 2 (delay pop-ups). We are interested in the trade-

offs between these different parameters. The following results are with the baseline TFMP

objective. As expected, we find that efficiency and fairness decrease as the pop-up fraction

increases. Figure 3.11 shows the average total delay cost per flight across the two pop-up

options, two horizon lengths (5 and 30 min) in scenarios with pop-up fractions 0.1 and 0.5.

Each bar represents an average of 100 runs. We start with a pop-up fraction of 0.1. We

see that Option 1 with a 30-minute horizon performed the best overall (it had the lowest

average total delay cost per flight). Option 2 with a 30-minute horizon performed poorly

because of the high delay assigned to pop-ups that need to wait until the next horizon. With

a 5-minute horizon, Option 1 and Option 2 performed similarly to each other, with Option 2

having a very slight edge. Figure 3.12 is arranged similarly to Figure 3.11 but shows average

reversals per flight rather than average total delay cost per flight. While inserting pop-ups

with a long horizon (Option 1 with a 30-minute horizon) had the best efficiency, delaying

pop-ups with a short horizon (Option 2 with a 5-minute horizon) had the fewest reversals

per flight.

Moving on to pop-up fraction 0.5, Option 1 with the 5-minute horizon had the lowest
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Figure 3.11: Average Total Delay Cost per Flight by Horizon Length and Pop-up Option.

total delay cost and average reversals. In contrast to with pop-up fraction 0.1 and a 5-minute

horizon, Option 2 had a higher delay cost than Option 1. In addition, Option 1 with the

30-minute horizon performed worse than with the 5-minute horizon. The best combination

was Option 1 with a 5-minute horizon. With more pop-ups, the TFMP horizon needs to be

smaller to reduce the number of non-pop-ups that are scheduled before (and thus block) each

pop-up. Consider a pop-up with a desired departure time of 9:02 and a horizon with a start

time hf of 9:00. With a 30-minute horizon, non-pop-ups scheduled to depart between 9:00

and 9:30 will be scheduled before the pop-up, but with a 5-minute horizon, only non-pop-ups

scheduled to depart between 9:00 and 9:05 will block the pop-up. There is a break in the

y-axis of Figure 3.11 and Figure 3.12 because Option 2 with a 30-minute horizon has such a

high delay. With pop-up fraction 0.1, we saw that Option 2 does not pair well with a long

horizon because of the delay that pop-ups are forced to incur before they are scheduled. This

trend is further highlighted with a pop-up fraction of 0.5.

We saw similar trends when the objective incorporated reversals, overtaking, or time-

order deviation. Thus, we do not show versions of Figure 3.11 and Figure 3.12 for these

objectives. Instead, Table 3.3 shows the effect of incorporating reversals on total delay cost

and reversals. Each row corresponds to a combination of pop-up fraction, horizon length,
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Figure 3.12: Average Reversals per Flight by Horizon Length and Pop-up Option.

and pop-up option. Note that the two combinations that were shown to be impractical

are not included (30-minute horizon with Option 2 for pop-up fraction 0.1; 5 or 30-minute

horizon with Option 2 for pop-up fraction 0.5). Table 3.4 is similar to Table 3.3 but shows

the effect of incorporating time-order deviation in the objective.

Parameters Penalizing Reversals

Horizon
Length (min)

Pop-up
Option

Pop-up
Fraction

% Change
Total Delay

Cost

% Change
Reversals

5 1: Insert 0.1 0.17 -26.8
5 2: Delay 0.1 4.54 -26.6
30 1: Insert 0.1 6.96 -11.8
5 1: Insert 0.5 0.12 -14.9
30 1: Insert 0.5 0.57 -2.34

Table 3.3: Change in total delay cost and reversals when incorporating reversals in the
TFMP.

The first takeaway is that even in the rolling horizon setting, incorporating reversals/time-

order deviation is effective in improving fairness. Next, we observe that fairness improves

by a larger relative amount with 0.1 pop-up fraction than with 0.5 pop-up fraction. All

else equal, from an efficiency and fairness perspective, the system benefits from having fewer

pop-ups. We also note that we get larger improvements in fairness with a 5-minute horizon
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rather than a 30-minute horizon. With a longer horizon, pop-ups are scheduled after more

non pop-ups (in Option 1 and Option 2), and forced to delay longer to wait for the next

horizon (in Option 2 only).

Parameters Penalizing Time-order
Deviation

Horizon
Length (min)

Pop-up
Option

Pop-up
Fraction

% Change
Total Delay

Cost

% Change
Time-order
Deviation

5 1: Insert 0.1 3.56 -7.18
5 2: Delay 0.1 4.09 -14.83
30 1: Insert 0.1 4.60 -1.71
5 1: Insert 0.5 3.36 -11.73
30 1: Insert 0.5 2.24 -5.56

Table 3.4: Change in total delay cost and TOD when incorporating TOD in the TFMP

3.6 Discussion

This chapter explored a centralized adaption of TFMP for AAM. One area of focus was the

balance between efficiency and fairness of the resultant solution. In particular, we focused on

the impact of aircraft operators’ preferences and market shares on fairness. We considered

three metrics of fairness: reversals, overtaking, and time-order deviation. We found that

improving any of these fairness metrics at little cost to efficiency (i.e., little increase in

total delay cost) is possible. We also found that while minimizing reversals/overtaking,

time-order deviation increases, but when minimizing time-order deviation, the number of

reversals/overtaking could also decrease.

In a two-operator setting, system efficiency and fairness are at their best when the two

operators have the same notion of fairness and value them similarly. Additionally, fairness

improves when the operator with a dominant market share has a weak preference for fairness.

When fairness preferences are misaligned (i.e., operators care about different fairness met-

rics), the larger operator’s weak preference for fairness allows the smaller operator to achieve
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some fairness (based on their choice of fairness metric). We considered a rolling horizon set-

ting with dynamic traffic demand and found that efficiency and time-order deviation worsen

at shorter horizons while the number of reversals is unaffected.

We also tested our formulations in a rolling horizon framework where not every flight files

their flight plan sufficiently in advance to be considered in the time horizon that contains

their scheduled departure time. We considered two options for handling pop-ups: inserting

them into the schedule and delaying them until the next horizon. We found that with a low

occurrence of pop-ups, either using longer horizons and inserting pop-ups or using shorter

horizons with either pop-up option is acceptable. However, with high occurrences of pop-

ups, it is best to use a short horizon and insert pop-ups. In reality, a hybrid approach could

be used, depending on the reason that a flight is a pop-up. If a flight is a pop-up due to

gaming behavior or negligence, delaying it to the next horizon may be more acceptable. In

contrast, inserting it into the current horizon may be preferred if a pop-up flight files late

due to changing mission requirements or propagation delay. In our experiments, we found

that it was beneficial to incorporate fairness into the rolling horizon framework.

3.6.1 Extensions

An area of future work is to include various uncertainties in the centralized model. This

work assumes deterministic capacities and that flights comply with assigned trajectories.

We also did not consider rerouting, which is common in commercial aviation and will likely

occur in AAM as well. Airborne flights could reroute around congested areas, or flights on

the ground could alter their route from the start to reduce the incurred delay. Approaches

like trajectory option sets (TOS) exist for commercial aviation wherein each flight submits

a set of unique trajectories along with acceptable delays, but such research for AAM is less

explored.

In addition, there have been proposals for AAM operators not to submit specific trajec-

tories but rather reserved volumes of airspace. There are several related research questions
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on how to manage airspace reservations, requirements, constraints on requests for airspace,

and fairness between different-sized operators. Finally, with the rolling horizon framework,

pop-ups are at a disadvantage because flights with longer file-ahead times are allocated re-

sources before them. In previous work, researchers have suggested that limiting the time in

advance that resources can be allocated/reserved would improve fairness between early-filers

and late-filers [81]. There is also the opportunity to consider how to mitigate gaming behav-

ior by AAM operators. For example, operators may submit fake trajectories that they never

intend to fly. The design of such a system and the evaluation of its efficiency and fairness

remain open challenges.
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Chapter 4

Decentralized AAM Traffic Management

Protocol

This chapter focuses on developing a decentralized traffic management protocol for AAM.

This is in direct contrast to the centralized TFMP approach covered in Chapter 3. We con-

sider a decentralized setting for a few reasons. Operators may be unwilling to share trajectory

information with a central agent. In addition, decentralized architectures are more scalable

than centralized ones. As before, space is discretized into sectors. We design a decentral-

ized protocol that a third-party service supplier could choose to deploy to distribute traffic

management among sectors. We assume that sector-to-sector communication is handled by

either service suppliers themselves or a communication service set up by service suppliers,

similar to traffic signals in ground transportation.

Note that the protocol can alternatively be adapted to utilize vehicle-to-vehicle commu-

nication rather than sector-to-sector communication. This would be suitable for airspace

where third-party suppliers have limited oversight. While we will return to this point in

Section 4.7, we assume sector-to-sector communication for now.

One way to frame the work in this chapter is that the centralized method in Chapter 3

adopted a traffic management system closely aligned with conventional air traffic manage-
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ment. In this chapter, we swing to the opposite end of the spectrum of centralization and

consider a minimal information-sharing congestion management protocol. There are par-

allels to surface transportation (i.e., personal vehicles driven by individuals). Cars benefit

from not needing to share information with a central agent and only need to “signal” intent

(i.e., share information) for a limited period of time. Yet, it is not quite a free-for-all, as

there are understood rules of the road (protocols) that must be adhered to, like traffic signals

and merging etiquette. This is preferable to a free-for-all approach without traffic signals or

road signs. Thus, we seek to develop an AAM traffic management protocol that mirrors the

decentralized nature of surface transportation.

4.1 Background

As advanced air mobility (AAM) applications become more widespread, the skies will become

more crowded. It is expected that the number of AAM operations will far exceed that of

conventional aviation operations [109]–[111]. The predicted demand for AAM services has

motivated large investments in drones and electric-powered Vertical Takeoff and Landing

(eVTOL) aircraft [112], [113]. While the focus of research and development efforts has been

on the vehicles themselves, there has been limited attention paid to the questions of how

these large numbers of vehicles will operate collectively and how the traffic will be managed.

Although AAM aircraft will operate a diverse range of missions, we expect that the desired

trajectories will strain limited airspace resources, leading to congestion. The consequence

will be delays, namely, flights not being able to fly their desired routes at the desired times.

Efficient traffic management should minimize such vehicle delays. We define a conflict as an

event where the number of vehicles that want to access a sector at a given time is greater than

its capacity. We aim to design a control algorithm that satisfies sector capacity constraints

in a decentralized manner.

Congestion and sector capacity constraints in AAM traffic management can be addressed
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with a centralized model like the TFMP in Chapter 3. In this paradigm, the schedules and

desired trajectories of all flights being planned are known in advance (as is the case with

commercial aviation), and an optimization problem is solved to obtain revised schedules

that ensure compliance with airport and sector capacities. This requires flights to submit

full trajectories well in advance. As discussed in Chapter 1, AAM operators may prefer to

share less information and not to a central agent. There are two distinguishing features of

AAM, compared to commercial aviation. The first is that demand is expected to be more

dynamic. Airlines typically file their flight schedule up to around a year in advance and

file their flight plans at least an hour before scheduled departure. In contrast, an AAM

operator, such as a delivery company like Amazon, may plan a flight with a lead time on the

order of minutes. Continuing this example, delivery operators may constantly re-plan flight

trajectories and destinations as new orders pop-up. To preserve flexibility, operators may

only be willing to share partial trajectories. Another reason for sharing partial trajectories is

to preserve competitive advantages, as sharing estimates of full trajectories (which includes

the destination for a trip) may reveal sensitive information (e.g., areas of high demand for

air taxi companies) that competitors can exploit.

The second distinguishing feature of AAM is the projected large scale of operations. Ur-

ban areas are projected to see a 200-fold increase in the number of flights due to UAS opera-

tions (autonomous drones for package delivery, sensor measurements, surveillance, tracking,

etc.) and a 30-fold increase from UAM operations (autonomous, semi-autonomous, or pi-

loted air taxis) [2], [3]. A fully centralized optimization approach may not scale sufficiently

to support the expected levels of demand. Therefore, a decentralized approach may be more

tractable. In addition, a more interpretable approach like a protocol that defines the “rules

of the road” may increase robustness to communication failures, as it would not depend on

a single entity performing a large-scale optimization.
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4.1.1 Objectives and Properties of Decentralized Protocol

We explore a decentralized congestion management protocol. In addition to being scalable,

we designed our protocol to preserve operator privacy by minimizing the amount of infor-

mation shared. We propose a protocol with a prioritization scheme that tries to meet the

following goals:

• Accommodate frequent re-planning: Many AAM applications are on-demand, so we

want to allow for frequent re-planning of flight trajectories and destinations.

• Limited information-sharing: We want to preserve operator privacy and flexibility.

Thus, we limit the amount of information shared and the number of parties that infor-

mation is shared with. First, operators should be allowed to share partial trajectories

to preserve flexibility and competitive advantages. Second, all vehicles should not be

required to share information with a single entity. We use the term “minimal informa-

tion sharing” to capture both ideas. Specifically, in each time step, operators only need

to share their current sector position and the next sector that they want to proceed to

in the next time step. In addition, operators do not need to broadcast their informa-

tion to a central agent; they only need to communicate with their current sector and

desired next sector.

• Interpretable: Our approach should be intuitive and interpretable to operators to in-

crease robustness against communication failures. This also increases operator accep-

tance of delays, which often have large economic consequences, as it is easily under-

standable that delays are assigned in a fair, systematic manner.

• Fairness and efficiency: We expect a large number of AAM operators competing to

provide different types of services, so it is important that they are treated fairly. While

there are many definitions for fairness, we use the standard deviation of delays as a

metric of fairness.
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While the above factors may suggest that the solution is to rely purely on tactical self-

separation between aircraft for safety, such an approach can lead to a significant loss in

efficiency and even gridlock when traffic density is high. When aircraft perform tactical self-

separation, further conflicts could arise. Therefore, we consider traffic management protocols

that preserve operator privacy while providing enough structure to mitigate efficiency loss.

This approach is similar to how congestion is managed on road networks, where vehicles

have freedom of route and destination but must comply with general regulations (e.g., posted

signs) and traffic lights.

We evaluate our protocol on two metrics: efficiency and fairness. Operators desire effi-

ciency, measured by low levels of system delays, to increase their commercial viability and

profitability. Fairness is also important to flights and operators, as operators expect equal

treatment, given the diversity in the types of operations (e.g., consistent use of one airspace

sector by a surveillance drone versus the use of multiple airspace sectors by a package de-

livery drone) as well as size of operators (e.g., large package delivery operators like Amazon

prime air versus a hobby photography flight). As discussed in Chapter 3, fairness can have

many definitions [49], [114], [115], and there is no consensus on a universal definition for air

traffic management. We measure flight-level fairness using the standard deviation of delays

across a group of flights. The lower the standard deviation of flight delays, the higher the

fairness for that group of flights. Operator-level fairness is more nuanced, so we propose

metrics for measuring unfairness in delay assignments across operators.

We design, analyze, and demonstrate through simulations, a congestion management

protocol for AAM with the following characteristics:

1. Avoiding gridlock: We use the current sector position and desired next sector posi-

tion of aircraft to create a directed graph. We identify “cycles”, which are closed loops

on the graph that represent groups of aircraft where either all of them can proceed

to their desired next sector, or none of them can. In Section 4.3.1, we show how to

identify and prioritize cycles to avoid gridlock, even with limited information sharing.
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2. Efficient sector deconfliction: When the number of incoming aircraft exceeds sector

capacity, a sector needs to be “deconflicted”, where the sector decides which aircraft

to prioritize and give permission to enter. We use the term “deconfliction" to refer to

such strategic deconfliction at least one time step in advance, as opposed to the tactical

self-separation of vehicles. There may be multiple sectors that need to be deconflicted.

Suboptimal ordering of sector deconfliction could result in conflicting control actions,

making the order in which sectors are deconflicted important. In Section 4.3.2, we use

a “backpressure” metric (which measures the length of the maximum incoming queue

of aircraft) to decide the order in which sectors should be deconflicted. This allows the

decentralized protocol to avoid assigning conflicting control actions.

3. Balancing efficiency, fairness, and operator privacy: We design a flexible pro-

tocol that can incorporate different prioritization schemes. We show that one of these

prioritization schemes (backpressure) results in a minimum delay solution for one time

step. We also promote operator privacy by minimizing the amount of information

sharing required.

4.1.2 Assumptions

We make several assumptions to highlight the intuition behind our approach. We start by

assuming perfect state information, full controllability, and no uncertainty. In particular, we

assume that vehicles share accurate information to the requisite entity. We also assume that

vehicles comply with the decisions of the protocol (remaining in a sector, or proceeding to

another). Thus, we do not account for weather disruptions or other sources of uncertainty,

like pilot non-compliance. With these assumptions, there is no need to model tactical conflict

resolution, as the unit sector capacities are not violated in the simulations. We do not

model vehicles violating separation requirements on the boundaries of sectors (e.g., two

vehicles close enough to each other to violate minimum separation requirements but in

separate sectors and not violating sector capacity constraints). Note that the use of the term
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“sector” here is distinct from larger, traditional air traffic control sectors. If we considered

uncertainties that may make vehicles not comply with the protocol (either inadvertently

or purposefully), sector capacity violations could occur. This would necessitate tactical

deconfliction. Since our protocol only considers one time step at a time, system efficiency

may not be as susceptible to uncertainties as other methods with longer planning horizons.

We consider a setting where there are no reroutes, and the only congestion management

action that can be taken is when to allow a vehicle to enter a sector. Once a vehicle is in

a sector, it cannot be forced to leave the sector. We consider a discrete-time setting, where

each vehicle can only occupy one sector at any time. In particular, we assume that every

vehicle either intends to a) stay in its current sector or b) move to an adjacent sector. In

practice, this means that the time discretization is small enough to capture the resource

utilization of the vehicles.

We also make simplifying assumptions regarding the sector geometry and capacity. First,

we set the capacity of each sector to one. This can be realized in practice by defining a

sector as a sufficiently small volume of airspace. Second, in this chapter, we display sectors

organized in a grid-like pattern. This is purely for ease of visualization and to build intuition

about the flavor of our algorithm. Generally, the sector shapes may be arbitrary, and our

protocol only relies on knowledge of the adjacent sectors to any given sector. There are no

constraints on the shape of sectors and the number of adjacent sectors.

4.2 Setup

We discretize space into a set of sectors S = {s1, s2, . . . , sN}, represented by a rectangular

grid. Recall that the use of the term “sector” here is distinct from larger, traditional air

traffic control sectors. Each sector has a capacity of 1. We restrict capacity to 1 to avoid

the need for tactical deconfliction within a sector. We also discretize time into time steps.

In each time step, flights can move to any adjacent sector. In our examples, each sector
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has up to four adjacent sectors, but there is no limit on the number of adjacent sectors.

Alternatively, flights may stay in their current sector in the next time step. A flight cannot

be forced to leave a sector. At each time step, the protocol decides whether or not to allow

a flight into a sector. We assume that vehicles comply with the protocol, meaning they will

follow instructions on remaining in a sector or proceeding to another sector. We assume

that vehicles move at the same speed of 1 sector in a time step. A vehicle can only occupy

one sector at any time. Figure 4.1 illustrates an example of a grid of sectors. We use the

following notation in this chapter:

T = Set of time periods {1, . . . , t, . . . , T}

S = Set of sectors {1, . . . , Nsectors}

V = Set of aircraft {1, . . . , Naircraft}

Va = Set of active aircraft, i.e., ready to depart or currently airborne

C(s, t) = Capacity of sector s ∈ S at time t ∈ T . Sector capacity is set to 1.

orig(i) = Origin of aircraft i ∈ V

dest(i) = Destination of aircraft i ∈ V

d(i) = Scheduled departure time of aircraft i ∈ V

a(i) = Scheduled arrival time of aircraft i ∈ V

x(i, t) = Sector where aircraft i ∈ V is located at time t ∈ T

x̂(i, t) = Intended sector at time t+ 1 for aircraft i ∈ V based on information at t

x(t) = Current sector locations for all aircraft i ∈ V at time t

x̂(t) = Intended sectors for all aircraft i at time t+ 1 based on information at t

G = aircraft that can proceed to their next sector

H = aircraft that must hold in their current sector

del(i) = Total delay assigned to aircraft i

del(i, t) = Binary variable representing the delay assigned to aircraft i in time step t

Figure 4.1 presents an example layout of vehicles at a time step. Each grid cell is a
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sector with a capacity of 1. Each arrow represents an aircraft: the tails represent their

current sector x(i, t) and their heads represent their desired next sector x̂(i, t). Given the

unit sector capacity constraint, if more than one aircraft wants to enter the same sector,

the protocol must perform deconfliction—that is, to decide which aircraft to prioritize, or

allow to proceed in the direction of the arrow. If an aircraft i is not allowed to proceed to

x̂(i, t), it must remain in x(i, t) in time-step t+1. This means that del(i, t) = 1. In practice,

aircraft i could absorb this delay on the ground (if it has not departed yet) or while airborne

(through a speed change, path stretch, or hovering maneuver). By contrast, a vehicle with

del(i, t) = 0 is assigned no delay and can proceed to its next intended sector x̂(i, t).

Figure 4.1: A simple example of the system state at time t, showing the current and intended
sectors of all vehicles, with an example of a cycle in green.

We make a few observations about this problem setup.

1. If there is a sector into which only one vehicle wants to enter, then the optimal—and

trivial—solution would be to set del(i, t) = 0 for that vehicle. Case (a) in Figure 4.1

shows an example of this.
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2. When we connect the arrows formed by flight trajectories, we may see a closed loop, or

cycle. Formally, in a cycle with two aircraft i and j, x(i, t) = x̂(j, t) and x̂(i, t) = x(j, t).

In a cycle with more than two aircraft, for every aircraft i, there exists an aircraft j

where x(i, t) = x̂(j, t) and an aircraft k where x̂(i, t) = x(k, t). An example of a cycle

is shown in Case (b)—the flights in green form a closed loop. This means that either

all of them are allowed to move or none of them can. Furthermore, there is no feasible

way in which any additional vehicle attempting to access the sectors occupied by the

cycle can be allowed to do so while the cycle exists because of capacity constraints.

For example, the vehicles marked in blue that are incident on the green cycle cannot

proceed while the green cycle exists. We address this in the protocol by identifying

and prioritizing cycles even with limited information sharing.

3. We need to be careful about the order in which we deconflict sectors. For instance, in

Case (c), there are two sectors to deconflict: orange and grey. If we deconflict the grey

sector first and allow a flight to enter the grey sector, we necessarily have to push the

current occupant of the grey sector out. This means that when we go to deconflict the

orange sector, its decision will have already been made—it must accept the incoming

vehicle coming from the bottom rather than the vehicle from the right. However, it

would be better for the system if the orange sector accepted the vehicle from the right,

as it would unblock more flights. We address this in the protocol by defining the order

in which we deconflict sectors.

4.2.1 Information-sharing Constraints

In each time step, each flight i occupies a sector x(i, t), which we call its current sector. Each

flight i also has a desired next sector x̂(i, t) which it intends to occupy in the next time step.

As mentioned in Section 4.1.1, we want to develop a traffic management algorithm that is

fair, efficient, and allows for frequent re-planning and limited information sharing. We could

solve an optimization problem with x(t) and x̂(t) at every time instant t to determine which
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aircraft can proceed (i.e., determine del(i, t)). However, this requires that all aircraft share

their current location and intent with a central authority. This would not achieve our goal

of minimizing information sharing.

Thus, we restrict our information sharing as follows. We require that each aircraft i

conveys its intent to use sector x̂(i, t) to that sector. If x̂(i, t) = x(i, t), then the aircraft

is allowed to stay in that sector. We further allow each sector s to communicate two types

of information with all sectors r adjacent to s (there are up to four in a rectangular grid

structure). First, they communicate the unique identity of aircraft that want to access sector

s (itself). Examples of a unique identity include flight numbers or tail numbers. Crucially,

sector s only shares the identity of these aircraft, but not the position. This is necessary

for sectors to identify cycles in Section 4.3.1. Second, we allow sector s to signal a scalar

value indicative of upstream congestion (i.e., the length of built-up queue) to its neighboring

sectors r (used in Section 4.3.2). For example, sector s can convey to sector r that it has

a queue of length 7 which is blocked by the aircraft wanting to proceed from s into r, but

it does not reveal the location of these 7 aircraft. We assume that all sectors convey this

information truthfully. Sector r thus knows that if it allows the vehicle from sector s to

enter it, then an additional 7 vehicles in other sectors could proceed. We refer to this set of

communication rules between sectors as the information-sharing constraints.

4.3 Decentralized Protocol

While being cognizant of the three observations on Figure 4.1, we present the framework

for our congestion management protocol, which is run at every time step. We divide our

protocol into six steps, with references to the appropriate line numbers in Algorithm 1. Steps

1-3 are completed at the beginning of every time step, and Steps 4-6 are performed for each

sector with a conflict.

1. Initialization (Lines 1-3). We initialize two lists, a hold listH and a go list G. Vehicles
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in H will be forced to hold and stay in the same sector in the next time step, whereas

vehicles in G will be allowed to proceed to their desired next sector. We update the list

of active vehicles Va by removing vehicles that have arrived at their destination and

adding vehicles that are scheduled to take off.

2. Identify and prioritize cycles (Lines 4-7). From Case (b) in Figure 4.1, we know

that cycles need to be identified and prioritized as soon as they appear. Until a cycle

is cleared, it will block all sectors that it occupies. We identify vehicles in cycles (Vc)

and add them to G. To make way for vehicles in Vc, we add vehicles incident on cycles

to H and force them to hold (i.e., their next sector is set to their current sector).

3. Compute sector prioritization (Lines 8-9). Now that the cycles have been resolved

(for this time step at least), we need to decide the order in which to deconflict sectors.

Case (c) in Figure 4.1 shows an example of the dependencies between sectors. We

calculate the backpressure at each sector and will deconflict the sector with the highest

backpressure first. We will formalize the notion of backpressure, but it provides a

measure of the queue build-up incident on a sector.

4. Loop through sectors (Lines 10-12). Based on the order determined in step 3, we

complete steps 4-6 for each sector. For the highest priority sector yet to be managed, we

split the vehicles that want to use this sector in the next time step into two categories:

undecided vehicles (Vu) and decided vehicles (Vd). Vu contains vehicles that the sector

is undecided on whether to allow them to enter the sector, and Vd contains vehicles for

whom actions are decided (i.e., they are in either G or H).

5. Now, one of the two scenarios will occur:

a) Case of capacity exceeds demand (Lines 14-15). If the sector capacity is

sufficiently high to allow all inbound traffic, then we add Vu to G. Sector capacity

is one, so this only occurs when one vehicle wants to enter a sector.
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b) Case of demand exceeds capacity (Lines 16-20). If there is insufficient capac-

ity to allow all vehicles, then we use one of several prioritization schemes to pick

which vehicle gets to proceed. These prioritization schemes can be on a vehicle

level or operator level and are described in detail in Section 4.4. These vehicles

are removed from Vu and added to Vd and G. We keep prioritizing vehicles until

all capacity is used or there are no more vehicles in Vu.

6. Delay all unassigned vehicles (Lines 24-25). If capacity is fully used and there are

still vehicles in Vu, we add all Vu to H and force them to hold at their current sector.

Algorithm 1 Congestion-Management Protocol(x, x̂, Va, S, C)
1: H ← {}, G ← {}
2: Va ← Va \ (i ∈ V | x(i) = dest(i))
3: Va ← Va ∪ (i ∈ V | d(i) = t)
4: Vc ←FindCycles(x, x̂)
5: G ← G ∪ Vc
6: H ← H∪ (i ∈ V | ∃ g ∈ G | x̂(i, t) = x̂(g, t))
7: x̂(i, t) = x(i, t) ∀ i ∈ H
8: B ←CalculateBackpressure(x, x̂,Va,S)
9: Sort S in order of B

10: for s ∈ S do
11: Vu ← i ∈ V | x̂(i, t) = s and ∼ (i ∈ G or i ∈ H)
12: Vd ← i ∈ V | x̂(i, t) = s and (i ∈ G or i ∈ H)
13: if C(s, t+ 1) > |Vd| then
14: if |Vu| ≤ C(s, t+ 1)− |Vd| then
15: G ← G ∪ Vu
16: else
17: while C(s, t+ 1) > |Vd| do
18: p← Prioritizeaircraft(x, x̂,Vu)
19: G ← G ∪ p
20: Vu ← Vu \ p, Vd ← Vd ∪ p
21: end while
22: end if
23: end if
24: H ← H ∪ i ∈ Vu
25: x̂(i, t) = x(i, t) ∀ i ∈ H
26: end for
27: return x, x̂
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Two main components of this algorithm are the FindCycles and CalculateBack-

pressure functions, which we will describe next. A key requirement in designing these

functions is that they satisfy the information-sharing constraints.

4.3.1 Identifying Cycles

The goal is for sectors to share limited information and identify vehicles incoming into it that

are in cycles. We use an adapted Rocha-Thatte cycle detection distributed algorithm [116].

We have a finite directed graph G := (S, E) where the vertices are the set of sectors S and

the edges are defined with tail x(i, t) and head x̂(i, t), ∀i ∈ V . Under our assumptions, each

sector is only aware of incoming and outgoing vehicles. We use rounds of “bulk synchronous

message passing” to identify cycles. For each sector, we define three sets. The first is the

set that contains the current sectors of incoming vehicles Xs = {x(i, t) ∈ Sa | x̂(i, t) = s}.

Next, we define a sector’s in-neighbors as N−
s = {x(i, t), ∀i ∈ V−

s }. These are adjacent

sectors that want to hand off a vehicle to s. Similarly, we define a sector’s out-neighbors as

N+
s = {x̂(i, t), ∀v ∈ Va | x(i, t) = s}.

In each round, each sector s passes a message to its out-neighbors N+
s . That is, messages

are passed along the edges E, between sectors. In the first round, this message contains the

current sectors of incoming vehicles into s, Xs. In subsequent rounds, each sector appends

Xs to each message that they received in the previous round and passes it along. A sector

s knows that it is part of a cycle if it sees itself (sector s) in a received message. Consider

the example cycle shown in green in Figure 4.2. The vehicles are labeled V1–V4, and they

currently occupy sectors S1–S4, respectively. Sector S1 receives a message of “S3” in the first

round from sector S4. This is because a vehicle currently in S3 wants to enter S4. Note

that the content of the message is the sector of the incoming vehicle and not the vehicle

name to preserve vehicle privacy. S1 knows there is a vehicle going from S3 to S4, but it

does not know its ID. In the next round of message passing, S1 sends a message of “S4, S3”

to S2, since it appends the message it received in the first round (S3) to Xs (S4). In the
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third round of message passing, all sectors in the cycle receive a message that contains their

own sector ID. While the sectors now know the location of the cycles, they do not know

the ID of the vehicles that make up the cycle. Once the cycle has been identified, it can

now be prioritized. Sectors that contain flights in a cycle allow incoming flights to proceed.

We assume that communication between sectors happens nearly instantaneously, such that

cycles are identified and resolved in a few seconds. We do not consider technical limitations

on communication.

Figure 4.2: Message passing required to identify cycle with example.

Figure 4.3: Example of system state with cycle in green (with vehicle IDs labeled) and non-
cycle vehicles in other colors (with integers representing the backpressure).
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4.3.2 Computing Backpressure

After all cycles have been advanced, we use backpressure to determine the order in which

to deconflict the remaining sectors S. To motivate why this is necessary, consider what

would happen if sector d2 was deconflicted first, followed by e3 in Figure 4.3. Sector d2

may choose to allow the vehicle from d1 to enter. This would block vehicles in b2 and c2

and force the vehicles in d2 and e2 to proceed. Note that the need to force vehicles out of

currently occupied sectors would add additional communication overhead. If sector e3 were

to be deconflicted next, it would not get to choose between prioritizing vehicles in e2 and f3

because the vehicle in e2 must proceed to avoid gridlock from sector d2’s deconfliction. This

would lead to a suboptimal solution, as at most 3 non-cycle vehicles (occupying d1, d2, and

e2) would be allowed to proceed, compared to possibly 5 non-cycle vehicles (occupying f3,

g3, h3, h2, and i2). It would, in fact, be optimal to deconflict sector e3 first, followed by

sector d2. Computing backpressure will allow us to do that.

In road networks, backpressure for a traffic movement can be the number of vehicles in

a queue [72]. Queues with large build-ups are generally prioritized. We adopt similar logic

to determine the order in which sectors are deconflicted. The backpressure at each sector

is equal to the maximum number of aircraft that could proceed if the sector allowed an

aircraft to enter. To determine its backpressure, each sector needs to collect backpressure

values from its in-neighbors. As with cycle detection, each sector s passes a message to its

out-neighbors, N+
s . There are no rounds of messages, however. The message is a modified

backpressure metric equal to the maximum number of vehicles that could proceed as a direct

consequence of allowing v to proceed to out-neighbor r where x(i, t) = s and x̂(i, t) = r. For

example, in Figure 4.3, sector e2 sends a backpressure value of 4 to e3 because at most 4

vehicles could proceed if the vehicle at e2 is permitted to enter e3. Note that sectors that are

part of cycles do not pass backpressure messages. To compute backpressure, we start with

sectors with no in-neighbors but some out-neighbors (e.g., a1, b2, d1, and i2). They pass
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a backpressure value of 1 to out-neighbors. Once a sector has received backpressure values

from all of its in-neighbors, it sends the max(bq) + 1, ∀q ∈ N−
s to all sectors r ∈ N+

s . For

example, sector d2 sends a backpressure value of max(2, 1)+1 = 3 to sector e2. This process

continues until all sectors with in-neighbors have received a backpressure value. With this

heuristic, sector e3 would be deconflicted before d2, allowing the highest number of vehicles

to proceed. Note that with backpressure message passing, relaxing information sharing

constraints (e.g., allowing non-adjacent sectors to communicate) would not improve the one

time step efficiency. That is, sector e3 knowing the position of the vehicle in sector g3 would

not improve efficiency, as this vehicle contributes to the backpressure message of 5 received

from sector f3.

4.3.3 Chains of Flights

Another pertinent observation from Figure 4.3 is that we can string together the flight

trajectories to form chains of connected flights. For example, the flights occupying sectors

b2, c2, d2, and e2 form a chain of length 5 where the current sector of a flight is the

desired next sector of the flight behind it (except for the last vehicle in b2). The chain

has a length of 4, which is equivalent to the backpressure message sent by the vehicle in

e2. We formally define a chain as an ordered set L = {k1, k2, . . . , km}, kj ∈ V , where

x̂(k1, t) = s, x̂(kj, t) = x(kj−1, t) ∀ j ∈ {2, . . . ,m}. Chains will appear again in the next

section when we explore the efficiency of backpressure prioritization in Section 4.6.

4.4 Prioritization Schemes

When demand exceeds available capacity, the protocol decides which aircraft to allow to

proceed using a prioritization scheme (Step 5b of the protocol). Our protocol’s most flexible

and modular component is the PrioritizeVehicle function. The key characteristics of a

sector-prioritization protocol are deciding the number of queues (e.g., one for each adjacent
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sector or one for each operator), the prioritization scheme used within a queue (e.g., time

spent in a queue or current delay of a vehicle), and the logic for selecting a queue in case of

multi-queue architectures (e.g., round-robin or random). Figure 4.4 presents three candidate

queue network architectures. Thus, a PrioritizeVehicle function requires that we specify

the queue architecture (either (a), (b), or (c)), the queue selection logic, and the priority

scheme for each queue. We present six implementations of the PrioritizeVehicle function.

We start with two baseline prioritizations, followed by four custom ones.

4.4.1 Baseline Prioritizations

We first present two intuitive baselines to benchmark more complex prioritization schemes.

Note that some of the schemes can be implemented differently depending on whether we are

focused on vehicle-level efficiency and fairness or operator-level efficiency and fairness.

Random prioritization: We create a merged priority queue and assign a random

priority score (αi in Figure 4.4(b)) to each of the vehicles.

Round-Robin prioritization: We use a sector-specific priority queue with first-come-

first-served prioritization (i.e., highest priority for the vehicle that has been in the queue

the longest). The queues are selected in a round-robin fashion, with one vehicle allowed per

queue per round. Round-robin prioritization can also be performed on an operator level,

whereby operator-specific priority queues are selected in a round-robin fashion, as shown in

Figure 4.4(c).

4.4.2 Fairness-Oriented Prioritizations

Backpressure prioritization: The backpressure metric is computed for each vehicle.

When considering system-level performance, we use a merged priority queue, with the pri-

ority score equal to the backpressure for each vehicle. Backpressure prioritization can also

be performed on an operator level. In that case, we use a merged operator-specific queue.

The queue corresponding to the operator with the highest total backpressure across all of
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Figure 4.4: Potential queue prioritization schemes for implementing the PrioritizeVehi-
cle function.

its vehicles is chosen. Intuitively, this prioritization aims to prioritize vehicles with a higher

potential to clear upstream congestion. We show that backpressure prioritization minimizes

the total system delays at that time step (i.e., minimizes
∑

i del(i, t)) among all possible

solutions at time t in Section 4.6.

Accrued delay prioritization: Accrued delay is the delay that each vehicle has ac-

cumulated up to that point [114]. It can include delays accumulated during the current

trip, as well as delays accumulated in previous trips operated by the same vehicle. Accrued

delay prioritization orders vehicles based on their accrued delay, in descending order. More

formally, this approach uses a merged priority queue, where the priority score for vehicle

i, αi = (Accrued delay)i. The goal is to minimize additional delay for vehicles that have

already been delayed. Accrued delay prioritization can be applied at the vehicle level as

described above or at the operator level. In this case, a merged operator-specific priority

queue architecture is employed, with the queue corresponding to the operator i with higher∑
j∈Vi

αj being prioritized.
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Reversals prioritization: In this approach, a fair solution is one in which the relative

ordering of arrivals at any resource is preserved according to the unimpeded schedule. Each

vehicle keeps track of how many times it has encountered a resource in which its relative

ordering was not preserved; this is called a reversal. For example, if vehicle A was originally

scheduled to arrive at a resource before vehicle B, but instead vehicle B arrives before A, we

count this as one reversal for A (and zero for B, since it benefited). To determine whether

a reversal occurred, vehicles must communicate the original time they intended to utilize a

sector. Recall that we assume that vehicles are truthful, including when they report values,

such as reversals, used for prioritization. Each vehicle keeps track of how many reversals it

has experienced so far along its trajectory, so reversals may not necessarily have occurred

at the current sector. Now, we set the priority score for vehicle i, αi = (reversals)i. For

flight-specific prioritization, we use a merged priority queue, and when implementing an

operator-specific algorithm, we use merged operator-specific priority queues.

Dominant resource fairness prioritization: Dominant Resource Fairness (DRF) is a

solution for fair resource allocation with several desirable properties, like information-sharing

incentives and strategy-proofness [115]. For each operator and at each sector, we compute

the resource share Ro(s, t) that has been allocated to Operator o at sector s up through time

t. When computing resource share, we account for resource allocation in the last Tb time

steps, with Tb = 10 assumed. If we define Uo(s, t) as the capacity allocated to operator o

in sector s at time t, resource share Ro(s, t) =
∑

i∈[t−Tb,t]
Uo(s,i)
C(s,i)

. The dominant share of an

operator is the largest proportion of a resource that it consumes among all of the resources

it uses (Do(t) = max(Ro(s, t) ∀s ∈ S). The dominant resource is the resource corresponding

to the dominant share. The assumption with DRF is that equalizing the dominant share

among operators is fair. Thus, with each resource allocation, DRF prioritizes the operator

with the lowest dominant share. For example, in a scenario where each sector has a capacity

of 1, suppose that after 3 min, a vehicle has spent 1 min in Sector A and 2 min in Sector

B. Its dominant share would be max(1/3, 2/3) = 2/3, and its dominant resource would be
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Sector B since it has used Sector B proportionally the most. In DRF prioritization, vehicles

with lower DRF are prioritized first since they have not “hogged” any one resource. We

consider DRF prioritization on an operator level (not on a vehicle level). We set the priority

score for operator o to be αo = 1/Do(t), and use a merged operator-specific priority queue.

4.5 Experimental Results

We evaluate our protocol using three traffic scenarios: a) random flight patterns, b) cross-

flows, and c) hub-based operations. We also discuss the impacts of intra-operator deconflic-

tion before the protocol is run. Finally, we present the impacts on efficiency and fairness of

flight-level prioritization and operator-level prioritization.

4.5.1 Scenario Descriptions

Random flight trajectories (Scenario A): We generate a random scenario with two

operators with 62 flights each departing across 50 time steps, indexed by t. The time

step size is set to 30 s. We define a 13×13 grid of square-shaped, 1 km × 1 km enroute

“high” sectors, and the same number of sectors at ground-level (“low” sectors) to represent

vertiports. Each low sector is assigned a random relative weight ∈ (0, 1). The sum of all

relative weights is equal to 1. The origin and destination of each vehicle are randomly

chosen based on the relative weights, simulating the fact that certain sectors will be more

popular origins/destinations than others. Each vehicle’s desired trajectory is assumed to be

the shortest path trajectory from its origin to its destination. Further, we assume that each

vehicle transitions from the low sector to the high sector immediately after departure and

from the high sector to the low sector upon arrival. We randomly sample the departure time

based on a bi-modal distribution with the highest peak at t = 40 and another peak at t = 20.

Based on the shortest path trajectory, we identify the sectors that each flight must cross.

We assume that 80% of the time, vehicles traverse each sector in one time step, while 20%
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of the time, they take two timesteps. Sector capacity remains one. When a vehicle takes

multiple timesteps to traverse a sector, it blocks other vehicles from entering the sector. A

visualization of the traffic pattern is shown in the left side of Figure 4.5(a). The ticks on the

figure’s edge denote the sector’s size.

Cross-flow flight trajectories (Scenario B): We generate a scenario with two cross-

ing flows. Operator 1 has 60 flights traveling in the east-west direction, whereas Operator

2 has 40 flights traveling north-south. Each operator has five possible origins and five pos-

sible destinations to achieve appropriately oriented flows. Assumptions on sector geometry,

departure time, and travel time remain the same as in Scenario A. This scenario helps eval-

uate the performance of our protocol in unbalanced, cross-flow traffic. A visualization of the

corresponding traffic pattern is shown on the left side of Figure 4.5(b).

Hub-based trajectories (Scenario C): We use a hub-based package delivery scenario

where four operators have warehouses on the outskirts of the city and make deliveries in

locations randomly distributed around the city [107]. The demand is generated using a

Poisson process. Operator 1 has hubs in the North and West with 66 flights, and Operator

2 has hubs in the South and East with 58 flights. A visualization of the traffic pattern is

shown on the left side of Figure 4.5(c).

In all three scenarios, each vehicle is required to transmit its current sector and its desired

next sector to its next sector. If queried, vehicles also share fairness metrics, like accrued

delay. We assume that each vehicle does not share other information, conforms to its route,

and complies with the protocol, holding or proceeding as dictated. Recall that there are six

prioritization schemes that we evaluate. Three of the six prioritizations (round robin, accrued

delay, reversals) can be applied on a flight-level or operator level; random and backpressure

are only applied on a flight level; and dominant-resource fairness (DRF) is only applied on

an operator level.

We conduct 100 trials for each prioritization scheme to account for the inherent random-

ness in the protocols. If all conflicting vehicles either a) belong to the same operator or

107



b) have the same priority according to the prioritization scheme (e.g., same accrued delay

value), then backpressure is used as the tie-breaker for prioritization. We default to back-

pressure when fairness considerations are equal since backpressure is expected to result in

the minimum delay. However, if the fairness metric and backpressure of conflicting vehicles

are the same, the sector randomly chooses to prioritize one of the vehicles. Such random tie-

breaking usually happens in early time steps and can have far-reaching and unpredictable

downstream impacts on fairness and efficiency. Thus, we conduct multiple trials for any

given prioritization scheme and report the average values in the figures.

4.5.2 Intra-operator Deconfliction

We assume that each operator has the full desired 4-D trajectory (three spatial dimensions

plus time) of its vehicles before the start of the simulation. An operator may choose to

deconflict its flights before the protocol (“intra-operator deconfliction”). We consider conflicts

where more than one vehicle wants to utilize the same sector at the same time (given our unit

sector capacity constraint). We only consider delay assignments and not re-routes. We use

the traffic flow management problem (TFMP) to model the intra-operator deconfliction. We

solve this model by assuming the same capacity constraints but without knowledge of other

operators’ flights. The objective minimizes the total delay cost for a given operator. The

original trajectory of these vehicles is still used to compute delay and fairness metrics. We do

this to aggregate the total impact on flights and evaluate the effectiveness of intra-operator

deconfliction.

With intra-operator deconfliction by Operator 1, there would be no conflicts (and no need

for the protocol) if there were no other operators. With the addition of Operator 2, there will

be conflicts, but fewer than there would have been without intra-operator deconfliction since

vehicles of Operator 1 will have fewer conflicts among their trajectories. Conflicts between

vehicles of Operator 1 may still occur with intra-operator deconfliction, due to delays result-

ing from inter-operator conflicts. That is, even though Operator 1 deconflicted its vehicles
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in advance, further delays will be required to deconflict with vehicles of other operators,

putting them in conflict with their own vehicles that they were initially deconflicted with.

We compared the results of each prioritization scheme with/without intra-operator de-

confliction. We present the results on random flight trajectories scenario (Scenario A) with

flight-level prioritization. We assume that both Operator 1 and Operator 2 independently

conduct intra-operator deconfliction (“with” case), or neither of them do (“without” case).

With intra-operator deconfliction, the operators added a total of 47 minutes of delay prior

to the start of the simulation. Table 4.1 shows the percentage change in a) total delay, b)

standard deviation of flight delay, and c) number of conflicts when applying intra-operator

deconfliction. In every prioritization mechanism tested, applying intra-operator deconfliction

reduced the number of conflicts by around 30%, but increased total delay and standard devi-

ation by 6-12%. This implies that the delay saved due to the reduced number of conflicts did

not make up for the initial 47 minutes of delay applied. Flight accrued delay is particularly

affected because intra-operator deconfliction increases accrued delay of some flights before

the simulation. Then, the accrued delay prioritization expedites these delayed flights at the

expense of others.

Table 4.1: Percentage change with intra-operator deconfliction relative to without intra-
operator deconfliction for Scenario A.

Prioritization Total Delay Std. Deviation Conflicts
Round Robin 8.8% 8.2% -29.8%
Accrued Delay 11.8% 7.8% -29.5%
Reversals 6.3% 10.5% -31.0%
DRF 6.1% 11.8% -27.7%
Backpressure 11.8% 12.8% -25.7%

It may be counter-intuitive that intra-operator deconfliction deteriorates the final solu-

tion. However, intra-operator deconfliction is inefficient in this case because the operator

does not have sufficient information about other operators to make informed decisions. These

simulations do not represent the approaches to strategic deconfliction proposed in the liter-

ature that include discovery and synchronization of intent information from other operators
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[20]. Instead, in these simulations operators do not have any incentive to share flight in-

formation to other operators because of competitive or privacy concerns. Thus, it is better

for operators to send their vehicles out at their originally scheduled times and rely on the

deconfliction protocol. In optimization problems, it may be better to solve a global problem

rather than several sub-problems. This is the case for these protocols as well.

4.5.3 Fairness and Efficiency of Flight-level Prioritizations

We first discuss the results of flight-level prioritization, shown in the second column of Figure

4.5. From this point on, we assume no intra-operator deconfliction, as we have shown how

it reduces system efficiency and fairness. We use mean standard deviation of flight delay

(henceforth referred to as “standard deviation”) as a metric for fairness, and mean total

system delay (“total delay”) as a metric for efficiency. (Recall that we show the mean because

we ran 100 trials for each prioritization scheme.) We show the results of five prioritization

schemes. Note that DRF is not shown in the center panels of Figure 4.5 because we only

consider DRF on an operator-level.

We first note that Scenario B has the most intersections of flight trajectories, followed by

Scenario C, then Scenario A. Because it has the highest number of conflicts, particularly in

the center, Scenario B with cross-flow trajectories has by far the highest delay and standard

deviation across all prioritizations, even though it has the fewest number of flights. Sce-

nario C with hub-based trajectories has the next highest total delay and standard deviation,

because it has more conflicts than Scenario A.

We now consider the best and worst performers in terms of fairness and efficiency. There

is a pattern consistent across all scenarios in terms of relative efficiency and fairness ordering

between the prioritization schemes. Prioritizing by accrued delay (red square) leads to the

lowest standard deviation across all scenarios. This makes sense given that this approach

can balance final delay values by holding flights with little accrued delay and prioritizing

flights with high accrued delay. Back-pressure (teal diamond) has the lowest total delay
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Figure 4.5: Efficiency and fairness of our flight-level and operator-level protocols for three
traffic scenarios.
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across all scenarios, and therefore highest efficiency, which is expected given its proven

properties in other settings. Prioritizing randomly is the least fair and least efficient outcome,

which matches our expectations. Round-robin prioritization leads to more fair and efficient

solutions than random prioritization, but still worse than the other four prioritizations.

Reversals prioritization (purple triangle) is in between backpressure and accrued delay in

terms of total delay and standard deviation. We hypothesize that there is a Pareto frontier

of different prioritizations that lie between the solutions of backpressure prioritization and

accrued delay prioritization, and reversals is one of them.

4.5.4 Fairness and Efficiency of Operator-level Prioritizations

We now consider the performance of operator-level prioritization, shown in the third column

of Figure 4.5. We show the results of six prioritization schemes. Note that random and

backpressure are shown for reference even though they are prioritized at the flight level. As

with flight-level prioritization, we evaluate efficiency with total delay, shown in green on

the right-hand side axis. The trends in total delay with operator-level fairness are similar

to those with flight-level fairness. Backpressure prioritization remains the most efficient,

whereas random and round-robin prioritizations are the least efficient. Reversals, DRF, and

accrued delay prioritizations have similar efficiency, with accrued delay having the highest

total delay.

We do not show the standard deviation of flight delays for evaluating operator-level

fairness, since prioritizations occur on an operator level. We instead show mean operator

delay and mean expected delay, which we use to present three possible notions of operator

fairness below:

1. Equal mean operator delay: The idea is to equalize µoper
o across operators o ∈ O.

2. Equal mean excess operator delay: The idea here is that equal mean delays for

operators might not capture that one operator might have an original schedule with
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significantly more inherent delays than the other. For example, in scenario (b), clearly

Operator 1 has more flights that cause congestion, even in the absence of Operator 2.

We define the mean expected delay as the average delay experienced by an operator

if it were the only user of the system. Denote by µexp
o the mean expected delay of

operator o. We define the mean excess delay as µexc
o = µoper

o − µexp
o . Excess delay is

philosophically similar to the concept of time-order deviation introduced in [48], but

for multiple flights and operators instead of multiple congested resources. Thus, one

notion of fairness could be equalizing the excess delay across operators.

3. Target excess delay ratio: We may want to link the excess operator delay ratio with

the expected operator delay ratio. Suppose µexp
1

µexp
2

> 1. For each protocol and scenario,

we can construct the relation between the excess delay ratio and expected delay ratio

as µexc
1

µexc
2

= α
µexp
1

µexp
2

. We can choose values of α to target. A value of α < 1 implies that

the protocol deemphasizes imbalances in the expected delays when assigning excess

delays. By contrast, α = 1 means that excess delays were assigned in proportion to the

expected delays, and α > 1 implies that the imbalances in the expected delays were

further exacerbated when assigning excess delays.

The fairness of prioritization schemes depends on the metric used. For example, with

backpressure prioritization with the cross-flow scenario shown in Figure 4.5(b), Operator 1

and 2 have nearly identical mean delays, satisfying operator fairness notion 1. On the other

hand, Operator 2 may feel that this is unfair given that Operator 1 has 50% more flights

and 63% more expected delay. Thus, Operator 2 may prefer fairness notions 2 or 3. Note

that in all scenarios, Operator 2 has lower mean expected delay than Operator 1 (and in

Scenarios B and C, fewer flights). Because DRF tries to equalize resource allocation between

operators, in all scenarios, Operator 2 receives the lowest delay with DRF.

Figure 4.6 shows the three notions of operator fairness across the six prioritizations and

the three scenarios. Backpressure generally has the most equal mean operator delay and

mean excess operator delay. The next best two prioritizations in terms of these two notions
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of operator fairness are accrued delay then reversals. DRF has disparate mean operator

and mean excess operator delays (particularly in Scenario B), but it has α values closest to

1. This indicates that DRF could be appealing in situations where excess delays should be

assigned in proportion to expected delays. Note that in Scenario C, DRF has α = 1.12 > 1,

indicating that the excess delay ratio exceeded the expected delay ratio.

Figure 4.6: Operator notions of fairness across prioritizations for Scenarios A-C. The notion
of operator fairness is indicated on top of each plot and on the y-axis label.
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An inherent trade-off exists between efficiency (total delay) and operator fairness. For

example, backpressure prioritization leads to the lowest delays but also low α values, which

may be unfair depending on the target. At the other extreme, DRF has α values close

to 1, but higher total delays. On both counts, accrued delay and reversals fall between

backpressure and DRF.

4.5.5 Overview of Results

To summarize, we consider three demand patterns: random origin-destination pairs, cross-

flow traffic, and hub-and-spoke operations. We evaluate our protocols with and without intra-

operator de-confliction, and measure the efficiency and fairness at both flight and operator

levels. Our main findings were:

1. Intra-operator deconfliction (i.e., an operator deconflicts its own flights from each other

before filing trajectory requests), results in lower system-wide efficiency and fairness.

In other words, it is preferable to allow the protocols to perform any necessary decon-

fliction by considering all operators.

2. Prioritizing flights based on the backpressure metric maximizes efficiency (i.e., mini-

mizes total delays).

3. Prioritizing flights based on the accrued delay metric maximizes one notion of system-

wide fairness (i.e., minimizes the standard deviation of flight delays).

4. Dominant resource fairness (DRF) prioritization achieves fairness as defined by a metric

that considers excess and expected operator delays. Furthermore, DRF results in lower

delay for the operator whose flights impose less externality (defined as the expected

delay when it is the sole operator) on the system.
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4.6 Efficiency of Backpressure Prioritization

We now show that the protocol with backpressure prioritization results in an optimal solution

for one time step with a sector capacity of one. A solution to the problem defines the control

decision for each aircraft i: either they can proceed to their desired next sector x̂(i, t), or they

must hold at their current sector x(i, t). By optimal, we mean that the protocol results in

a minimum delay solution for one time step: min
∑

i∈Va
del(i, t). Equivalently, the protocol

allows the maximum number of aircraft to proceed from x(i, t) to x̂(i, t).

We first consider aircraft that are in cycles. We define C = {Vc1 , Vc2 , . . . , Vcn} as the set

of cycles, where Vcm is the set of aircraft in cycle m. In a cycle with two aircraft i and j,

x(i, t) = x̂(j, t) and x̂(i, t) = x(j, t). In a cycle with more than two aircraft, for every aircraft

i, there exists an aircraft j where x(i, t) = x̂(j, t) and an aircraft k where x̂(i, t) = x(k, t).

With unit sector capacity, no two cycles will have overlapping aircraft; thus, we consider one

cycle at a time. Let Vc be the set of aircraft in one cycle that we are considering. First, we

show that all aircraft in Vc are in G (list of aircraft that can proceed to x̂), or all aircraft in

Vc are in H (list of aircraft that must hold in x).

Lemma 4.6.1. ∀(j, k) ∈ Vc , j ∈ G ⇐⇒ k ∈ G.

Proof : We show this using proof by contradiction. Assume j ∈ G, k ∈ H. Because

k ∈ H, then aircraft r ∈ Vc where x(k, t) = x̂(r, t) must be in H. Continue this by induction,

until we get to aircraft r′ ∈ Vc where x(r′, t) = x̂(j, t). This implies that j ∈ H, which is a

contradiction.

Lemma 4.6.2. In an optimal solution, aircraft in cycles should be prioritized (and all as-

signed to G) before aircraft that are not in any cycles are deconflicted.

Proof : Define a cycle Vc ⊂ Va. We denote an arbitrary set of procedures P : x(t), x̂(t) 7→

G,H which prioritizes cycles first, and an arbitrary set of procedures F : x(t), x̂(t) 7→
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G,H, where P ⊂ F . We consider two cases and show that in both cases for (GP ,HP ) =

P (x(t), x̂(t)) and (GF ,HF ) = F (x(t), x̂(t)), |GP | ≥ |GF |.

Case 1: There exists an aircraft i that is trying to utilize a sector currently occupied by

the cycle Vc ⊂ Va:

∃ i ∈ Va s.t. x̂(i, t) = x(j, t) = x̂(k, t) j, k ∈ Vc (4.1)

Using our protocol, Vc ⊂ GP , because the cycle is prioritized and all aircraft in cycles are

moved. i /∈ GP , because k was chosen to proceed. Using the arbitrary procedure, if j ∈ G,

then Vc ⊂ G by Proposition 1.1; if j /∈ G, then Vc /∈ G and i /∈ G because j ∈ H. Thus

|GP | ≥ |GF |. Regardless of the decision on Vc, aircraft i cannot proceed. Thus, to minimize

delay, Vc is assigned to G.

Case 2: In the second case, no aircraft are trying to enter a sector occupied by the

aircraft in Vc. P will always have Vc ⊂ G. By Proposition 1.1, if F chooses j ∈ G, then

Vc ⊂ G; else if F chooses j /∈ G, then Vc /∈ G, due to the unit sector capacity constraint.

Thus, |GP | ≥ |GF |.

To prove that backpressure prioritization is optimal, the rest of the proof proceeds as

follows: we demonstrate a mapping of aircraft (not in cycles) to trees, show that the longest

path in a tree is the optimal solution to a conflict, and show that backpressure prioritization

finds the longest tree. These statements combine to show that backpressure prioritization

finds the optimal path.

Once cycles have been prioritized, any configuration of aircraft in Va/Vc with x(i, t) and

x̂(i, t) can be mapped into a forest (a disjoint collection of trees). Each tree in the forest is

an independent subproblem.

Construction: We map sectors to nodes of trees and aircraft to branches of trees. For

every aircraft i, we create an edge from child node x(i, t) to parent node x̂(i, t), creating

nodes x(i, t) or x̂(i, t) if they do not exist. Because all aircraft in Vc have been prioritized

and moved, there are no cycles in the graph. Every node will have at most one parent because
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the capacity of one constraint means there is at most one flight occupying each sector (there

exists only one aircraft i s.t. x(i, t) = s for some child node s, which means there exists only

one x̂(i, t) that is a parent of the child). The root node of the tree represents a sector that

has incoming aircraft but no outgoing aircraft.

Independence: Sector nodes q and r are only connected if there exists an aircraft i with

x(i, t) = q and x̂(i, t) = r. This means that there are often disjoint collections of trees

representing independent conflicts, where x and x̂ of each tree do not overlap with x and

x̂ of all other trees. Since, by definition, there are no overlapping nodes or edges between

trees, a solution to a subproblem will not impact another subproblem.

Consider a single subproblem. Define the collection of aircraft in a subproblem as Vs.

Then:

Definition 4.6.3. A solution S to a subproblem centered on the contested sector s (i.e., the

root of the tree) is an assignment of all aircraft i ∈ Vs to G or H. The chain (an ordered

set) L = {k1, k2, . . . , km}, kj ∈ V , where x̂(k1, t) = s, x̂(kj, t) = x(kj−1, t) ∀ j ∈ {2, . . . ,m},

is assigned to G such that L ∈ G. All other flights are assigned to H: Vs/L ∈ H.

Lemma 4.6.4. Every solution to a subproblem matches to exactly one valid path in the tree

starting from the root.

Proof: We can construct this path by including all nodes connected to the edges created

by aircraft in L: a path h =
⋃

ki∈L{x(ki, t), x̂(ki, t)}. By the capacity 1 constraint, every

aircraft ki maps to exactly one node s = x(ki, t), so this definition of constructing paths

implies that every solution maps to one valid path, and vice-versa.

Next, we prove that every valid solution to a subproblem has a corresponding path in the

tree starting from the root. We will show 1) valid solutions to a subproblem are continuous

paths in the tree, and 2) these paths must start at the root, excluding the empty path.

1. Valid solutions to a subproblem are continuous paths in the tree. We use proof by

contradiction. Assume there is a valid solution S with a corresponding L that maps
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to a noncontinuous path in the tree: for some ki, ki+1 there is no edge connecting

the nodes in the tree x(ki, t), x(ki+1, t). This implies that x(ki, t) ̸= x̂(ki+1, t), which

contradicts the definition of a solution above.

2. Assume there exists a nonempty path h that doesn’t start at the root node s. This

implies that the children node of the root are not in G : ∀ki s.t. x̂(ki, t) = s, ki /∈ G.

Because of this, all nodes x(ki, t) /∈ h. This implies that the grandchildren cannot be

in G; for a given grandchild kj, x̂(kj, t) = x(ki, t) /∈ h. By induction, all nodes in the

subproblem are excluded from h, which leaves the empty path and is a contradiction.

Lemma 4.6.5. A longest valid path in a tree maps to an optimal solution in one time step.

By the construction of the tree given in Proposition 1.5, each edge represents an air-

craft. The optimal solution moves the maximum number of flights, which corresponds to the

maximum edges traversed on the tree. Thus, the longest path maps to the optimal solution.

Lemma 4.6.6. With backpressure prioritization, the protocol results in a solution that maps

to the longest valid path in a tree.

Proof: We show this by constructing labels for the tree that correspond to backpressure

metrics in the grid environment, defining the backpressure prioritization method, and then

using proof by contradiction to demonstrate that the backpressure method finds the longest

valid path.

We define the set N of all non-root sector nodes as N = x(i, t) ∀i ∈ Vs. We first add

labels y(j) ∀j ∈ N to every node in the tree, as follows:

1. We define the set M of leaf nodes, M = {x(l, t) ∀l ∈ Vs | x(l, t) ̸= x̂(i, t) ∀i ∈ Vs}. All

leaf nodes l ∈M receive a label y(l) = 0.

2. For all other non-root nodes j ∈ N \M , we label them y(j) = maxx(j,t)=x̂(i,t) y(i)+ 1—

that is, we label them with the highest child label plus 1.
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3. We label the root node s with y(s) = maxs=x̂(i,t) y(i) + 1. This edge case is added

because the root node doesn’t have a corresponding aircraft located in it, i.e. ∄ i ∈

Vs | x(i, t) = s.

The longest path follows the highest label: the longest path away from the root from

any node x(i, t) is strictly upper bound by y(i). Let us define two paths h∗ and h, where h∗

is the longest path, and h takes the same partial path hs,i from root node s to node i, but

splits into a different edge at node i. Respectively, h∗ and h lead to nodes j∗ and j, where

y(j∗) ≥ y(j). First, |h∗| = |hs,i|+y(j∗), because by definition at every node i there is a child

node j∗such that y(i) = y(j∗)+1. Then, |h∗| = |hs,i|+y(j∗) ≥ |hs,i|+y(j) ≥ |h|. Following

the path of the highest label corresponds to the definition of the backpressure prioritization

method in Section 4.4

Theorem 4.6.7. The congestion management protocol with backpressure prioritization re-

sults in an optimal (minimum delay) solution in one time step.

Proof: The protocol identifies and prioritizes aircraft in cycles first; then, it finds a

solution that maps to the longest valid path in a tree. Taken together, Lemma 1.2 and 1.7

imply that the protocol with backpressure prioritization results in an optimal (minimum

delay) solution in one time step.

We provide the following visual example. The left-hand side of Figure 4.7 shows an

example layout of flights for the protocol after cycles have been identified and prioritized.

Sector S1 is the root of the tree, and aircraft A is currently in S2 and wants to proceed to S1.

In both the layout and tree, we color the aircraft that the protocol would allow to proceed in

green. Starting at S1, Aircraft A comes from the sector with the highest backpressure, so it

is chosen. At the next decision point, Aircraft C is chosen over Aircraft L, as it comes from

a sector with higher backpressure. Note that the branch represented by Aircraft C leads

to a deeper leaf (S13) than the Aircraft L branch (S9). After all of the sectors have been

deconflicted, the aircraft in G are {A, B, C, D}.
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Figure 4.7: Abstraction of a set of aircraft in conflict from the protocol (left) into a tree
structure (right)

We have shown that the protocol maps a layout to trees, and within each tree, a path

from the root to a leaf with maximum depth is found. Branches (aircraft) in the path are

allowed to proceed, while others are forced to hold. By doing so, we also maximize the

number of aircraft that are allowed to proceed. Naturally, this problem could be formulated

as a one time step optimization with the objective of minimizing delay. We confirmed

that our protocol with backpressure prioritization leads to the same optimal delay value by

comparing it with an optimization formulation in simulation. However, there are several

trade-offs between the protocol and a one time step optimization: the protocol has more

communication overhead but is more decentralized, which enhances privacy.

4.7 Discussion

We explored the concept of reduced information sharing and fair congestion management

algorithms for efficient advanced air mobility operations. Such algorithms are critical to the

development of a traffic management infrastructure that can support dynamic, low lead-time

operations such as drone deliveries and urban air mobility. Our key contribution lies in de-

veloping reduced-information decentralized protocols that avoid gridlocks, a frequent pitfall

of approaches that do not rely on centralized coordination. Our protocol is also flexible and
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supports a wide variety of user-specified priorities to help achieve the desired balance be-

tween efficiency and fairness at an operator- or system-wide level. We also tested our protocol

on three simulated demand scenarios, with several assumptions on vehicle truthfulness and

compliance. We also studied other prioritization schemes in simulation and showed that our

protocol balances efficiency and fairness, depending on the choice of prioritization scheme.

Our work explores the interplay between information exchange, efficiency, and fairness in

traffic coordination. In this regard, our analysis is also of relevance to the problem of coor-

dination and control of road traffic, especially with the increasing deployment of connected

autonomous vehicles. We also developed cost-aware traffic management protocol based on

the second-price auction [106]. In this work, instead of just using pre-calculated metrics like

backpressure or accrued delay, we allow individual vehicles to provide bid values for their

movement (this allows for informed prioritization between flights).

4.7.1 Extensions

This chapter assumed sector-to-sector communications, but the protocol can be adapted

for vehicle-to-vehicle (V2V) communication. We go through the information sharing of the

protocol in order and discuss how to adapt it for (V2V) communication:

• Sharing of intent: We previously assumed that vehicles alerted a sector s if it wanted

to utilize it in the next timestep. Instead of alerting sector s, vehicles could instead

alert flights within a certain range of their intent. This way, conflicts can be identified.

• Cycles: It is crucial to identify cycles and then allow flights in cycles to proceed to

avoid gridlock. Rather than have sectors perform rounds of message passing, vehicles

can pass messages to each other. This will require vehicles to know who wants to enter

their current sector and who currently occupies their intended next sector. The content

of the message remains the same: the current sector of vehicles j ∈ V that want to

access the current sector of vehicle i.
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• Backpressure: As with cycles, the content of backpressure messages remains the same,

but vehicles can communicate with each other rather than sectors. Namely, when a ve-

hicle receives two backpressure messages from two incoming vehicles (or in-neighbors),

it chooses the highest backpressure metric.

• Fairness: When deciding who gets to utilize a sector, vehicles must agree on a prioriti-

zation scheme. These prioritization schemes will require vehicles to share information

such as backpressure or schedule reversals (which depends on their original schedule).

Assumptions on truthfulness would need to be made, or some mechanism to prevent

gaming behavior would be needed.

Other future work could incorporate more sources of uncertainty, like weather disruptions

and vehicle non-compliance. Operators and flights can easily manipulate the protocols by

misreporting their current state or strategically filing for particular routes or at specific times

to minimize their overall delays. Identifying robust, strategy-proof, and incentive-compatible

congestion management protocols is therefore of practical interest. Another area of research

is providing operators with more control of, for example, the prioritization schemes used,

thereby increasing the acceptability of the protocol to operators. Our protocol focused on

deconflicting one time step at a time; it is worth considering extensions to handle multiple

time steps and partial trajectory information. Given the combinatorial set of outcomes when

considering multiple time steps, it will be difficult to guarantee efficiency over multiple time

steps. Finally, adding more realism by incorporating reroutes and simultaneously handling

both on-demand and scheduled aircraft operations will improve the practical application of

the proposed approaches.
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Chapter 5

Federated Airspace Traffic Management

We presented centralized and decentralized methods for AAM traffic management in Chap-

ters 3 and 4, respectively. So far, we have assumed that either centralized or decentralized

methods uniformly control an entire block of airspace. However, larger regions of airspace

may utilize a federated airspace configuration. In a federated setup, different third-party ser-

vice suppliers control adjacent regions of airspace. Moreover, adjacent regions may choose

different traffic management methods. This is particularly true across regulatory boundaries

(e.g., city limits) where different regulators may have different AAM traffic management

requirements. We assume that the third-party service supplier can choose centralized traffic

management or the decentralized protocol. In regions where operators are willing to share

information with a central agent for the sake of efficiency, centralized traffic management

can be used. On the other hand, a decentralized protocol can be used when operators are

reluctant to share information with a central agent and for more than one time step. This

chapter considers how to manage traffic in federated airspace configurations where different

service suppliers control different regions of airspace. Of particular interest are boundary

flights, which cross between adjacent regions. We show how adapting principles from the

protocol allows for seamless federated airspace traffic management.
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5.1 Background

Figure 5.1 shows representative examples of possible airspace configurations. The top left

configuration displays a reference configuration where the entire airspace is controlled by

centralized traffic management. The “O” indicates that the region is controlled by centralized

optimization. The other three configurations represent federated setups, with the dark black

lines indicating borders between adjacent regions. The top right configuration contains two

regions controlled by centralized traffic management. The bottom left configuration also

has two regions, but one is controlled by the decentralized protocol (indicated with “P”).

The bottom right configuration has three regions: a protocol region in the middle between

optimization regions on either side. Like before, we assume that all sectors have unit capacity.

We need to tackle several issues, including the different levels of information sharing in each

region and the coordination of flights transitioning from one region to another.

Figure 5.1: Example configurations of federated airspace with regions controlled with cen-
tralized or decentralized traffic management. “P” denotes a region controlled by the protocol,
while “O” denotes an optimization region.
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5.1.1 Information Sharing within Regions

In the federated airspace setting, we assume that information sharing within regions fol-

lows the methods outlined in Chapters 3 and 4. Recall the different information-sharing

considerations associated with our centralized or decentralized methods.

• When information is shared: With the TFMP, flights must share their trajectory

information before their scheduled departure time. To avoid being classified as a pop-

up, they must share their information before the TFMP is solved. This time varies

depending on the setup on how often the TFMP is solved. With the protocol, flights

share their desired next sector, which they want to access in t, at t− 1.

• How much information is shared: With the TFMP, we previously assumed in Chap-

ter 3 that flights shared their full trajectory information (including origin, en route

sectors, and destination). Here, we will relax this assumption and allow regions to

choose how much information is shared. We call this the n-step TFMP, which will be

covered in Section 5.1.2. With the protocol, one step of information is shared at a time

corresponding to the desired next sector at t+ 1.

• To whom information is shared: With the TFMP, flights must share their information

with the third-party service supplier managing the airspace. With the decentralized

protocol, vehicles communicate with their current sector and desired next sector. If the

vehicles handle the protocol themselves (i.e., without sector-to-sector communication),

then vehicles communicate with each other instead of with sectors.

5.1.2 n-Step TFMP

We key in on the second item listed above, namely, how much information is shared. In

Chapter 3, we assumed that flights shared their full trajectory information with the third-

party service supplier. However, operators may prefer to share less information, even in a
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centralized setting. Operators may not be uncertain about their full trajectory or may be

unwilling to share this information with others. The centralized formulation is amenable

to flights sharing partial trajectories. We call this the “n-step TFMP” since operators are

required to share n time steps of information. Going forward, we shorten “time steps” to

“steps” unless otherwise noted.

Figure 5.2: Diagram of “n-step TFMP” setup for a given time window between [t, t+n]. The
extent of the colored arrows indicates the time length of the required information from each
category of flight.

Recall that with a rolling time horizon implementation, we solve the TFMP at regular

time intervals. Here, we continue solving the TFMP at regular time intervals but drop the

requirement in Section 3.4.1 for flights to share their full trajectory information. Figure 5.2

shows an example of three types of flights in an n-step TFMP setup, where n = 8. We make

the following assumptions:

• We use a rolling horizon setup where the TFMP is solved every n steps. Thus, in

Figure 5.2, the rolling horizon is between [t, t+ n].

• Flights provide up to n steps of information. The arrows going to the right from each

flight indicate the required length of information sharing.

– If a flight is scheduled to arrive at its destination (example in green in Figure
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5.2) within the time window, it shares all of its remaining trajectory information.

This is less than n steps of information. The flight shares its trajectory in [t, t+2]

in this example.

– If a flight wishes to depart in the middle of the time window (example in blue in

Figure 5.2), it will share trajectory information between its scheduled departure

time and t + n. The flight shares its trajectory in [t + 4, t + 8] in this example.

This is less than n steps of information, but in the next time window, it will have

the opportunity to share up to n steps of information if it remains airborne.

– Airborne flights (example in orange in Figure 5.2) share n steps of information

by the horizon’s start. This is in contrast to flights departing or arriving within

the time window, which share less than n steps of information.

• Pop-up flights are still relevant. The blue departing flight would be a pop-up if it failed

to provide the required trajectory information by t. Likewise, airborne and arriving

flights must share information by t.

5.1.3 Setup

We now consider the procedure for handling federated airspace configurations. Flights are

likely to pass through multiple regions in a federated airspace configuration. We need to

consider how to handle these transitions. Figure 5.3 displays a representative example of

coordinating flights transiting regions. A decentralized protocol controls the left-hand-side

region, whereas the right-hand-side region is controlled by a 2-step optimization. Within

the optimization region, flights typically share 2 steps of information. However, recall from

Section 5.1.2 that flights arriving and departing within a time window may share less than

n steps of information if they are not active during the entire duration of a time window.

We start with the configuration at the beginning of a time step, as shown in Figure 5.3a.

The arrows are color-coded based on their current region: blue arrows are currently in the
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protocol region, whereas purple arrows are in the optimization region. As before, the solid

arrows indicate positional information of flights: the base of the arrow represents the current

sector, and the head of the arrow represents the desired next sector. The 2-step optimization

allows flights to share 2 steps of information, so the solid arrow indicates the current sector

and next sector, while the shorter, faded arrows indicate the next sector and sector after

the next sector. For example, there is a purple flight currently in sector e2 that would like

to proceed to d2 in the next time step. The same flight intends to continue to sector d3

two steps from now. Note that all of the flights currently in the optimization region (in

purple) share two steps of information in Figure 5.3a, but this need not be the case for

flights departing or arriving in the time window. (They may only need to share one step of

information.) When considering federated airspace scenarios, we are most concerned with

boundary flights that wish to cross from one region into another. An example of a boundary

flight is the flight currently in c2 in the protocol region that wants to cross into d2 in the

optimization region.

Information Sharing for Boundary Flights: Recall that the decentralized protocol

utilizes one step of information, whereas the centralized optimization uses n steps of infor-

mation. From a flight’s perspective, it adheres to the information-sharing requirements of

its next region.

• Boundary flights entering protocol region: Flights share one step of information (e.g.,

the flight in d4 in Figure 5.3a alerts c4 that it wishes to utilize it). They also share

backpressure and participate in message passing of the identity of flights behind it (i.e.,

in-neighbors of its current sector) to identify cycles.

• Boundary flights entering optimization region: Flights share n steps of information

(e.g., the flight in c2 heading to d2 shares [d2,e2] with the optimization region). As

with flights entering a protocol region, flights entering an optimization region need to

share the identity of flights behind it to identify cycles. They may also need to share

backpressure information if the optimization region requests it (as per Section 5.2).
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(a) Configuration at beginning of time step (b) Clearing cycles

(c) Flights entering protocol region (d) Flights entering optimization region

Figure 5.3: Handling boundary flights in a federated airspace setting. The base of solid
arrows indicates the current position of flights, while the head represents the desired next
sector. Faded arrows indicate information for 2 time steps from the current time.
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5.2 Procedure for Boundary Flights

We follow the procedure below to manage boundary flights in federated airspace configura-

tions.

1. At the beginning of each time step, flights communicate with the requisite set of next

sectors they wish to utilize. For flights in or entering a protocol region, this is just one

sector, and for flights in or entering an optimization region, flights communicate with

up to n sectors.

2. Regions are responsible for identifying incoming boundary flights. If there are no

boundary flights for a given step for either region, the regions can manage traffic

independently, and the procedure for boundary flights is not necessary.

3. If there are boundary flights, they must share information according to the guidelines

of the region they wish to enter.

4. Boundary flights in cycle: Identify all flights in cycles. This is done through the

message passing described in 4.3.1. If any of the boundary flights are in a cycle, they

must be allowed to proceed to their next sector. That is, the region it wishes to enter

may not hold this flight in its current sector because doing so would cause gridlock.

Figure 5.3b shows an example of an inter-region cycle that is allowed to proceed.

5. Boundary flights entering protocol: Consider boundary flight i ∈ F where F is

the set of all flights and flight i wishes to enter sector s in a protocol region (i.e.,

x̂(i, t) = s). If there is no flight currently in s and no flight wishing to enter s (i.e.,

∄ j ∈ F | x̂(j, t) = s ∨ x(j, t) = s), allow the boundary flight to proceed. If there is a

flight j currently in s, proceed up the chain of flights containing j until the sector at

the head of the chain is reached. Deconflict this sector using the protocol to determine

whether this boundary flight can proceed. In Figure 5.3c, the flight in d4 is not allowed
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to proceed to c4 because of the protocol’s decision in b4. If there is no flight in s but

there is a conflict at s, deconflict sector s using the protocol to determine whether this

boundary flight can proceed.

6. Boundary flights entering optimization: Follow the same procedure as for a

boundary flight entering a protocol region—proceed up the chain of flights until the

head of the chain is reached. In Figure 5.3d, the flight at c3 is allowed to enter and

proceed to d3 based on the decision made at the orange sector e3 to allow the flight in

d3 to proceed to e3.

• Note that the optimization region may need less than n steps of information from

a boundary flight if the current time is in the middle of a time window. For

example, if n = 2 and the current time window is [0, 2] but the current time (t)

is 1, then incoming boundary flights only provide one step of information.

• If the current time is in the middle of a time window and there are incoming

boundary flights into the optimization region or outgoing boundary flights that

got held, the optimization region may need to re-solve flights in this time window.

For example, suppose that n = 2, the current time is t = 1, and the current time

window is [0, 2]. A boundary flight f entering (perhaps because it is part of a

cycle) may occupy the intended sector of another flight g. The optimization region

must allow f to enter, so it has to re-solve to consider the downstream effects on

g and other flights.

7. Now that all boundary flights’ go/hold decisions are determined, each region can man-

age its traffic for this step independently. The protocol remains the same in the protocol

region as in Chapter 4, with the decision of the boundary flights predetermined. In

the optimization region, the TFMP can be solved as in Chapter 3 with the one step

decisions of the boundary flights fixed.
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5.2.1 Federated Airspace Containing More than Two Regions

Cycles: It is possible (but rare) for cycles to span more than two regions. The orange flights

form a cycle that covers all four regions in Figure 5.4. Regardless of the number of regions

a cycle crosses, the message passing will allow for the detection of the cycle.

Boundary flights: In the procedure outlined above, the one-step actions of boundary flights

depended solely on the region that the boundary flight wished to enter. However, this is not

always the case in configurations with more than two regions. For example, in Figure 5.4,

the top-right region (Optimization 1) does not have authority over whether the flight in c4

can enter, even though Optimization 1 contains the sector d4 which the flight wants to enter.

This is because of the chain of flights that extends into the bottom-right region (Protocol

2).

Figure 5.4: Federated Airspace Layout with 4 Regions. Orange flights are in a cycle. The
highlighted sector e2 determines the one-step actions of boundary flights in e3 and c4.

When Optimization 1 is aware of the boundary flight in c4, it needs to first determine if

it has enough knowledge to accept or reject the flight. In federated airspace configurations

with two regions, Optimization 1 has enough knowledge. However, in configurations with

more than two regions, Optimization 1 needs to see if the flight in c4 forms a chain with
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any boundary flights exiting Optimization 1. In this case, the boundary flight in e3 wishing

to enter e2 forms the head of the chain containing flights in [e3,e4,d4,c4]. Thus, Protocol 2

deconflicts the highlighted sector e2. This has downstream effects on the boundary flights

in e3 and c4.

5.3 Experimental Setup

We use a similar experimental setup to Chapter 4 with simulated traffic of 250 flights with

random origin and destination pairs across 60 time steps. The airspace is arranged in a 10

× 10 grid of square cells, each with a unit capacity. Example airspace configurations with

different dimensions are shown in Figure 5.1. The results are averaged over 100 scenarios.

The resulting delay is sensitive to various factors, including the airspace configuration (i.e.,

how many regions and the type of traffic control used), the optimization time step length,

and the proportion of flights that cross between regions vs. stay within one region. We

consider the following airspace configurations:

• 1 Region, Protocol: The entire airspace is assigned to one continuous region. The

decentralized protocol is used for traffic management. Thus, flights share one time step

of information at a time. This should be the least efficient (highest delay) configuration.

• Single Window TFMP: The entire airspace is assigned to one continuous region, which

uses centralized traffic management (the TFMP). We call it a single window TFMP

because all flights are expected to share their full trajectory information. Thus, the

TFMP is solved only once, and the delays of all flights is prescribed at once with

the one solve. This should be the most efficient (lowest delay) configuration, since it

requires the most information sharing.

• 1 Region, O10: The entire airspace is assigned to one continuous region, which uses

centralized traffic management. However, flights are not required to share full infor-

mation; instead, the n-step TFMP is used. Flights need to share up to n time steps of
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information in each time window, and n is varied. The “O10” part indicates that the

entire width of the airspace is controlled by optimization.

• 2 Regions, O5|O5: The airspace is divided vertically into two regions, both of which

use centralized traffic management. The width of each airspace is 5 cells (hence the

“O5” notation), so the total size of each region is 5 × 10. The n-step TFMP is again

used. We assume that the regions use the same n as each other. Boundary flights

appear when a flight wants to cross from one region into another in a time step.

• 2 Regions, O5|P5: The airspace is again divided into two regions, but this time the

right-hand side region is controlled by the decentralized protocol rather than optimiza-

tion.

• 3 Regions, O3|P4|O3: From left to right, there are three regions, an optimization region

of width 3, a protocol region of width 4, and an optimization region of width 3.

5.4 Experimental Results

Figure 5.5 plots the total delay vs. the optimization time step length for the airspace

configurations described above. The total delay is the sum of delays of all flights (equivalently,

the sum of delays across regions). The “1 Region: Protocol” and “Single Window TFMP”

configurations provide upper and lower benchmarks, respectively. These benchmarks are not

impacted by the x-axis of optimization time step length. As expected, the “Single Window

TFMP” has the lowest delay, whereas the “1 Region: Protocol” has the highest, given that

it utilizes the least amount of information. The remaining four configurations are plotted

against optimization time step length. For any optimization region in the configuration, we

assume it utilizes an n-step TFMP with n equal to the value indicated on the x-axis. We

first note that delay generally decreases as the optimization time step length n increases.

This is because flights share more information so regions can make more informed delay
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decisions. Increasing n is most effective for the “1 Region: O10” configuration since it has

the largest continuous optimization region. In contrast, the federated layouts see diminishing

improvements in delay as n increases, particularly between n = 8 and n = 16, where there

are negligible benefits to increasing n. We also see that the federated layouts have higher

delays. As the number of regions increases (from one to two to three), delay increases.

Moreover, the federated layouts with more optimization regions perform better, again due

to the increased information sharing. The most direct comparison is “2 Regions: O5|O5” vs.

“2 regions: O5|P5” where the former has a lower delay across all n than the latter.

Figure 5.5: Delay Comparison of Different Airspace Configurations. “O10” indicates an
optimization region of width 10, whereas “P5” indicates a protocol region of width 5.

The loss in efficiency with federated airspace compared to configurations with one region

is due to boundary flights that cross from one region to another. An optimization region is

aware that a crossing flight is approaching it up to n steps in advance. However, while the

crossing flight is in another region, the optimization region has no control over the flight.
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When the crossing flight appears as a boundary flight, the optimization region has to adapt

to this new arrival. Figure 5.6 tests the sensitivity of delay to the crossing proportion, or

proportion of flights that cross from one region to another. We show delay relative to the “1

Region: O10” configuration for three configurations: “2 Regions: O5|O5”, “2 Regions: O5|P5”,

and “1 Region: Protocol”. These configurations are arranged similarly to in Figure 5.5 where

the two regions are adjacent to each other, from left to right. We use a similar process

of generating origin-destination pairs randomly, except this time we utilize the crossing

proportion. When the crossing proportion is 0.25, this indicates that 25% of flights cross

from one region to another (i.e., from left to right or right to left, since the regions are

adjacent to each other). For these crossing flights, we pick the origin randomly and then

choose the destination to be in the other region. For example, suppose the 10 × 10 grid

is arranged in the x-y plane where x and y are both in [0, 9]. If an origin is [1,3], then the

destination would have x > 4 and y ∈ [0, 9] (i.e., the destination would be in the right-hand-

side region since the origin is in the left-hand-side region). We fix n = 8, so in optimization

regions, flights share 8 steps of information.

The configuration with two optimization regions (“2 Regions: O5|O5”) has a lower delay

than the configuration with a protocol and optimization region (“2 Regions: O5|P5”). This

follows the trend seen before in Figure 5.5. As the crossing proportion increases, the delay

difference between the federated two region layouts and the baseline single region (“1 Region:

O10) configuration increases. That is, having more crossing flights increases delay for the

federated setups. This effect is more pronounced for the “2 Regions: O5|O5” configuration

than the “2 Regions: O5|P5” configuration since optimization regions are more affected by

boundary flights. With a crossing proportion of 1.0 (i.e., all flights cross from one region

to another), there is still a benefit to using some optimization relative to the “1 Region:

Protocol” configuration. However, it is best for crossing proportion to be minimized in

federated layouts in order to have delay values closer to the delay from the one optimization

region configuration.
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Figure 5.6: Delay comparison relative to “1 Region: O10” configuration as crossing proportion
varies. Crossing proportion is the proportion of flights that cross from one region to another.

5.5 Discussion

In this chapter, we explored federated layouts of airspace. We consider airspace divided into

multiple regions, where each region can use previously discussed centralized optimization or

decentralized protocol traffic management methods. A key challenge is handling flights that

cross from one region to another in federated setups. We compared the delay performance of

various setups and showed that having fewer regions leads to lower delays. This is because of

the delay burden of coordinating boundary flights. In addition, there is a trade-off between

the increased information sharing required by centralized traffic management results with its

lower delays compared to the decentralized protocol. We also performed sensitivity analysis

on the proportion of crossing flights and found that delay increases as the proportion of

crossing flights increases. This suggests that when federated airspace layouts are used, it is

best to structure regions to minimize crossing flights. This can vary based on traffic layouts

and patterns.
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Chapter 6

Conclusion

In this dissertation, we considered centralized and decentralized methods for advanced air

mobility traffic management. We first adopted the traffic flow management problem (TFMP)

from commercial aviation in Chapter 3. This requires that flights share complete trajectory

information with the central traffic manager. We considered trade-offs between efficiency

and fairness and analyzed various scenarios where operator preference for fairness varied.

We performed a sensitivity analysis on aircraft operators’ fairness preferences and market

share on fairness. In a two-operator setting, system efficiency and fairness are at their

best when the two operators have the same notion of fairness and value them similarly.

Additionally, fairness improves when the operator with a dominant market share has a weak

preference for fairness.

Recognizing that demand may appear with little lead time (i.e., with a short file-ahead

time), we tested a rolling horizon framework. With the rolling horizon, flights still share

their entire flight trajectory, but they do not need to share this information as early. To

be included in their horizon, they must submit their trajectory before the start of the time

horizon that contains their scheduled departure. We also considered two options for handling

pop-up flights: inserting them into the schedule or delaying them until the next time horizon.

We found that with a low occurrence of pop-ups, either using longer horizons and inserting
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pop-ups or using shorter horizons with either pop-up option is acceptable. However, with

high occurrences of pop-ups, it is best to use a short horizon and insert pop-ups.

We presented an opposite approach in Chapter 4, developing a decentralized AAM traffic

management protocol. One advantage of this approach is the minimal information-sharing

requirements. This may be beneficial to AAM operators who may want to preserve privacy

and flexibility. Specifically, our protocol uses a rules-of-the-road, one time step approach

with unit capacity. We leverage cycle detection to avoid gridlock and use the backpressure

metric for sectors to self-organize and deconflict in the optimal order. We incorporate fairness

through prioritization schemes, including fairness metrics used in Chapter 3, like reversals

and time-order deviation. We also incorporate unique fairness metrics for the protocol,

including accrued delay and dominant resource fairness. To show that our protocol with

backpressure prioritization results in a minimum delay solution in one time step, we showed

how the protocol can be converted into a graph structure. With the graph, we leverage

chains and cycles to show that backpressure prioritization will choose the longest chain at

each decision point.

Multiple service providers may provide traffic management services in adjacent regions, so

we consider a mixed airspace setting where traffic management could be either centralized or

decentralized. We show how concepts from the decentralized protocol are instrumental in fa-

cilitating coordination between adjacent regions, particularly for boundary flights transiting

between regions.

Some future directions of research are listed below:

• Protocol Extensions: The decentralized protocol leverages sector-to-sector com-

munication, but it may desirable to utilize vehicle-to-vehicle communication (V2V)

instead. We presented the intuition behind how to convert the protocol into a V2V

setting, but additional work could be done to test this version of the protocol while

considering sensitivity to communication speed. Since we wanted the protocol to be

self-sustaining and not require additional deconfliction, we restricted the protocol to
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unit capacity. However, the protocol could be extended to handle multi capacity. An

individual sector with a capacity greater than 1 could be virtually split into single ca-

pacity units, or perhaps some network flow or graph theory approach could be used. In

addition, we constrained our protocol to one time step of information sharing. Multi-

time step information sharing generally requires a centralized system to leverage the

extra information, but a protocol may be able to improve efficiency and fairness by

gathering more steps of information from operators.

• Pricing: Third-party service suppliers will likely charge airspace users for traffic ser-

vices. Besides traffic management services, they could also assist with route planning

and weather monitoring. There is ample opportunity to study economic models of

pricing airspace access. For example, when multiple operators want to utilize the same

airspace, service suppliers could set up an auction for airspace. Alternatively, they

could set up a pricing scheme that regulates demand. This raises interesting questions

on fairness. Specifically, under a pay-to-play scheme, it is necessary to ensure that

smaller operators get fair access to airspace.

• Interactions between Service Suppliers: In this dissertation, we only considered

scenarios where service suppliers have sole authority over an airspace. It may be

possible for multiple service suppliers to operate in the same airspace. Even more

complicated, operators may become large enough that they simultaneously are service

suppliers and operators (e.g., a large corporation like Amazon may operate delivery

drones and provide third-party traffic management services to others). Coordination

between service suppliers becomes crucial when they share the same airspace. This is

in addition to the coordination each service supplier must do among their own flights.

We performed some related work in this area related to airport slot trading among

airlines using a delay ledger mechanism.

• Airspace Reservations/Corridors: Instead of flights requesting specific trajecto-
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ries, some concepts of operations allow operators to request large sections of airspace.

This gives operators the flexibility to modify their trajectory within the reserved

airspace or operate multiple flights in the same corridor. This concept is appealing

when there is only one or a few large operators in an airspace. However, if airspace

reservations are allowed to be too large in terms of size and duration, this could degrade

the efficiency and fairness of the system. There are also proposals to set up airspace

corridors for the exclusive use of certain classes of operations (e.g., a corridor for air

taxis). Setting up the geometry of these corridors (whether static or dynamic) is an

interesting problem.

• Non-compliance: In this dissertation, we assumed that aircraft complied with as-

signed instructions, either in centralized or decentralized airspace. However, flights

may not always comply. AAM vehicles may be susceptible to wind, making them

unable to reach assigned sectors at designated times. In addition, other vehicles may

declare emergencies and need to be expedited. Other traffic may need to adjust to ac-

commodate non-compliant aircraft. In airspace with pricing schemes, there could also

be financial penalties for non-compliance if it is determined that operators are gaming

the system. For example, ridesharing services could be hogging airspace to crowd out

other competitors.

There are several exciting areas of research related to not just AAM traffic management

but also AAM operations. The adaptation of AAM will also depend on public acceptance,

particularly how bystanders react to noise and visual pollution related to AAM operations.

Battery technology will also play a crucial role in many AAM vehicles. Research on AAM

traffic management could also have implications for connected vehicle transportation on the

ground. For example, the decentralized protocol in this dissertation could assist autonomous

vehicles deconflict with each other, with traffic intersections replacing airspace sectors.
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