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ABSTRACT
Many results in fine-grained complexity reveal intriguing conse-

quences from solving various SAT problems even slightly faster

than exhaustive search. We prove a self-improving (or “bootstrap-

ping”) theorem for Circuit-SAT, #Circuit-SAT, and its fully-quantified

version: solving one of these problems faster for “large” circuit sizes

implies a significant speed-up for “smaller” circuit sizes. Our gen-

eral arguments work for a variety of models solving circuit-analysis

problems, including non-uniform circuits and randomized models

of computation.

We derive striking consequences for the complexities of these

problems, in both the fine-grained and parameterized setting. For

example, we show that certain fine-grained improvements on the

runtime exponents of polynomial-time versions of Circuit-SAT

would imply subexponential-time algorithms for Circuit-SAT on

2
𝑜 (𝑛)

-size circuits, refuting the Exponential Time Hypothesis. We

also show that any algorithm for Circuit-SAT with 𝑘 inputs and 𝑛

gates running in 1000000
𝑘 + 𝑛1+𝜀 time (for all 𝜀 > 0) would imply

algorithms running in time (1 + 𝜀)𝑘 + 𝑛1+𝜀 time (for all 𝜀 > 0),

also refuting the Exponential Time Hypothesis. Applying our ideas

in the #Circuit-SAT setting, we prove new unconditional lower

bounds against uniform circuits with symmetric gates for functions

in deterministic linear time.
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1 INTRODUCTION
Fine-grained complexity relates a wide array of computational

problems through intricate reductions that allow us to infer tight

time complexity lower bounds, based on a few hardness hypotheses.

Broadly speaking, two kinds of fine-grained hypotheses have been

studied, which we classify as follows.

Weak exponent lower bounds: These bounds assert that the
optimal algorithm for a problem with a known runtime of 𝑇 (𝑛)
requires time at least Ω(𝑇 (𝑛)𝜀 ), for some 𝜀 > 0. A canonical weak

exponent lower bound is the Exponential Time Hypothesis:

ETH: There is an 𝛼 > 0 such that 3-SAT on 𝑛 variables
needs 2𝛼𝑛 time.

Such hypotheses are often employed to argue for a conditional time

lower bound in which the precise exponent is not considered as

important as the form of the exponent; this is particularly significant

for FPT algorithmics. To give two striking examples, [26] prove that

the Edge Cliqe Cover problem, which has a simple 2
2
𝑘 · poly(𝑛)

time algorithm [34], cannot be in 2
2
𝑜 (𝑘 ) · poly(𝑛) time unless ETH

is false. While it is known that approximate Nash Equilibria can be

found in 𝑛𝑂 (log𝑛)
time [45], it is also known [14] that an 𝑛𝑜 (log𝑛) -

time approximation algorithm (with “good social welfare”) would

contradict ETH (see also [55]).

Strong exponent lower bounds: These bounds assert that the
optimal algorithm for a problem with a runtime of 𝑇 (𝑛) requires
time at least Ω(𝑇 (𝑛)1−𝑜 (1) ). A canonical example of a strong expo-

nent lower bound is the Strong Exponential Time Hypothesis:

SETH: For all 𝜀 ∈ (0, 1), there is a 𝑘 such that 𝑘-SAT
on 𝑛 variables needs 2𝑛 (1−𝜀 ) time.

Such hypotheses are generally used to argue that the best-known

running time for a problem is optimal up to low-order terms (see

[64] for a large sample of reductions and problems).

It is intuitively obvious that a strong exponent lower bound is

indeed a stronger assumption than a weak exponent lower bound:

for example, SETH implies ETH [18, 36]. Conversely, the question of

whether ETH implies SETH is a major open problem (already raised

explicitly in [35]). It is entirely uncertain how such an implication

might be proved. In this paper, we ask a more general question:

Question: Can weak exponent lower bounds be “am-
plified” into strong exponent lower bounds?

A positive answer to the question amounts to a situation where

improving slightly on the running time exponent of one problem

leads to an arbitrary polynomial improvement in the best-known

time exponent of another problem. We will prove a result of this

form for a “large” variant of the Circuit SAT problem, as well as

its counting and quantified variants.
1

1
See the end of the Introduction for an alternative viewpoint.
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We begin with the following version of Circuit SAT, where the

input circuit is set to be so large that the problem is polynomial-time

solvable. Let 𝜀 ∈ (0, 1] be a (small) constant parameter.

Problem: Large Circuit SAT

Given: A circuit 𝐶 with at most 𝑛 = 𝜀 log(𝑁 ) inputs and 𝑁
gates (a.k.a. 𝑁 size).

2

Decide: Is there an 𝑎 ∈ {0, 1}𝑛 such that 𝐶 (𝑎) = 1?

For 𝜀 ≤ 1, the circuit instances of Large Circuit SAT are so large

that they cannot possibly be minimal: recall that the maximum cir-

cuit complexity of any 𝜀 log(𝑁 )-input function is 𝑜 (𝑁 𝜀 ) [37]. Such
a large circuit must therefore have enormously redundant parts

that could potentially be simplified, in a satisfiability algorithm.

Intuitively, Circuit SAT can only get easier to solve as the circuit

size increases (this corresponds to decreasing 𝜀).

Observe the brute-force algorithm for Large Circuit SAT takes

�̃� (𝑁 1+𝜀 ) steps. Can we improve upon the brute-force algorithm

for Large Circuit SAT? Can the obvious 𝑁 1+𝜀
time algorithm for

Large Circuit SAT be reduced to 𝑁 1+𝑜 (1)
for some constant 𝜀 > 0?

A corollary of our main result is that such an algorithm would

already imply that the Exponential Time Hypothesis is false: in fact,

the existence of such an algorithm implies that Circuit SAT on

2
𝑜 (𝑛)

-size circuits can be solved in 2
𝜀𝑛

time for every 𝜀 > 0. The

most general form of our connection is the following.

Theorem 1.1 (Circuit-SAT “Self-Improvement”, Section 3).

Let 𝛼, 𝛽 > 0, with 𝛼 ≤ 𝛽 . Suppose Circuit SAT on 2
𝛼𝑛+𝑜 (𝑛) -size

circuits can be solved in 2
𝛽𝑛+𝑜 (𝑛) time. Then Circuit SAT on 2

𝑜 (𝑛) -
size circuits can be solved in 2

(𝛽−𝛼 )𝑛+𝑜 (𝑛) time.

We call such a result self-improving, as it proceeds by an induction
where in each stage of induction, the running time of the SAT algo-

rithm for 2
𝑜 (𝑛)

-size circuits is improved by combining the assumed

algorithm for Large Circuit SAT with the SAT algorithm derived

in the previous stage. Theorem 1.1 holds for any computational

model such that 𝑇 -time algorithms can be simulated by circuits of

size 𝑇 1+𝑜 (1)
(for example, multitape Turing machines [54]).

3
Theo-

rem 1.1 also holds for randomized algorithms (see the full version of

the paper [68]) as well as for non-uniform models of computation:

given 2
𝛽𝑛+𝑜 (𝑛)

-size circuits solving Circuit SAT on 2
𝛼𝑛+𝑜 (𝑛)

-size

inputs, we can construct 2
𝛽−𝛼+𝑜 (𝑛)

-size circuits for Circuit SAT

on 2
𝑜 (𝑛)

-size inputs. The following is an immediate corollary of

Theorem 1.1.

Corollary 1.2 (ETH Versus Large Circuit SAT). ETH implies
that, for every 𝜀 > 0, Large Circuit SAT with 𝜀 log(𝑁 ) inputs is
not solvable in 𝑁 1+𝑜 (1) time.

In fact, we only have to assume there is an 𝜀 > 0 such that

Circuit-SAT on 2
𝑜 (𝑛)

-size circuits cannot be solved in 2
𝜀𝑛+𝑜 (𝑛)

time, which is (presumably) a significantly weaker hypothesis than

ETH itself, which is only concerned with the complexity of 𝑘-SAT.

The upshot is that, from a weak-exponent lower bound hypothesis

2
The circuits can be over any universal basis of constant fan-in, e.g., AND/OR/NOT.

3
We discuss in the full version [68] how to obtain results for more powerful models

of computation, like random access machines. Intuitively, we just have to change

Circuit SAT to a satisfiability problem with a suitable predicate, e.g., Ram Sat for

random access machines.

like ETH, we obtain a lower bound of a strong-exponential char-

acter for a polynomial-time solvable problem: if the brute-force

�̃� (𝑁 1+𝜀 )-time algorithm for Large Circuit SAT can be improved

to 𝑁 1+𝑜 (1)
time, for any 𝜀 > 0, then we obtain an arbitrary poly-

nomial improvement over exhaustive search for Circuit SAT on

“small” circuits.

It is also instructive to compare Corollary 1.2 with the implica-

tions obtained by assuming a Circuit SAT form of SETH, rather

than ETH:

Corollary 1.3 (SETHVersus Large Circuit SAT). Assume that
for every 𝜀 > 0, Circuit SAT on 2

𝑜 (𝑛) -size circuits cannot be solved
in 2

(1−𝜀 )𝑛 time. Then for every 𝛼 ≥ 0 and every 𝜀 > 0, Circuit SAT

on 2
𝛼𝑛+𝑜 (𝑛) -size circuits cannot be solved in time 2𝛼𝑛+(1−𝜀 )𝑛+𝑜 (𝑛) .

That is, if brute-force search is essentially optimal for solving

Circuit SAT on subexponential-size circuits, then brute-force is

also optimal for solving Circuit SAT on arbitrarily large 2
𝑂 (𝑛)

-

size circuits, in spite of the fact that the “large” circuit-size case

can easily be reduced to the “small” case by adding extra (non-

functional) inputs (see Theorem 1.4). Phrasing Corollary 1.3 another

way, we can say that if there is an 𝜀 > 0 and a 𝛿 ∈ (0, 1) such
that Circuit SAT on 𝑁 -size circuits with 𝜀 log(𝑁 ) inputs can be

solved in𝑁 1+𝛿𝜀
time (for example), thenCircuit SAT on 2

𝑜 (𝑛)
-size

circuits can be solved in 2
𝛿𝑛+𝑜 (𝑛)

time.

An Equivalence. The ideas of theorem 1.1 lead to a surprising

equivalence for solving Large Circuit SAT efficiently. For simplic-

ity, we state the result in terms of algorithms solving Circuit SAT,

but it also applies to non-uniform and randomized algorithms (see

the full version for details [68]). Let 𝜀-Large Circuit SAT be the

problem of checking satisfiability for circuits of size𝑁 with 𝜀 log(𝑁 )
inputs.

Theorem 1.4 (Section 3). The following are equivalent:

(1) There is some 𝜀 ∈ (0, 1) such that 𝜀-Large Circuit SAT is
in 𝑁 1+𝑜 (1) time.

(2) For every 𝛼 > 0 (including arbitrarily large 𝛼), 𝛼-Large
Circuit SAT is in 𝑁 1+𝑜 (1) time.

Theorem 1.4 shows an existentially-quantified statement is equiv-
alent to its corresponding universally-quantified statement: if we

can solve Circuit SAT on 𝑛-input 2𝐾𝑛-size in 2
𝐾𝑛+𝑜 (𝑛)

time, for

some constant 𝐾 > 0, then an analogous algorithm exists for ev-
ery 𝐾 > 0. As a consequence, the hypothesis would imply that

Circuit SAT on 2
𝜀𝑛
-size circuits (for any tiny 𝜀 > 0) can also be

solved in 2
𝜀𝑛+𝑜 (𝑛)

, refuting the (circuit version of) ETH. Therefore,

Theorem 1.4 can be seen as a strengthening of Corollary 1.2. In fact,

an even stronger equivalence holds, between nearly-linear-time

algorithms for Circuit SAT on 𝜀 log(𝑁 ) inputs for arbitrarily small

𝜀 > 0, and extensions of Circuit SAT that correspond to levels of

the polynomial hierarchy (see Theorem 3.4).

Self-Improvement for #SAT and QBF.. The proofs of Theorem 1.1

and Theorem 1.4 are quite general. We show that analogous self-

improvement results hold for #Circuit SAT, where we wish to

count the number of SAT assignments to a given circuit, as well as

Q-Circuit SAT, the quantified version of Circuit SAT, where we

1375
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are given a fully-quantified sentence of the form

(𝑄1 𝑥1) · · · (𝑄𝑛 𝑥𝑛) [𝐶 (𝑥1, . . . , 𝑥𝑛)],
where each 𝑄𝑖 ∈ {∃,∀}, 𝐶 is a circuit, and we wish to decide if the

sentence is true or false.

Theorem 1.5. Theorem 1.1 holds for the #Circuit SAT problem
and Q-Circuit SAT, in place of Circuit SAT.

In fact, all consequences stated for Circuit SAT carry over for

#Circuit SAT and Q-Circuit SAT.

An FFT for Circuits Would Refute Exponential-Time Hypotheses. A
major application of the Fast Fourier Transform (FFT) [24] is that

univariate degree-𝑛 polynomials over a field can be evaluated on any

𝑛 points in 𝑛 · poly(log𝑛) operations [13, 30], a great improvement

over the obvious Θ(𝑛2) algorithm. Recent work has extended this

fundamental result to the multivariate setting [10, 11, 33, 40].

Should we expect fast multipoint evaluation for more complex

computational models, such as Boolean circuits? On the one hand,

an old result of W. J. Paul ([53], Lemma 2) gives an efficient circuit𝐶

for multipoint evaluation of Boolean functions: given 𝑥1, . . . , 𝑥𝑘 ∈
{0, 1}𝑛 and the truth table 𝑇 ∈ {0, 1}2𝑛 of a function 𝑓 : {0, 1}𝑛 →
{0, 1}, we have 𝐶 (𝑥1, . . . , 𝑥𝑘 ,𝑇 ) = (𝑓 (𝑥1), . . . , 𝑓 (𝑥𝑘 )), for a circuit
𝐶 of size only poly(𝑛) · (2𝑛 + 𝑘). Thus, for very hard functions

(that cannot be represented much smaller than their 2
𝑛
truth table),

there are circuits for multipoint evaluation with size about 𝑘 + 2
𝑛
,

improving over the obvious 𝑘2𝑛 bound. On the other hand, standard

results in fine-grained complexity show that if the truth tables of

size-𝑠 (unrestricted) circuits could be computed in time poly(𝑛) ·
(𝑠 + 2

𝑛) (for example), then SETH and the 3SUM conjecture are

false.
4
An immediate corollary of Theorem 1.1 and Theorem 1.5 is

that significantly weaker hypotheses suffice:

Corollary 1.6. If 𝑛-input circuits of size 𝑠 can be evaluated on all
inputs in 2𝑛+𝑜 (𝑛) +𝑠1+𝑜 (1) time, then the circuit versions of #ETH [27]
and the quantified version of ETH [23] are false: #Circuit SAT and
Q-Circuit SAT on 𝑛-input 2𝑜 (𝑛) -size circuits are both in 2

𝜀𝑛 time,
for all 𝜀 > 0.

That is, the difficulty of finding an FFT-like algorithm for fast

multipoint circuit evaluation can be based on much weaker hy-

potheses than SETH, weaker than even circuit versions of SETH

(used to argue for the hardness of problems like Edit Distance [1]).

A Parameterized Complexity Counterpart. Another version of

Theorem 1.4 can be stated in the framework of parameterized com-

plexity, yielding another type of surprising equivalence. Letting

𝑘 be the number of variables as a parameter, and letting 𝑛 be the

circuit size, brute force yields a 2
𝑘 ·𝑛 poly log(𝑛) time algorithm for

Circuit SAT. A standard trick in parameterized complexity [25, 29]

implies that for every 𝜀 > 0, there is some constant 𝑐 > 1 such that

Circuit SAT can be solved in 𝑂 (𝑐𝑘 + 𝑛1+𝜀 ) time.
5

Could one reverse the order of the quantifiers in this state-

ment? Could there be a universal 𝑐 > 1 such that for all 𝜀 > 0,

Circuit SAT can be solved in 𝑂 (𝑐𝑘 + 𝑛1+𝜀 ) time? (Another way of

4
For example, see footnote 7 in [66].

5
Let 𝜀 > 0 be given and let 𝑛 be sufficiently large. If 2

𝑘 < 𝑛𝜀/2 then 2
𝑘 · 𝑛1+𝑜 (1) <

𝑛1+𝜀 . Otherwise, 2𝑘 ≥ 𝑛𝜀/2 , i.e., log(𝑛) ≤ 2𝑘/𝜀 . Setting 𝑐 = 2
1+(2+𝜀 )/𝜀

, we have

2
𝑘 · 𝑛1+𝑜 (1) < 2

𝑘 · 𝑛1+𝜀/2 = 2
𝑘 · 2(1+𝜀/2) log𝑛 ≤ 2

𝑘+(1+𝜀/2) ·2𝑘/𝜀 = 𝑐𝑘 .

phrasing the question: could we replace 2
𝑘 ·𝑛1+𝜀 time, with 𝑐𝑘 +𝑛1+𝜀

time for a large 𝑐?) We show that such an algorithm would in fact

disprove the Exponential Time Hypothesis:

Theorem 1.7 (Section 4). There is a 𝑐 > 1 such that for all 𝜀 > 0,
Circuit SAT is in 𝑂 (𝑐𝑘 + 𝑛1+𝜀 ) time if and only if for every 𝑐 > 1

and 𝜀 > 0, Circuit SAT is in 𝑂 (𝑐𝑘 + 𝑛1+𝜀 ) time.

For example, from an algorithm running in𝑂 (10000000𝑘 +𝑛1+𝜀 )
time for Circuit SAT, for all 𝜀 > 0, we could derive a Circuit SAT

algorithm running in (1 + 𝜀)𝑘 + 𝑛1+𝜀 time, for all 𝜀 > 0. Philo-

sophically, Theorem 1.7 may be viewed as more of a “true self-

improvement” than other results, as we really are improving the

running time of Circuit SAT to an arbitrarily small exponential

bound, starting from a certain type of exponential-time algorithm

for the same Circuit SAT problem.

A Uniform Circuit Lower Bound for Linear Time. Studying the

consequences of faster #Circuit SAT algorithms for large circuits

further, we prove new unconditional lower bounds against uniform

circuit classes, where fast multipoint evaluation algorithms exist

(and thereby small improvements over exhaustive search are also

possible). Let SYM◦SYM denote the class of Boolean circuits which

are depth-two circuits comprised of arbitrary Boolean symmetric

functions (with unbounded fan-in). SYM ◦ SYM is one of those

natural “weak-looking” circuit classes for which the known lower

bounds are surprisingly meager. In terms of non-uniform lower

bounds against SYM◦SYM, it is only known that there are functions

in ENP which do not have non-uniform SYM◦SYM circuits of 𝑛2−𝜀

gates, for all 𝜀 > 0 [8, 59]. Since SYM ◦ SYM can be simulated in

depth-3 TC0
with a polynomial blowup in size, one can deduce

from known results on TC0
([5]) that the Permanent does not have

polynomial-size highly-uniform SYM ◦ SYM circuits. It also follows

from the literature that, for some 𝛼 > 0, SAT does not have highly-

uniform SYM ◦ SYM circuits with 𝑛1+𝛼 gates [6].
6

In the full version of the paper, we prove a super-linear gate

lower bound for computing problems in linear time with uniform

SYM ◦ SYM circuits.

Theorem 1.8 ([68]). There are linear-time decision problemswhich
do not have POLYLOGTIME-uniform SYM ◦ SYM circuits of 𝑛𝑐 gates,
for all 𝑐 < 1.199.

(For an explicit problem exhibiting the lower bound, one could

take the P-complete Circuit Eval decision problem.) The proof of

Theorem 1.8 has the form of an indirect diagonalization: assuming

the opposite, we derive a simulation of time-bounded computation

contradicting hierarchy theorem. However, for all prior such lower

bounds that we are aware of, across a variety of models (such

as [5, 7, 32, 39, 48, 61–63]), the proofs require that the hard function

is much harder than linear-time computable. For example, the time-

space tradeoffs for 𝑆𝐴𝑇 [16, 32, 61] crucially require that the hard

function is NP-hard under highly local reductions.

6
Note that, although it is also known [38] that there are functions in P that require

Ω (𝑛1.5−𝑜 (1) ) gates to be computed by non-uniform depth-3 TC0
circuits, the trans-

lation of SYM ◦ SYM into depth-3 TC0
can increase the total number of gates by a

factor of 𝑛, so the methods of [38] do not directly yield linear gate lower bounds for

SYM ◦ SYM circuits. Certainly the random restriction lemmas of [38] do not directly

apply either, since PARITY is a type of symmetric gate, and is immune to restrictions.
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We deduce a contradiction by exploiting circuit-analysis algo-
rithms for SYM◦SYM. That is, we establish a version of the “algorith-

mic method” for circuit lower bounds (initiated byWilliams [66, 67])

that applies to uniform circuits, and allows the hard function to be

contained in P.7 We apply the assumption-to-be-contradicted in two

different ways: once on an initial 2
𝑛
-time computation (that wewish

to speed up), and again on a circuit that counts the number of SYM
gates that are true on the bottom layer, using the POLYLOGTIME-

uniform algorithm for generating the gates on the bottom layer. In

the end, our contradictory simulation is achieved by applying fast

rectangular matrix multiplication [44] appropriately to “speed-up”

the evaluation of a SYM ◦ SYM circuit. If the matrix multiplication

exponent 𝜔 happens to be 2, our gate lower bound would improve

to 𝑛1.36.

Indeed, matrix multiplication allows us to compute truth tables

of SYM ◦ SYM circuits faster than the obvious algorithm, and our

proof demonstrates how such an algorithm can be used to establish

new lower bounds for linear-time computation. This addresses a

question of Williams [69], who gave a faster truth-table evaluation

algorithm for THR ◦ THR circuits, and asked if such algorithms

suffice for deriving lower bounds. (However, super-linear gate lower

bounds against THR ◦ THR are already known; see [38]. Thus we

instead state our results in terms of SYM ◦ SYM.) One can think of

our approach as trading non-uniformity in the circuit lower bound

for a significant reduction in the complexity of the hard function

(from ENP orQuasiNP, down to linear time).

On the Difficulty of Further Improving Self-Improvement. We have

shown that self-improvement of Circuit SAT is possible for de-

terministic, randomized, and non-uniform algorithms; what about

other computational models, such as nondeterministic machines

and those in the polynomial hierarchy? We show that such ques-

tions have an intimate connection to the NP versus NC1
problem.

We already mentioned (Theorem 1.5) that self-improvement holds

for the Q-Circuit SAT (Quantified Circuit SAT) problem, for de-

terministic and randomized algorithms. Observe that, if we allow

our algorithms to call an oracle in the polynomial hierarchy, then

Q-Circuit SAT can be decided efficiently.

Proposition 1. For all positive real 𝛼 > 0, Q-Circuit SAT on
2
𝛼𝑛-size circuits can be decided in poly(𝑛) · (2𝛼𝑛 + 2

𝑛) time with a
Σ2𝑆𝐴𝑇 oracle.

Indeed, with a Σ2 machine, one can simply guess the 2
𝑛
-bit

truth table of the given circuit, universally verify the truth table

is correct on all inputs, and verify that the QBF defined on the

truth table is true, in 𝑂 (2𝛼𝑛 + 2
𝑛) time. (We can use Σ2𝑆𝐴𝑇 as an

oracle specifically, because of tight reductions from Σ2 time𝑇 (𝑛) to
Σ2𝑆𝐴𝑇 ; see for example [32].) This observation naturally begs the

question of whether Q-Circuit SAT self-improvement is possible

on algorithms with an oracle in Σ2P. In the full version, we show

that such a result would separate NP from NC1
, even if we could

only obtain non-uniform circuits as a consequence.

Theorem 1.9 ([68]). Suppose a self-improvement result holds for
Q-Circuit SAT with Σ2P-oracle algorithms, i.e., assume:
7
See [57] for another proposal, which would apply to uniform lower bounds for NP
and PSPACE if it can be realized. Santhanam’s approach looks significantly more

general than ours, but does not seem to extend down to functions in P.

There is some 𝑘 > 0 such that Q-Circuit SAT on
2
𝑘𝑛+𝑜 (𝑛) -size circuits in 2

𝑘𝑛+𝑜 (𝑛) time (with a Σ2𝑆𝐴𝑇
oracle) implies that for all 𝜀 > 0, Q-Circuit SAT on
2
𝑜 (𝑛) -size circuits has 2𝜀𝑛+𝑜 (𝑛) -size non-uniform Σ2𝑆𝐴𝑇 -
oracle circuits.

Then NP ≠ NC1.

(Here, we use the LOGTIME-uniform definition of NC1
[65].)

The choice of “Σ2” in the theorem statement is somewhat arbitrary:

using “Σ𝑐 ” for any 𝑐 ≥ 2 would suffice. To prove this theorem,

we show that NP = NC1
implies a strong circuit lower bound on

Q-Circuit SAT, even for circuits with an oracle in the polynomial

hierarchy.

In the full version [68], we also prove as a consequence of self-

improvement that, if there is any𝑘 > 0 such thatQ-Circuit SAT on

2
𝑘𝑛

-size circuit predicates has non-uniform circuits of size 2
𝑘𝑛+𝑜 (𝑛)

,

then NP ≠ NC1
. We should stress that we do not (yet) consider

these theorems as a viable approach to separating NP from NC1
,

but they do elevate the question of why self-improvement only

seems to work for deterministic and randomized algorithms, but

not for stronger models of computation.

On the Meaning of This Work. Does this paper prove a connection
between “weak exponential” lower bounds for one problem Π and

“strong exponential” lower bounds for another problem Ψ? It is the
opinion of the author that the answer is yes, and that Theorem 1.4

is the most striking example of the connection: an 𝑁 1+𝑜 (1)
-time

algorithm for Circuit SAT on 𝜀 log(𝑁 ) inputs (for any 𝜀 > 0) is

equivalent to having an 𝑁 1+𝑜 (1)
-time algorithm for Circuit SAT

on𝐾 log(𝑁 ) inputs, for every𝐾 , nomatter how large. However, oth-

ers may disagree, and argue that what is actually being proved here

is an equivalence between different exponential-time hypotheses: one
is showing that the “exponential-time hypothesis for Circuit SAT

on 2
𝐾𝑛

-size circuits” for arbitrarily large 𝐾 ≥ 1 (defined in the

appropriate way) is equivalent to the “exponential-time hypothesis

for Circuit SAT on 2
𝜀𝑛
-size circuits” for arbitrarily small 𝜀 > 0.

The author believes this is also a perfectly valid interpretation of the

results; the difference boils down to what one counts as “weak expo-

nential” versus what is “strong exponential”. (Both interpretations

are interesting, in the opinion of the author.) The parameterized ver-

sion of our self-improvement result (Theorem 1.7) also shows what

may be considered a “truer” self-improvement: one time bound

for Circuit SAT directly implies a strictly stronger time bound for

Circuit SAT.

2 PRELIMINARIES
We assume familiarity with computational complexity, especially

circuit complexity [9, 37, 65]. We are often interested in LOGTIME-

uniform (and POLYLOGTIME-uniform circuits, respectively), where

local information about the gates of poly(𝑛)-size circuits can be

determined in time linear (respectively, polynomial) in the names

of the gates, each of which take 𝑂 (log𝑛) bits to describe. We will

give technical details on such uniformity conditions as needed in

our proofs; see [65] for full technical definitions.

Notation and Defaults. Unless otherwise specified, our Boolean
circuits are over the basis of all possible gates of fan-in two (the
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particular gate basis will not matter for our results, as long as the

basis is universal and each gate has constant fan-in.)

As is standard for bounded fan-in circuits, the size of a circuit is
defined to be the number of gates. For a given circuit 𝐶 , we let ⟨𝐶⟩
denote the description of 𝐶 in binary.

Recall that Circuit Eval is the P-complete problem of Circuit

Evaluation, in which we are given the description ⟨𝐶⟩ of a circuit𝐶 ,
and an assignment 𝑎 to the inputs of𝐶 , and wish to output𝐶 (𝑎) = 1.

For notational convenience, in this paper we redefine Circuit Eval

to be the following multi-output problem:

Circuit Eval: Given the description ⟨𝐶⟩ of a circuit𝐶 ,
and a partial assignment 𝑎 to the inputs of 𝐶 , output
the description of the circuit 𝐶′ (𝑥) := 𝐶 (𝑎, 𝑥), where 𝑥
denotes the remaining unassigned inputs of 𝐶 .

The following basic fact about circuit evaluation will be very

useful.

Lemma 2.1 (Valiant [60], Pippenger-Fischer [54]). The problem
Circuit Eval has circuits of size �̃� (𝑛), constructible in �̃� (𝑛) time
(even on a multitape Turing machine). In particular, for every 𝑛,
there is a circuit 𝐷𝑛 of �̃� (𝑛) size such that, given the description ⟨𝐶⟩
of a circuit 𝐶 of size 𝑛 and a partial assignment 𝑎 to some of 𝐶’s
inputs, 𝐷𝑛 (⟨𝐶⟩ , 𝑎) outputs a description of 𝐶 restricted to the partial
assignment 𝑎.

2.1 Related Work
The most directly relevant prior result is that of Salamon and We-

har [56], who show if Circuit SAT with 2
𝑛
gates and 𝑛 inputs is

solvable in 2
𝑛+𝑜 (𝑛)

time, then Circuit SATwith𝑚 gates is solvable

in 2
𝜀𝑚

time for every 𝜀 > 0. Our results can be seen as substan-

tial generalizations, weakening the hypotheses and strengthen-

ing the resulting conclusions. More precisely, they require that an

�̃� (𝑁 2)-time solvable version of Circuit SAT can be improved to

𝑁 1+𝑜 (1)
time, in order to get a subexponential-time algorithm for

satisfiability of 𝑂 (𝑛)-size circuits. In contrast, one corollary of our

main result (Corollary 1.2) states that improving an �̃� (𝑁 1+𝜀 )-time

solvable version of Circuit SAT to 𝑁 1+𝑜 (1)
time, for any 𝜀 > 0,

implies a subexponential-time algorithm for satisfiability of subex-
ponential-size circuits. (Indeed, following Theorem 3.4, we obtain a

subexponential-time algorithm for Σ𝑘Circuit SAT, for every con-

stant 𝑘 .) At a high level, the approach of Salamon and Wehar looks

similar: they partition the variables of their input circuit, and call an

algorithm on restrictions of the input circuit based on the variable

partition. However, their approach appears to require the use of a

specialized computational model (which they call “DTIWI”) that

hampers the generality of what they can prove.

Other works have demonstrated phenomena which are similar

to our self-improvement results, but differ in various critical ways.

Williams [66] studied the consequences of speeding-up exhaustive

search in limited scenarios. Along with showing that slightly faster

Circuit SAT algorithms imply non-uniform circuit lower bounds,

he also showed that if every problem Π solvable with log𝑛 bits of

nondeterminism in 𝑛𝑐 time and (log𝑛)𝑑 space can be simulated

in 𝑂 (𝑛𝑐+0.99) time and poly(log𝑛)𝑑 space for all 𝑐, 𝑑 ≥ 1, then a

dramatic speed-up is possible: every such Π can be solved nondeter-

ministically in 𝑂 (𝑛3) time, which would imply LOGSPACE ≠ NP

among other consequences. Thus, by imposing a space restriction

on the verifier and the assumed simulation, a more dramatic simu-

lation is possible from assuming a minor speed-up. Williams also

observes that a Circuit SAT algorithm running in 4
(1−𝜀 )𝑛

time

on circuits of size 2
𝑛
with 𝑛 inputs, for some 𝜀 > 0, implies that

the 3SUM conjecture is false.
8
It is also easy to see that the same

hypothesis implies that SETH and thereby the Orthogonal Vec-

tors Conjecture is false (this also follows from the base case of

Theorem 1.1).

Paturi and Pudlák [52] study OPP algorithms, which are proba-

bilistic polynomial time algorithms with 1/𝑝 (𝑛) success probability,
where 𝑝 (𝑛) can be exponential. They show if Circuit SAT has an

OPP algorithm with success probability 1.999−𝑛 , then Circuit SAT

on poly(𝑛)-size circuits has deterministic circuits of size 2
𝑛1−𝜀

for

some 𝜀 > 0. Their argument involves applying the polynomial-

size circuit for Circuit SAT to itself in an interesting way. While

their Circuit SAT conclusion seems stronger than the ones we

derive (we derive 2
𝜀𝑛
-time algorithms for 2

𝑜 (𝑛)
-size circuits), their

Circuit SAT hypothesis looks stronger than the hypotheses that

we consider, especially for our extensions to randomized algorithms

for Circuit SAT (found in the full version of the paper).

The results in this paper show how “minor-looking” algorith-

mic improvements would imply major algorithmic improvements,

in which the minor algorithm is repeatedly applied to achieve

faster algorithms on smaller input lengths. These results can be

seen as converses of hardness magnification phenomena [6, 20–

22, 46, 47, 49, 50, 58], in which “minor-looking” computational lower

bounds would imply major lower bounds. The contrapositives of

hardness magnification results can also be viewed in a similar light.

For example, Allender-Koucky [6] show that if Boolean Formula

Evaluation has constant-depth MAJORITY/NOT (TC0
) circuits of

any polynomial size, then the problem also has 𝑂 (1/𝜀)-depth MA-

JORITY/NOT circuits of 𝑛1+𝜀 size, for all 𝜀 > 0. This is proved by ex-

ploiting the nice downward self-reducibility of Formula Evaluation.

Our setting appears to be very different from that of hardness mag-

nification.We study versions ofNP-hard problems in a “polynomial-

time solvable” regime, and show that sufficiently strong algorithms

in this setting would imply exponentially-faster algorithms in the

“super-polynomial-time solvable” regime. In our self-improvement

results for Circuit SAT, #Circuit SAT, and Q-Circuit SAT, the

main property required is that the problem is “embarrassingly par-

allel”, in that the space of variable assignments can be partitioned

in a simple way so that the overall answer can be easily obtained

from the answers on the parts.

In general, when one considers Circuit SAT on circuits which

are large relative to the number of input variables, one is studying

a problem with “bounded nondeterminism” or “limited nondeter-

minism”, where the amount of nondeterminism is significantly less

than the input length 𝑛 (in our case, the amount of nondetermin-

ism is 𝑂 (log𝑛)). The theory of complexity classes with limited

nondeterminism was initiated in [41]; further related references

include [12, 15, 17, 31, 66].

8
Recall the 3SUM problem asks: given a set 𝑆 of 𝑛 numbers, are there three which sum
to zero? The 3SUM conjecture is that there is no 𝑛2−𝜀 time algorithm for 3SUM, where

𝜀 > 0.
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Finally, we note that a type of self-improvement was known in

algebraic complexity. In particular, there are bootstrapping results

are known for derandomizing the Polynomial Identity Testing (PIT)

problem [3, 42, 43]. Roughly speaking, these results show that

“minor” improvements over the obvious deterministic black-box

PIT algorithm for circuits with a constant number of variables

would yield a nearly-polynomial-time deterministic algorithm for

the full PIT problem. The proofs of these results also work in stages,

where in each successive stage, the algorithm from the previous

stage is used to build a faster algorithm.

3 SELF-IMPROVEMENT FOR CIRCUIT
ANALYSIS PROBLEMS

Here, we prove the main self-improvement result, showing how

non-trivial algorithms for Large Circuit SAT would imply faster

algorithms for Circuit SAT on subexponential-size circuits.

Reminder of Theorem 1.1. Let 𝛼, 𝛽 be positive reals, with 𝛼 ≤
𝛽 . Suppose Circuit SAT on 2

𝛼𝑛+𝑜 (𝑛) -size circuits can be solved in
2
𝛽𝑛+𝑜 (𝑛) time. ThenCircuit SAT on 2𝑜 (𝑛) -size circuits can be solved
in 2

(𝛽−𝛼 )𝑛+𝑜 (𝑛) time.

Before we begin the proof, the following intuition may be helpful.

Suppose we have a circuit𝐶 of size 2
𝑜 (𝑛)

and 𝑛 inputs, and we want

to solve Circuit-SAT on 𝐶 , as fast as possible. Furthermore, assume

we have in our hands an algorithm for Circuit-SAT that runs on

circuits of size 2
𝑛′+𝑜 (𝑛)

with 𝑛′ inputs, and this algorithm runs in

2
𝑛′+𝑜 (𝑛)

time.

To get a faster SAT algorithm for𝐶 using the assumed algorithm,

we may start by offloading some of the work of satisfiability onto

the circuit itself, with the following “OR trick” used in several fine-

grained algorithms [2, 19, 67]. WLOG suppose 𝑛 is even. Take the

first 𝑛/2 inputs of 𝐶 , and consider the circuit 𝐶′
on 𝑛/2 inputs,

defined as follows:

𝐶′ (𝑥1, . . . , 𝑥𝑛/2) =
∨

(𝑎1,...,𝑎𝑛/2 ) ∈{0,1}2𝑛/2
𝐶 (𝑎1, . . . , 𝑎𝑛/2, 𝑥1, . . . , 𝑥𝑛/2) .

That is, 𝐶′
takes an OR over all possible assignments to the first

𝑛′ := 𝑛/2 variables of 𝐶 , plugging each assignment into a separate

copy of 𝐶 . Observe that 𝐶′
has 2

𝑛′+𝑜 (𝑛′ )
size, and 𝐶′

is satisfiable

if and only if 𝐶 is satisfiable. Now, if we apply our assumed SAT

algorithm to 𝐶′
, we get a new SAT algorithm for 2

𝑜 (𝑛)
-size 𝐶 that

runs in only 2
𝑛′+𝑜 (𝑛′ ) = 2

𝑛/2+𝑜 (𝑛)
time, beating the brute-force

algorithm which runs in 2
𝑛+𝑜 (𝑛)

time.

Our key observation is that the new SAT algorithm just derived

can be combined with the assumed SAT algorithm, to “improve

upon itself”. After we split the variables into two parts, instead of

taking an OR over all possible assignments, we can run the new

2
𝑛/2+𝑜 (𝑛)

-time SAT algorithm for 2
𝑜 (𝑛)

-size circuits. For example,

suppose we split the 𝑛 variables into an “outer” set of 𝑛/3 and an

“inner” set of 2𝑛/3. After any assignment to the outer variables

is made, the remaining SAT instance on 𝑛′ = 2𝑛/3 variables can
be solved in 2

𝑛′/2+𝑜 (𝑛′ ) = 2
𝑛/3+𝑜 (𝑛)

time, using our new SAT al-

gorithm. Therefore, by calling our assumed SAT algorithm on a
2
𝑛/3+𝑜 (𝑛) -size circuit that encodes the new SAT algorithm, with the
𝑛/3 outer variables as input, we can derive an even faster SAT algo-

rithm, running in 2
𝑛/3+𝑜 (𝑛)

time on 2
𝑜 (𝑛)

-size circuits. Repeating

the argument, we can achieve 2
𝑛/𝑘+𝑜 (𝑛)

time for any constant𝑘 ≥ 1.

The following proof is a very general form of this intuition.

Proof. We will inductively show that for every 𝜀 > 0, there is

an algorithm which can decide satisfiability for 2
𝑜 (𝑛)

-size circuits

in 2
𝜀𝑛

time.

Start with a Circuit SAT instance 𝐶 of 2
𝑜 (𝑛)

size and 𝑛 inputs.

Let 𝑆 be an algorithm running in 2
𝛽𝑛+𝑜 (𝑛)

time that takes as input

the description ⟨𝐶′⟩ of a 2𝛼𝑛+𝑜 (𝑛) -size circuit 𝐶′
, and determines

satisfiability for 𝐶′
.

Our first improved algorithm F1 can be described as follows.

Given ⟨𝐶⟩, the algorithm constructs a circuit 𝐷 on𝑚 = 𝑛/(1 + 𝛼)
inputs with the following behavior. First, given an assignment 𝑥 of

𝑚 = 𝑛/(1+𝛼) bits,𝐷 feeds the bits of 𝑥 into the first𝑛/(1+𝛼) inputs
of𝐶 . Formally, this is implemented by callingCircuit Eval(⟨𝐶⟩ , 𝑥).
(The circuit 𝐷 has the description of 𝐶 hard-coded.) By Lemma 2.1,

Circuit Eval(⟨𝐶⟩ , 𝑥) outputs the description ⟨𝐶′⟩ of a circuit 𝐶′

with 𝑚′ = 𝛼𝑛/(1 + 𝛼) inputs and 2
𝑜 (𝑛) ≤ 2

𝑜 (𝑚)
size. Next, 𝐷

enumerates all possible 2
𝑚′

assignments to the𝑚′
inputs of𝐶′

, and

takes the OR over all such assignments. Thus, 𝐷 has size

2
𝑚′+𝑜 (𝑚) ≤ 2

𝛼𝑛/(1+𝛼 )+𝑜 (𝑛) ≤ 2
𝛼𝑚+𝑜 (𝑚) ,

and has 𝑚 inputs. Note that a description ⟨𝐷⟩ of 𝐷 can be con-

structed in 2
𝛼𝑚+𝑜 (𝑚)

time: we only have to write down a descrip-

tion of the OR of 2
𝑚′

circuits of the form Circuit Eval(⟨𝐶′⟩ , 𝑎),
over all possible 𝑎 ∈ {0, 1}𝑚′

. Furthermore, observe that 𝐷 has

𝑚 = 𝑛/(1 + 𝛼) inputs.
Finally, the algorithm feeds the description ⟨𝐷⟩ of size 2𝛼𝑚+𝑜 (𝑚)

to the assumed algorithm 𝑆 , which runs in time

2
𝛽𝑚+𝑜 (𝑚) ≤ 2

𝛽𝑛/(1+𝛼 )+𝑜 (𝑛) ,

and outputs a yes/no answer. Observe that 𝐶 is satisfiable if and

only if 𝑆 (⟨𝐷⟩) outputs yes: there is a satisfying assignment to 𝐶

if and only if there is a partial assignment 𝑎 ∈ {0, 1}𝑚′
such that

Circuit Eval(⟨𝐶′⟩ , 𝑎) is satisfiable, which is true if and only if

𝑆 (⟨𝐷⟩) outputs yes.
From the above, we conclude that satisfiability of circuits of

2
𝑜 (𝑛)

size can be determined in 2
𝛽𝑛/(1+𝛼 )+𝑜 (𝑛)

time. Denote this

algorithm by F1.
We can repeat the above argument, but instead of enumerating

all possible assignments (simulating brute-force search), we call

the algorithm F1 instead. Suppose inductively that satisfiability of

circuits of𝑛 inputs and 2𝑜 (𝑛) size can be determined by an algorithm

F𝑘 running in 2
𝑓𝑘𝑛+𝑜 (𝑛)

time. (For instance, in the base case, we

know we can set 𝑓0 := 𝛽 , by our hypothesis.)

In particular, let 𝛿 ∈ (0, 1) be a parameter, and let 𝐶 be a 2
𝑜 (𝑛)

-

size circuit on 𝑛 inputs as before. We make a circuit 𝐷 on 𝑚 =

(1 − 𝛿)𝑛 inputs with the following behavior: Given an assignment

𝑥 of𝑚 bits, 𝐷 plugs 𝑥 into the first (1 − 𝛿)𝑛 inputs of 𝐶 , yielding a

circuit 𝐶′
with 𝛿𝑛 inputs and 2

𝑜 (𝑛)
size, by calling Circuit Eval

appropriately as before. Next,𝐷 calls the algorithm F𝑘 to determine

the satisfiability of 𝐶′
(instead of computing a large OR), which

takes 2
𝛿 𝑓𝑘𝑛+𝑜 (𝑛)

time; converting this call into a circuit, the size is

2
𝛿 𝑓𝑘𝑛+𝑜 (𝑛)

. Now we have a circuit 𝐷 on𝑚 = (1− 𝛿)𝑛 inputs of size

2
𝛿 𝑓𝑘𝑛+𝑜 (𝑛)

which is equi-satisfiable to our original circuit 𝐶 .
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Setting 𝛿 such that 𝛿 𝑓𝑘𝑛 = 𝛼𝑚, our circuit 𝐷 will have 𝑚 in-

puts and 2
𝛼𝑚+𝑜 (𝑚)

size, so its satisfiability can be determined in

2
𝛽𝑚+𝑜 (𝑚)

time, by our original assumption. Note that

𝛿 𝑓𝑘𝑛 = 𝛼𝑚 ⇐⇒ 𝛿 𝑓𝑘 = 𝛼 (1 − 𝛿),

so setting 𝛿 = 𝛼/(𝑓𝑘 + 𝛼) accomplishes this. We can therefore

determine satisfiability of 𝐶 in time

2
𝛽𝑚+𝑜 (𝑚) ≤ 2

𝛽 (1−𝛼/(𝑓𝑘+𝛼 ) )𝑛+𝑜 (𝑛) .

Let this new SAT algorithm be F𝑘 .
Define the sequence

𝑓0 := 𝛽, 𝑓𝑘+1 := 𝛽 (1 − 𝛼/(𝑓𝑘 + 𝛼)).

The above argument shows that we can construct a sequence of

algorithms F𝑘 for computing satisfiability of 2
𝑜 (𝑛)

-size circuits,

where the 𝑘th algorithm runs in time 2
𝑓𝑘𝑛+𝑜 (𝑛)

. For all 𝛼 > 0, we

claim that the sequence {𝑓𝑘 } is monotone decreasing, and {𝑓𝑘 }
converges to

𝑓∞ = 𝛽 − 𝛼.
First, we note that the sequence {𝑓𝑘 } is monotone increasing, by

an easy induction proof.

Base Case: Showing 𝑓0 > 𝑓1 is equivalent to showing 1 >

1 − 𝛼/(1 + 𝛼), i.e., 𝛼/(1 + 𝛼) > 0, which is true since 𝛼 > 0.

Inductive Step: Suppose 𝑓𝑘−1 > 𝑓𝑘 . Recall 𝛽 > 𝛼 > 0. We derive

𝑓𝑘+1 = 𝛽 (1 − 𝛼/(𝑓𝑘 + 𝛼)) < 𝛽 (1 − 𝛼/(𝑓𝑘−1 + 𝛼)) = 𝑓𝑘
⇔ 1 − 𝛼/(𝑓𝑘 + 𝛼) < 1 − 𝛼/(𝑓𝑘−1 + 𝛼)

⇔ 𝛼/(𝑓𝑘 + 𝛼) > 𝛼/(𝑓𝑘−1 + 𝛼)
⇔ 𝑓𝑘 + 𝛼 < 𝑓𝑘−1 + 𝛼

⇔ 𝑓𝑘 < 𝑓𝑘−1,which we assumed true.

This completes the induction.

Since every 𝑓𝑘 ≥ 0 and {𝑓𝑘 } is monotone decreasing, the se-

quence has a limit point satisfying the equation

𝑓∞ = 𝛽 (1 − 𝛼/(𝑓∞ + 𝛼)),

which has the two solutions 𝑓∞ ∈ {0, 𝛽 − 𝛼}.
The entire construction above is highly uniform, in that a de-

scription of the 𝑘-th algorithm can be constructed in 𝑂 (𝑔(𝑘)) time

for a computable function 𝑔, given that the description length of 𝑆

is 𝑂 (1). To ensure that the final running time of our algorithm is

indeed 2
(𝛽−𝛼 )𝑛+𝑜 (𝑛)

, we can repeat the above construction for a

slightly unbounded value 𝑘 = 𝑘 (𝑛), and note that the sequence {𝑓𝑘 }
converges rapidly. We consider two cases. First, for the case where

𝛼 = 𝛽 , one can prove by induction that 𝑓𝑘 = 𝛼/(𝑘 + 𝛼). Therefore
in this case, for any function 𝑘 (𝑛) ≥ 𝜔 (1), we have 𝑓𝑘 (𝑛) ≤ 𝑜 (1).
For the case where 𝛼 < 𝛽 , we have 𝑓0 − 𝑓1 = 𝛽𝛼/(1 + 𝛼), and

𝑓𝑘 − 𝑓𝑘+1 = 𝛽
(
1 − 𝛼

𝑓𝑘−1 + 𝛼

)
− 𝛽

(
1 − 𝛼

𝑓𝑘 + 𝛼

)
= 𝛽𝛼

(
1

𝑓𝑘 + 𝛼
− 1

𝑓𝑘−1 + 𝛼

)
= 𝛽𝛼

(
𝑓𝑘−1 − 𝑓𝑘

(𝑓𝑘 + 𝛼) (𝑓𝑘−1 + 𝛼)

)
≤ 𝛼

𝛽
· (𝑓𝑘−1 − 𝑓𝑘 ),

where the last inequality follows since 𝑓𝑘 +𝛼 and 𝑓𝑘−1+𝛼 are both at

least 𝛽 (the sequence {𝑓𝑘 } is monotone non-decreasing). Therefore

for 𝛽 > 𝛼 and any function 𝑘 (𝑛) ≥ 𝜔 (1), 𝑓𝑘 (𝑛) is within 𝑜 (1) of
𝛽 − 𝛼 . This completes the proof. □

By tracking the dependence of the circuit size throughout the

proof, one can prove a slightly stronger result than Theorem 1.1, in

which the resulting algorithm can solve Circuit SAT rapidly on

circuits that are mildly exponential in size.

Theorem 3.1 ([68]). Suppose there are 𝛽 ≥ 𝛼 > 0 such that
Circuit SAT on 2

𝛼𝑛+𝑜 (𝑛) -size circuits can be solved in 2
𝛽𝑛+𝜀𝑛 time,

for all 𝜀 > 0. Then for every 𝜀 > 0, there is a 𝛾 > 0 such that
Circuit SAT on 2

𝛾𝑛-size circuits can be solved in 2
(𝛽−𝛼 )𝑛+𝜀𝑛 time.

3.1 Discussion on the Proof
To illustrate the generality of Theorem 1.1, let us discuss various

modifications and extensions that can be made. First, note the

construction in the proof of Theorem 1.1 works equally well for

relating the circuit complexity of Circuit SAT and Large Circuit

SAT. Replacing every occurrence of “algorithm in time 𝑇 ” with

“circuit of size 𝑇 ” in the proof, every step goes through. We have:

Theorem 3.2. Let 𝛼, 𝛽 > 0 with 𝛼 ≤ 𝛽 . Suppose Circuit SAT on
2
𝛼𝑛+𝑜 (𝑛) -size circuits can be decided with a circuit family of 2𝛽𝑛+𝑜 (𝑛)

size. Then Circuit SAT on 2
𝑜 (𝑛) -size circuits can be decided with a

family of 2(𝛽−𝛼 )𝑛+𝑜 (𝑛) size.

Note that the construction in the proof of Theorem 1.1 is highly

non-black-box: to solve Circuit SAT on smaller circuits, we use the

descriptions of circuits solving Circuit SAT in order to form the in-

puts to otherCircuit SAT circuits, and achieve a faster algorithm in

each inductive stage. At the same time, there is a sense in which the

above proof relativizes. Let 𝐴 : {0, 1}★ → {0, 1} be an arbitrary ora-

cle, and recall that an 𝐴-oracle circuit is a Boolean circuit equipped

with the usual gates, along with copies of 𝐴𝑘 : {0, 1}𝑘 → {0, 1},
where 𝐴𝑘 is the restriction of 𝐴 to 𝑘-bit inputs. (Note that because

of the unbounded fan-in of the 𝐴𝑘 gates, the size of an 𝐴-oracle

circuit is defined to be the number of wires, instead of gates.) Given
a nontrivially-sized 𝐴-oracle circuit family for solving Large Cir-

cuit SAT on 𝐴-oracle circuits, the same argument above can be

used to derive a smaller 𝐴-oracle circuit family for Circuit SAT on

𝐴-oracle circuits of subexponential size.

Theorem 3.3. Let 𝛼, 𝛽 > 0 with 𝛼 ≤ 𝛽 . Suppose Circuit SAT

on 2
𝛼𝑛+𝑜 (𝑛) -size 𝐴-oracle circuits can be decided by an 𝐴-oracle

circuit family of 2𝛽𝑛+𝑜 (𝑛) size (respectively, an 𝐴-oracle multitape
TM running in 2

𝛽𝑛+𝑜 (𝑛) time). Then Circuit SAT on 2
𝑜 (𝑛) -size 𝐴-

oracle circuits can be decided by an 𝐴-oracle family of 2(𝛽−𝛼 )𝑛+𝑜 (𝑛)

size (respectively, an𝐴-oracle multitape TM running in 2(𝛽−𝛼 )𝑛+𝑜 (𝑛)

time).

It is crucial in our proof that the same oracle 𝐴 appears in both

the instances of Circuit SAT and the algorithmic model solving

Circuit SAT: Theorem 1.9 shows that lower bounds such as NP ≠

NC1
would follow if we could strengthen self-improvement so

that the algorithm can use a stronger oracle than the Circuit SAT

instance.

Furthermore, the proof of Theorem 1.1 works with minor mod-

ifications for #Circuit SAT, where we wish to count the number
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of SAT assignments to a given circuit, as well as Q-Circuit SAT,

the quantified version of Circuit SAT, where we are given a fully-

quantified sentence of the form

(𝑄1 𝑥1) · · · (𝑄𝑛 𝑥𝑛) [𝐶 (𝑥1, . . . , 𝑥𝑛)],
where each 𝑄𝑖 ∈ {∃,∀}, 𝐶 is a circuit, and we wish to decide if the

sentence is true or false.

Reminder of Theorem 1.5. Theorem 1.1 holds for #Circuit SAT

and Q-Circuit SAT in place of Circuit SAT.

Proof. (Sketch) We describe how to modify the proof of Theo-

rem 1.1 to accommodate #Circuit SAT and Q-Circuit SAT.

For Q-Circuit SAT, instead of computing an OR of 2
𝑚′

copies

in the base case over all𝑚′
-bit partial assignments, we compute

an appropriate Boolean formula of 2
𝑚′

copies, according to the

quantifier types of the 𝑚′
variables (existential variables get an

OR, universal variables get an AND). The remainder of the proof is

essentially unchanged: as long as our variable splitting and subse-

quent calls respect the quantifier order of the variables, the rest of

the argument goes through.

For #Circuit SAT, instead of computing an OR of 2
𝑚′

copies in

the base case, we instead use a circuit Count which takes 𝑁 = 2
𝑚′

bits of input (one for each of the𝑚′
-bit partial assignments), and

outputs the 𝑂 (log𝑁 )-bit count of the number of ones in the input.

It is well-known that such a circuit Count can be implemented in

𝑂 (𝑁 ) size, and the construction is uniform (see for example [28]).

This yields a circuit 𝐷 which has 𝑚 inputs, 2
𝑚′+𝑜 (𝑚′ )

size, and

𝑡 = 𝑂 (𝑚′) outputs. Let the 𝑡 output bits be numbered𝑂𝑡−1, . . . ,𝑂0,

so that 𝑂𝑡−1 is the high-order bit of Count, 𝑂0 is the low-order

bit, and so on. Define 𝐷𝑖 to be the subcircuit of 𝐷 with only one

output gate 𝑂𝑖 . Then the overall #SAT count of 𝐶 can be recovered

by computing the sum

𝑡−1∑︁
𝑖=0

2
𝑖 · #Circuit SAT(𝐷𝑖 ), (1)

which can be done in poly(𝑚′) ≤ poly(𝑛) time, given the vari-

ous #Circuit SAT(𝐷𝑖 ). This extra calculation only multiplies the

overall running time by poly(𝑛) ≤ 2
𝑜 (𝑛)

.

To see why (1) is correct, think of the 𝑡-bit output of the circuit

𝐷 as an integer in {0, 1, . . . , 2𝑡 − 1}, where 𝐷𝑖 outputs the 𝑖-th bit

of this integer. We observe:

#Circuit SAT(𝐶) =
∑︁

𝑎∈{0,1}𝑚
𝐷 (𝑎) (by definition of 𝐷)

=
∑︁

𝑎∈{0,1}𝑚

(
𝑡−1∑︁
𝑖=0

2
𝑖 · 𝐷𝑖 (𝑎)

)
(by definition of the circuits 𝐷𝑖 )

=

𝑡−1∑︁
𝑖=0

2
𝑖 · ©«

∑︁
𝑎∈{0,1}𝑚

𝐷𝑖 (𝑎)ª®¬
=

𝑡−1∑︁
𝑖=0

2
𝑖 · #Circuit SAT(𝐷𝑖 ) .

In the inductive step, the circuit 𝐷 takes in a partial assignment

𝑥 of𝑚 bits, plugs 𝑥 into the circuit 𝐶 , then calls an algorithm for

#Circuit SAT on the reduced circuit, which then outputs a binary

count of the number of satisfying assignments. As in the previous

paragraph, we can break 𝐷 into 𝑡 = 𝑂 (𝑛) subcircuits 𝐷𝑡−1, . . . , 𝐷0

where 𝐷𝑖 outputs the 𝑖-th bit of the binary count. Calling the origi-

nal assumed #Circuit SAT algorithm on each 𝐷𝑖 (𝑥) which has𝑚

inputs, we can determine the overall #SAT count using the formula

(1). Again, this only multiplies the overall running time by poly(𝑛)
overhead, and computes the exact number of SAT assignments. □

An Equivalence. We now turn to proving an equivalence between

solving 𝜀-Large Circuit SAT for some 𝜀 > 0 and solving 𝑐-Large

Circuit SAT for every 𝑐 ≥ 0, as mentioned in the Introduction.

Reminder of Theorem 1.4. The following are equivalent:
(1) There is an 𝜀 ∈ (0, 1) such that 𝜀-Large Circuit SAT is in

𝑁 1+𝑜 (1) time.
(2) For every 𝛼 > 0 (including arbitrarily large 𝛼), 𝛼-Large

Circuit SAT is in 𝑁 1+𝑜 (1) time.

Proof. Clearly (2) implies (1). We prove that (1) implies (2).

Assume Circuit SAT on 𝑁 size and 𝜀 log(𝑁 ) inputs is in 𝑁 1+𝑜 (1)

time for some 𝜀 > 0. For every parameter 𝛼 > 0, we want to solve

Circuit SAT on 𝑁 size with 𝛼 log(𝑁 ) inputs. There are two cases:

Suppose 𝛼 ≤ 𝜀. Then given a circuit 𝐶 of 𝑁 size and 𝛼 log(𝑁 )
inputs, simply add (𝜀 −𝛼) log(𝑁 ) extra “dummy” inputs that do not

connect to the rest of 𝐶 . We obtain a circuit 𝐶′
of size 𝑂 (𝑁 ) with

𝜀 log(𝑁 ) inputs, and Circuit SAT for 𝐶′
can be solved in 𝑁 1+𝑜 (1)

time.

If 𝛼 > 𝜀, then let 𝑡 be the smallest integer such that 𝛼 ≤ 𝑡𝜀. Add
“dummy” inputs to the circuit 𝐶 so that 𝐶 has exactly 𝑡𝜀 log(𝑁 )
inputs, and split the inputs of 𝐶 into 𝑡 parts of 𝜀 log(𝑁 ) variables
each.

Set 𝐶0 := 𝐶 . We will show that for all 𝑖 = 0, . . . , 𝑡 − 1, we can

replace our given circuit 𝐶𝑖 of size 𝑁
1+𝑜 (1)

and (𝑡 − 𝑖)𝜀 log(𝑁 )
inputs with an equi-satisfiable circuit 𝐶𝑖+1 that has size 𝑁 1+𝑜 (1)

and (𝑡 − (𝑖 + 1))𝜀 log(𝑁 ) inputs. Given the circuit 𝐶𝑖 with (𝑡 −
𝑖)𝜀 log(𝑁 ) inputs, the circuit 𝐶𝑖+1 will first evaluate 𝐶𝑖 on its first

(𝑡 − (𝑖 + 1))𝜀 log(𝑁 ) inputs, leaving the last 𝜀 log(𝑁 ) inputs free.
The resulting circuit description of size 𝑁 1+𝑜 (1)

is then fed to the

Circuit SAT algorithm for size 𝑁 and 𝜀 log(𝑁 ) inputs, which runs

in𝑁 1+𝑜 (1)
time. Converting all the above to circuitry yields a circuit

𝐶𝑖+1 of (𝑡 − (𝑖 + 1))𝜀 log(𝑁 ) inputs and (𝑁 1+𝑜 (1) )1+𝑜 (1) = 𝑁 1+𝑜 (1)

size which is equi-satisfiable with 𝐶𝑖 .

As the final circuit 𝐶𝑡 has no inputs and is equi-satisfiable to

𝐶0 = 𝐶 , we obtain an 𝑁 1+𝑜 (1)
time algorithm for determining

satisfiability of 𝐶 . □

In fact, the equivalence can be strengthened even further, to

extensions of satisifability that correspond to constant levels of

the polynomial hierarchy. We naturally define Σ𝑘 𝜀-Large Circuit
SAT to be the restriction of Q-Circuit SAT to circuits with 𝑁 size,

𝜀 log(𝑁 ) variables (all quantified), such that it is a “Σ𝑘 -SAT” in-
stance: namely, the variables can be partitioned into 𝑘 contiguous

blocks, where the first block contains only existentially quantified

variables, and for 𝑖 = 2, . . . , 𝑘 , block 𝑖 contains only universally

quantified variables if 𝑖 is even, and existentially quantified vari-

ables if 𝑖 is odd. Observe that Σ1 𝜀-Large Circuit SAT is equivalent

to 𝜀-Large Circuit SAT, and Σ𝑘 𝛼-Large Circuit SAT corresponds
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to a polynomial-time solvable version of the Σ𝑘P-complete problem

Σ𝑘 -SAT [9].

Theorem 3.4 (Extension of Theorem 1.4). The following are
equivalent:

(1) There is an 𝜀 ∈ (0, 1) such that 𝜀-Large Circuit SAT is in
𝑁 1+𝑜 (1) time.

(2) For every 𝛼 > 0 (including arbitrarily large 𝛼), 𝛼-Large
Circuit SAT is in 𝑁 1+𝑜 (1) time.

(3) For every 𝑘 ≥ 1 and every 𝛼 > 0, Σ𝑘 𝛼-Large Circuit SAT

is in 𝑁 1+𝑜 (1) time.

Proof. (1) ⇐⇒ (2) follows from Theorem 1.4. (3) implies (2)

by setting 𝑘 = 1.

We prove that (2) implies (3). Given an instance𝐶 of the problem

Σ𝑘Circuit SAT with 𝛼 log(𝑁 ) variables and a circuit predicate of

size 𝑁 , first split the variables into ⌈𝑐/𝛼⌉ parts of at most 𝛼 log(𝑁 )
variables each. Next, split every 𝛼 log(𝑁 )-variable part that con-
tains both existential and universal variables (“straddling” multiple

quantifier blocks) into smaller parts which only contain variables of

the same quantifier type (either all-existential, or all-universal). As

there are only 𝑘 total quantifier blocks, this extra splitting creates

at most 𝑘 − 1more parts. Thus the total number of parts ℓ is at most

𝑘 + ⌈𝑐/𝛼⌉, each part has variables of exactly one quantifier type,

and each part has at most 𝛼 log(𝑁 ) variables.
Let 𝐶0 := 𝐶 . Applying an analogous argument as in the proof of

Theorem 1.4, given a circuit 𝐶𝑖 of size 𝑁
1+𝑜 (1)

with ℓ − 𝑖 variable
parts, in 𝑁 1+𝑜 (1)

time we can obtain an equivalent circuit 𝐶𝑖+1 of
size 𝑁 1+𝑜 (1)

with ℓ − (𝑖 + 1) variable parts, starting by removing

the part that is last in quantification order, and ending with the part

that is first in quantification order. Repeating for ℓ − 1 times, we

reduce the Σ𝑘Circuit SAT problem to satisfiability on a circuit of

size 𝑁 1+𝑜 (1)
with 𝛼 log(𝑁 ) variables, which can be determined in

𝑁 1+𝑜 (1)
time by assumption. The only remaining issue is how to

handle those parts with universally quantified variables. Recalling

that

(∀𝑥1, . . . , 𝑥𝑡 ) [𝐶 (𝑥1, . . . , 𝑥𝑡 )] ⇐⇒ ¬(∃𝑥1, . . . , 𝑥𝑡 ) [¬𝐶 (𝑥1, . . . , 𝑥𝑡 )],
we can decide (∀𝑥1, . . . , 𝑥𝑡 ) [𝐶 (𝑥1, . . . , 𝑥𝑡 )] by calling

Circuit SAT(¬𝐶)
and flipping the bit of the answer. This amounts to feeding the

description of¬𝐶𝑖 (rather than𝐶𝑖 ) into our circuit𝐶𝑖+1, and flipping
the output of theCircuit SAT algorithm implemented in𝐶𝑖+1. This
completes the proof. □

To conclude the discussion, we establish some simple conse-

quences of Theorem 1.1.

Reminder of Corollary 1.2. ETH implies that, for every 𝜀 > 0,
𝜀-Large Circuit SAT is not solvable in 𝑁 1+𝑜 (1) time.

Proof. We prove the contrapositive. Given an instance of Large

Circuit SAT with 𝜀 log(𝑁 ) inputs and 𝑁 size, let 𝑛 = 𝜀 log(𝑁 ), so
that the circuit size is 𝑁 = 2

𝜀𝑛
. Assuming there is an algorithm

running in 𝑁 1+𝑜 (1) = 2
𝜀𝑛+𝑜 (𝑛)

time, setting 𝛼 = 𝛽 = 𝜀, Theorem 1.1

implies that for every 𝜀′ > 0, Circuit SAT on 2
𝑜 (𝑛)

-size circuits

can be solved in 2
𝜀′𝑛

time. This contradicts (a very weak form of)

ETH. □

Reminder of Corollary 1.3. Assume for all 𝜀 > 0, Circuit SAT

on 2𝑜 (𝑛) -size circuits cannot be solved in 2(1−𝜀 )𝑛 time. Then for every
𝛼 ≥ 0 and every 𝜀 > 0, Circuit SAT on 2𝛼𝑛+𝑜 (𝑛) -size circuits cannot
be solved in time 2𝛼𝑛+(1−𝜀 )𝑛+𝑜 (𝑛) .

Proof. Again we prove the contrapositive. Suppose there is an

𝛼, 𝜀 > 0 such that Circuit SAT on 2
𝛼𝑛+𝑜 (𝑛)

-size circuits has an

2
𝛼𝑛+(1−𝜀 )𝑛+𝑜 (𝑛)

-time algorithm. Setting 𝛽 := 𝛼 +1−𝜀, Theorem 1.1

implies that for every 𝜀′ > 0, Circuit SAT on 2
𝑜 (𝑛)

-size circuits

has an 2
(1−𝜀 )𝑛+𝜀′𝑛+𝑜 (𝑛)

time algorithm. □

4 A PARAMETERIZED COMPLEXITY
COUNTERPART

Here, we prove Theorem 1.7 from the Introduction. Although the

high-level idea of the circuit constructions in this section is similar

to that for other self-improvement results in the paper, the analysis

and parameter settings turn out to be quite different. For simplicity,

we will phrase the results in terms of circuits for Circuit SAT, but

(as in other sections) the results hold for any algorithmic model for

which time 𝑇 algorithms can be simulated by size 𝑇 1+𝑜 (1)
circuits.

Following the notation of parameterized complexity, in the follow-

ing we let 𝑘 be the number of input variables to a circuit, and let 𝑛

be the circuit size.

We start with a lemma showing how to compose two param-

eterized circuit families for Circuit SAT to obtain a new circuit

family:

Lemma 4.1. Suppose there are 𝑎, 𝑐 > 0 and𝑏, 𝑑 > 1 such that for all
𝑛, 𝑘 ∈ N, there is a𝑂 (2𝑎𝑘+𝑛𝑏 )-size circuit𝐴𝑛,𝑘 and a𝑂 (2𝑐𝑘+𝑛𝑑 )-size
circuit 𝐵𝑛,𝑘 , both solving Circuit SAT on instances with 𝑛 size and
𝑘 variables. Then there is a circuit family 𝐴′

𝑛,𝑘
solving Circuit SAT

(with 𝑛 size and 𝑘 variables) having size𝑂 (2𝑎′ ·𝑘 +𝑛𝑏′ ) for 𝑎′ = 𝑎𝑑𝑐
𝑎𝑑+𝑐

and 𝑏′ = 𝑏𝑑 .

Proof. Our overall approach is similar to the proof of Theo-

rem 1.1: split the set of 𝑘 inputs into two parts, call the Circuit SAT

circuit 𝐴𝑛,𝑘 on one part forming a new circuit, and call the circuit

𝐵𝑛,𝑘 for Circuit SAT on the new circuit obtained.

Let 𝜌 ∈ (0, 1) be a parameter to be set later. Given a circuit

𝐶 (𝑥,𝑦) of size 𝑛 (represented in 𝑂 (𝑛 log𝑛) bits) with 𝜌𝑘 inputs 𝑥

and (1 − 𝜌)𝑘 inputs 𝑦, we construct a new circuit 𝐶′
defined as

follows:

𝐶′ (𝑦) := 𝐴𝑛,𝜌𝑘 (𝐶 (𝑥,𝑦)).
That is,𝐶′

has (1− 𝜌)𝑘 free inputs of𝐶 ; for any such assignment to

those inputs, 𝐶′
calls 𝐴𝑛,𝜌𝑘 on the resulting circuit of size at most

𝑛 with 𝜌𝑘 inputs. By assumption, the size of the new circuit 𝐶′
is

|𝐶′ | ≤ 𝑂 (𝑛 log𝑛 + 2
𝑎𝜌𝑘 + 𝑛𝑏 ) .

Note that 𝐶′
is satisfiable if and only if 𝐶 is satisfiable. To solve

satisfiability for 𝐶′
, we can call 𝐵𝑛′,(1−𝜌 )𝑘 on 𝐶′

, where 𝑛′ is the
size of𝐶′

. The resulting composition of𝐴𝑛,𝜌𝑘 and 𝐵𝑛′,(1−𝜌 )𝑘 yields

a circuit for satisfiability of 𝑛-size 𝑘-input circuits, which has size

𝑂 (2𝑐 (1−𝜌 )𝑘 + (𝑛 · poly(log𝑛) + 2
𝑎𝜌𝑘 + 𝑛𝑏 )𝑑 )

≤ 𝑂 (2𝑐 (1−𝜌 )𝑘 + 2
𝑎𝑑𝜌𝑘 + 𝑛𝑏𝑑 ).
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To minimize the dependence on 𝑘 , we set 𝜌 = 𝑐
𝑎𝑑+𝑐 . The size is then

𝑂 (2𝑎′𝑘 + 𝑛𝑏′ ), where 𝑎′ = 𝑎𝑑𝑐
𝑎𝑑+𝑐 and 𝑏′ = 𝑏𝑑 . □

A key observation is that, when 𝑎 = 𝑐 in the above, the new

exponent 𝑎′ = 𝑎 · 𝑑
𝑑+1 < 𝑎. Indeed, this (strict) inequality is true for

any 𝑎 ≥ 𝑐 . Therefore, applying a Circuit SAT circuit family of size

2
𝑎𝑘 + 𝑛𝑏 to itself in lemma 4.1 yields a decrease in the exponent

with respect to 𝑘 . We will exploit this fact.

Let us begin with a simpler statement which is easier to prove,

but still conveys the main idea:

Theorem 4.2 (Theorem 1.7, Simplified). There is a 𝑐 > 1 such
that Circuit SAT has circuits of size 𝑂 (𝑐𝑘 ) + 𝑛1+𝑜 (1) , if and only if
for every 𝑐 > 1, Circuit SAT has circuits of size 𝑂 (𝑐𝑘 ) + 𝑛1+𝑜 (1) .

Proof. One direction is immediate: the statement with a univer-

sal quantifier on 𝑐 clearly implies the statement with an existential

quantifier on 𝑐 . For the other direction, assume we start with cir-

cuits of 𝑂 (2𝑎𝑘 ) + 𝑛1+𝑜 (1) size for Circuit SAT for some constant

𝑎 ≥ 1. For a large constant 𝑡 , we will apply Lemma 4.1 for 𝑡 times to

these circuits. In particular, we start by using the assumed circuits

in place of 𝐴𝑛,𝜌𝑘 , and in place of 𝐵𝑛′,(1−𝜌 )𝑘 in Lemma 4.1. In each

subsequent application of Lemma 4.1, we take the Circuit SAT

circuits obtained from the previous application, and again apply

those circuits twice in Lemma 4.1 to form new circuits (we use

the ciircuits from the previous application as circuit 𝐴𝑛,𝜌𝑘 , and as

circuit 𝐵𝑛′,(1−𝜌 )𝑘 ). Since in our case we always have 𝑏 = 1 + 𝑜 (1)
and 𝑑 = 1 + 𝑜 (1), when we apply circuits of size 𝑂 (2𝑐𝑘 ) + 𝑛1+𝑜 (1)
to circuits of size𝑂 (2𝑎𝑘 ) +𝑛1+𝑜 (1) in Lemma 4.1, we obtain circuits

of size

2
𝑎′𝑘+𝑜 (𝑘 ) + 𝑛1+𝑜 (1) ,

where 𝑎′ = 𝑎𝑐/(𝑎 +𝑐). (Here we are using the fact that 𝑛 (1+𝑜 (1) )2 ≤
𝑛1+𝑜 (1) .) Since we are always applying the same Circuit SAT cir-

cuit twice to obtain the next circuit, we also have 𝑎 = 𝑐 . Therefore

after one application of Lemma 4.1, we have

𝑎′ = 𝑎2/(2𝑎) = 𝑎/2,
square-rooting the exponential dependence on the number of vari-

ables 𝑘 . After 𝑡 applications, it follows by induction that the circuit

size is at most 2
𝑎𝑘/2𝑡+𝑜 (𝑘 ) + 𝑛1+𝑜 (1) . Therefore we can set 𝑡 to be

an arbitrarily large constant, and obtain circuits of 2
𝛼𝑘 + 𝑛1+𝑜 (1)

size for Circuit SAT, for any desired 𝛼 > 0. □

Now we move to the version of Theorem 1.7 presented in the

introduction, in which a slightly super-linear dependence on 𝑛 is

allowed; the proof turns out to be more delicate.

Theorem 4.3 (Theorem 1.7, Rephrased in terms of circuits).

There is a 𝑐 > 1 such that for all 𝜀 > 0,Circuit SAT has𝑂 (𝑐𝑘+𝑛1+𝜀 )-
size circuits, if and only if for every 𝑐 > 1 and 𝜀 > 0, Circuit SAT

has 𝑂 (𝑐𝑘 + 𝑛1+𝜀 )-size circuits.

Proof. One direction is immediate: the statement with a univer-

sal quantifier on 𝑐 clearly implies the statement with an existential

quantifier on 𝑐 . For the other direction, we show:

If there is an 𝑎 ≥ 1 so that for all 𝑘, 𝑛 there are circuits

𝐴𝑛,𝑘 solving Circuit SAT (on instances with 𝑘 inputs

and 𝑛 size) of size𝑂 (2𝑎𝑘 +𝑛1+𝜀 ) for all 𝜀 > 0, then for

all 𝛼, 𝛽 > 0 there are𝑂 (2𝛼𝑘 + 𝑛1+𝛽 )-size circuits 𝐴′
𝑛,𝑘

solving Circuit SAT (on 𝑘 inputs and 𝑛 size).

Let 𝛼, 𝛽 > 0 be arbitrarily small, and let 𝑎 ≥ 1 be given. Let 𝑏 = 1+𝜀
for an arbitrarily small 𝜀 > 0 that we will set later, so that our

assumed Circuit SAT circuits have size 𝑂 (2𝛼𝑘 + 𝑛𝑏 ).
Let 𝑡 ≥ 1 be an integer parameter. Following the proof of

Theorem 4.2, we apply Lemma 4.1 for 𝑡 times to our assumed

Circuit SAT circuit, where each time we use the Circuit SAT

circuits previously obtained twice: as the circuit 𝐴𝑛,𝑘 and as the

circuit 𝐵𝑛,𝑘 .

Let us analyze the effect of these Lemma 4.1 applications on the

exponent pairs 𝑎, 𝑏. At the start, we have 𝑎1 = 𝑎 and 𝑏1 = 𝑏. After

the (𝑖 + 1)-th application of Lemma 4.1, we obtain circuits of size

𝑂 (2𝑎𝑖+1 ·𝑘 + 𝑛𝑏𝑖+1 ), where

𝑎𝑖+1 =
(𝑎𝑖 )2 · 𝑏𝑖
𝑎𝑖 · 𝑏𝑖 + 𝑎𝑖

= 𝑎𝑖 ·
𝑏𝑖

1 + 𝑏𝑖
,

and

𝑏𝑖+1 = (𝑏𝑖 )2 .
Inductively, we obtain 𝑏𝑖+1 = 𝑏2

𝑖
and

𝑎𝑖+1 = 𝑎 ·
𝑖−1∏
𝑗=0

(
𝑏2

𝑗

1 + 𝑏2𝑗

)
.

Recall that 𝑏 = 1 + 𝜀. We want to show that 𝜀 > 0 and 𝑡 ≥ 1 can be

set in such a way that two inequalities hold simultaneously:

𝑏𝑡+1 = (1 + 𝜀)2
𝑡

≤ 1 + 𝛽, (2)

and

𝑎𝑡+1 = 𝑎 ·
𝑡−1∏
𝑗=0

(
𝑏2

𝑗

1 + 𝑏2𝑗

)
≤ 𝛼. (3)

For now, let us suppose that after the parameter 𝑡 is determined,

𝜀 > 0 is always set small enough that (1 + 𝜀)2𝑡 = 1 + 𝛽 , satisfying
inequality (2). That is, we think of 𝜀 as a function of 𝑡 : whatever 𝑡

is set to, 𝜀 will be set accordingly. Now we can focus on satisfying

inequality (3). First, we rewrite (3) so that it reads:

𝑎𝑡+1 = 𝑎 ·
𝑡−1∏
𝑗=0

(
1 − 1

1 + 𝑏2𝑗
)
≤ 𝛼.

Consider applying the inequality 1 − 𝑥 ≤ 𝑒−𝑥 (for 𝑥 ≥ 0) to each

term of the above product. Inequality (3) would then be satisfied, if

the following inequality is true:

𝑎 · 𝑒
−∑𝑡−1

𝑗=0
1

1+𝑏2𝑗 ≤ 𝛼. (4)

Focusing on the exponent in inequality (4), we see that

𝑡−1∑︁
𝑗=0

1

1 + 𝑏2𝑗
≥ 𝑡

1 + 𝑏2𝑡
=

𝑡

1 + (1 + 𝜀)2𝑡
,

since each of the 𝑡 terms is lower bounded by 1/(1 + (1 + 𝜀)2𝑡 ).
Recall that we have resolved to set 𝜀 > 0 so that (1 + 𝜀)2𝑡 = 1 + 𝛽 .
Therefore, if 𝑡 is set so that

𝑎 · 𝑒−
𝑡

2+𝛽 ≤ 𝛼, (5)
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we would satisfy inequality (4), and thereby inequality (3). But

inequality (5) is true as long as

𝑡 ≥ (2 + 𝛽) ln(𝑎/𝛼).

Recall that 𝑎, 𝛼, 𝛽 were all fixed constants. Therefore, by setting 𝑡

large enough, and then setting 𝜀 > 0 small enough that (1 + 𝜀)2𝑡 =

1 + 𝛽 , we have obtained a circuit family of size 𝑂 (2𝛼𝑘 + 𝑛1+𝛽 ). □

One can also derive analogous “parameterized self-improvement”

theorems for #Circuit SAT and Q-Circuit SAT; we omit the de-

tails, but they can be interpolated from the other proofs in this

paper.

5 OPEN PROBLEMS
We conclude with a few intriguing open problems.

Could self-improvement go all the way down to P = NP? Is
it possible that (say) linear-time SAT algorithms for exponential-size

circuits might imply polynomial-time algorithms for polynomial-

size circuits, concluding P = NP? There seem to be bottlenecks in

the current argument that prevent us from going significantly below

subexponential time, but they could possibly be circumvented with

a little cleverness. Could self-improvement be strengthened in the

non-uniform case to conclude NP ⊂ P/poly?
Could self-improvement-style results hold for other com-

binatorial problems, besides just circuit-based ones? On the

face of it, it seems crucial in our self-improvement results that the

algorithm solving the problem can be modeled extremely efficiently,

within an instance of the problem. But given the ubiquity of com-

plete problems for NP, PSPACE, and so on, it seems possible that

self-improvement phenomena could arise in many domains. To give

one example of where something like self-improvement may arise

in graph algorithms, an insightful paper of Or Zamir [70] uses the

container method to show (among other results) that if maximum

independent set (MIS) can be solved in 𝑐𝑛 time on 𝑛-node graphs for

some 𝑐 > 1, then it can be solved even faster on 𝑑-regular graphs, in

𝑐𝑛/2+𝑜𝑑 (𝑛) time. It follows from this reduction that, if there were a

fine-grained reduction (running in subexponential time, preserving

the parameter 𝑛) from the general case of MIS to the 𝑑-regular case

for large enough constant 𝑑 , then ETH would be false: we could

repeatedly alternate between the hypothetical fine-grained reduc-

tion and Zamir’s reduction, reducing the running time exponent

for MIS to be as small as we liked.

Can the uniform SYM◦SYM circuit lower bounds be further
improved? In principle, some fast matrix multiplication algorithms

can be implemented in TC0
[51] so one might hope to reduce the

complexity of the hard function further in our lower bound. There

may also be a way to improve the degree of the polynomial in

the lower bound, by applying self-improvement. Finally, it seems

plausible that our lower bound might be extended to prove that,

for every 𝑑 , there is a 𝑐𝑑 > 1 such that Circuit Eval does not have

depth-𝑑 SYM circuits of 𝑂 (𝑛𝑐𝑑 ) gates.
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