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Abstract—The k multiplicative and k additive compounds
of a matrix play an important role in geometry, multi-linear
algebra, the asymptotic analysis of nonlinear dynamical systems,
and in bounding the Hausdorff dimension of fractal sets. These
compounds are defined for integer values of k. Here, we introduce
generalizations called the α multiplicative and α additive com-
pounds of a square matrix, with α real. We study the properties
of these new compounds and demonstrate an application in the
context of the Douady and Oesterlé Theorem. This leads to a
generalization of contracting systems to α contracting systems,
with α real. Roughly speaking, the dynamics of such systems
contracts any set with Hausdorff dimension larger than α.
For α = 1 they reduce to standard contracting systems.

Index Terms—Multiplicative compound matrix, additive com-
pound matrix, fractal sets, contraction theory, nonlinear systems.

I. INTRODUCTION

Consider a matrix A ∈ Cn×m, and fix an integer k ∈
{1, . . . ,min{m,n}}. The k multiplicative compound matrix
of A, denoted A(k), is the

(
n
k

)
×
(
m
k

)
matrix that includes all

the minors of order k of A organized in a lexicographic order.
For example, if n = 3, m = 2, and k = 2, then A(2) ∈ R3×1

and is given by

A(2) =

A({1, 2}|{1, 2})
A({1, 3}|{1, 2})
A({2, 3}|{1, 2})

 ,
where A(α|β) denotes the minor of A obtained by taking the
rows indexed by α and the columns indexed by β. Note that
this implies that A(1) = A, and if m = n then A(n) = det(A).

The Cauchy-Binet formula [9] asserts that for any A ∈
Cn×m, B ∈ Cm×r, and any k ∈ {1, . . . ,min{n,m, r}},

(AB)(k) = A(k)B(k). (1)

This justifies the term multiplicative compound. For example,
if A,B are n× n then (1) with k = n reduces to the familiar
formula det(AB) = det(A) det(B).
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When n = m, i.e. A is a square matrix, the k additive
compound matrix of A is defined by

A[k] :=
d

dε
(I + εA)(k)|ε=0. (2)

This implies that

(I + εA)(k) = I + εA[k] + o(ε), (3)

i.e. A[k] is the first-order term in the Taylor series of (I +
εA)(k). For example, if A ∈ Cn×n is diagonal, denoted A =
diag(λ1, . . . , λn), and k = 2 then

(I + εA)(2)

= (diag(1 + ελ1, . . . , 1 + ελn))(2)

= diag((1 + ελ1)(1 + ελ2), . . . , (1 + ελn−1)(1 + ελn))

= I + ε diag(λ1 + λ2, . . . , λn−1 + λn) + o(ε),

so
A[2] = diag(λ1 + λ2, . . . , λn−1 + λn).

Note that every eigenvalue of A[2] is the sum of two eigen-
values of A.

It can be shown [32] that (1) and (3) imply that

(A+B)[k] = A[k] +B[k], (4)

for any A,B ∈ Cn×n. This justifies the term additive com-
pound.

Compound matrices have found numerous applications in
multi-linear algebra, geometry, and dynamical systems theory.
We quickly review some examples.

The exterior product (or wedge product) of vectors general-
izes the notions of unsigned area [volume] in dimension 2 [3]
to an arbitrary dimension k [52]. For k vectors u1, . . . , uk ∈
Rn, with k ≤ n, the wedge product, denoted u1 ∧ · · · ∧ uk
or ∧ki=1u

i, can be defined using the k multiplicative compound
as

ui :=
[
u1 u2 . . . uk

](k)
. (5)

Note that this has dimensions
(
n
k

)
×
(
k
k

)
=
(
n
k

)
× 1, i.e. it

is a vector in R(nk). The magnitude of u1 ∧ · · · ∧ uk, i.e.,
|u1 ∧ · · · ∧ uk|, can be interpreted as the hyper volume of
the k-dimensional parallelotope with edges u1, . . . , uk. For
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example, if a, b ∈ R3 then

a ∧ b =
[
a b

](2)
=

a1 b1
a2 b2
a3 b3

(2)

=

a1b2 − b1a2

a1b3 − b1a3

a2b3 − b2a3

 ,
and the entries here are (up to a sign change) the entries of the
cross product a× b. Recall that the magnitude of a× b can be
interpreted as the positive area of the parallelogram having a
and b as sides.

Recall that A ∈ Rn×m is called totally non-negative
[totally positive] if all its minors are non-negative [posi-
tive]. These matrices have found numerous applications [9],
[34]. Clearly, A ∈ Rn×m is totally non-negative [totally
positive] if and only if the multiplicative compound matri-
ces A(1), A(2), . . . , A(min{n,m}) all have non-negative [pos-
itive] entries. Thus, every A(i) can be analyzed using the
Perron-Frobenius theory of matrices with non-negative en-
tries [15]. This simple fact has important applications in the
analysis of totally non-negative matrices (see, e.g., [11], [2]).

We now describe some applications of compound matrices
in dynamical systems theory. In this context, the relevant case
is square matrices. Suppose that X(t) is the solution of the
linear matrix differential equation

d

dt
X(t) = A(t)X(t), X(t0) = X0, (6)

with A : R→ Rn×n continuous. Then
d

dt
X(k)(t) = A[k](t)X(k)(t), X(k)(t0) = (X0)(k), (7)

for any k ∈ {1, . . . , n}. In other words, all the k minors of X ,
stacked in the matrix X(k), also follow a linear dynamics, with
the matrix A[k] (see, e.g., [32]). Note that if A is time-invariant
and t0 = 0 then the solution of (6) is X(t) = exp(At)X0

so (X(t))(k) = (exp(At))(k)(X0)(k) and combining this
with (7) gives

(exp(At))(k) = exp(A[k]t), for all t ∈ R. (8)

Eq. (7) has important applications in the analysis of time-
varying nonlinear dynamical systems in the form

ẋ(t) = f(t, x(t)), (9)

where f : R×Rn → Rn is C1. Indeed, let x(t, a) denote the
solution at time t ≥ 0 of (9) with x(0) = a, and let

Jf (t, x) :=
∂

∂x
f(t, x) (10)

denote the Jacobian of the vector field f . Then the variational
equation associated with (9) along the trajectory x(t, a) is

ẏ(t) = Jf (t, x(t, a))y(t). (11)

Analysis of this linear time-varying equation plays an impor-
tant role in the asymptotic analysis of (9). Combining this
with (7) has far-reaching applications in the theory of nonlin-
ear dynamical systems [32]. Recent applications include:

• totally positive differential systems [41], [30], that is,
systems where the transition matrix corresponding to the
variational equation (11) is TP (see also [6]);

• k-cooperative dynamical systems [49], that is, systems
where J [k]

f is a Metzler matrix;
• k-order contracting systems [53], that is, systems

where J [k]
f is infinitesimally contracting;

• the notion of a discrete-time k-diagonally stable dy-
namical system, that is, a system of the form x(k +
1) = Ax(k), and there exists a positive-definite diagonal
matrix D, such that (A(k))TDA(k) − D is negative-
definite [54].

Since the k multiplicative compound is based on collecting
all the k × k minors of a matrix, it is naturally defined only
for integer values of k.

Here, we introduce a generalization of the k multiplicative
and k additive compound of a square matrix, called the α mul-
tiplicative compound and α additive compound, where α ≥ 1
is a real number. For k < α < k + 1 the α compounds may
be interpreted as a weighted interpolation of the k and k + 1
compounds. When α is an integer this (almost) reduces to
the standard k compounds. This generalization is motivated
by the Hausdorff dimension of a set and, in particular, the
seminal Douady and Oesterlé Theorem [8] that provides an
upper bound for the Hausdorff dimension of a set that is
negatively invariant under a C1 mapping. As an application,
we show that the α compounds can be used to provide elegant
and intuitive expressions for the basic terms that appear in this
theorem. Furthermore, this naturally leads to the new notion
of α contracting systems, with α real, which generalizes the
notion of k-order contracting systems with k an integer [19],
[25], [53]. We analyze the properties of α contracting systems
and demonstrate their applications. Our results show that if
an n-dimensional dynamical system contracts n-dimensional
volumes then there exists a minimal real value α∗ ∈ [1, n]
such that the system is α contracting for any α > α∗. Roughly
speaking, an α∗ contracting system contracts any set with a
Hausdorff dimension larger than α∗. This generates (in a given
metric) a continuum of contraction instead of the standard
binary view, namely, that a system is either contracting or not
contracting.

The remainder of this paper is organized as follows. The
next section reviews several known definitions and results
that will be used later on. Section III describes our main
results. These include the definitions of the α multiplicative
compound and α additive compound of a matrix, and analysis
of the properties of these compounds. Section IV describes an
application of these new notions and introduces α contracting
systems. The last section concludes and describes several
directions for future research. We focus here on the theory of
the generalized compounds and α contracting systems, leaving
applications to a sequel paper.

II. PRELIMINARIES

To make this paper more self-contained, we briefly review
several topics that are needed to define, analyze and apply
the α compounds, and α contracting systems. We begin with
reviewing the Hausdorff dimension of a set, following [44],
[35], [17].
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A. Hausdorff dimension

Let K be a set in Rn. For d, ε > 0, the d-measured volume
of ε-coverings of K is:

ζ(K, ε, d) := inf{
∑
i

rdi : there exists a countable

cover of K by balls with radii ri ≤ ε}.

Note that the covering may include balls of different sizes, but
all are bounded by ε. Note also that if K is compact then it
would suffice to use finite coverings, since every open cover
of K has a finite subcover.

By definition, ζ(K, ε, d) is non-increasing in ε. The Haus-
dorff d-measure of K is

m(K, d) := lim
ε↓0

ζ(K, ε, d),

where the limit may be infinite.
For any s > 0, we have

ζ(K, ε, d+ s) ≤ εsζ(K, ε, d),

implying that if m(K, d) <∞ then m(K, d) = 0. Thus, there
is a unique d∗ ∈ [0, n] such that m(K, d) = 0 for all d > d∗,
and m(K, d) = ∞ for all d < d∗. The Hausdorff dimension
of K is

dimH K := d∗.

Intuitively, if we try to cover a square (which is a 2D set)
by 1D balls (i.e. lines) lines then we need an infinite number
of lines, but once we try a cover with 2D balls, the number
of balls needed is finite. So, d∗ is exactly the dimension for
which the “volume” of K becomes finite.

For smooth shapes, or shapes with a small number of
“corners”, the Hausdorff dimension is an integer agreeing
with the more standard topological dimension. For example,
suppose that K is an `-dimensional cube in Rn. Intuitively
speaking, for any ε > 0 we require θ

(
(1/ε)`

)
balls of radius ε

to cover K. Hence,

ζ(K, ε, d) ≈ (1/ε)`εd. (12)

As ε ↓ 0, the right-hand side of (12) goes to ∞ if d < `, and
to zero if d > `. It is not difficult to see that using balls with
varying sizes does not change the analysis, so

dimH K = `.

However, for fractal sets (e.g. sets that contain strange
attractors of chaotic dynamical systems) the Hausdorff dimen-
sion is typically not an integer.1 In this context, the Hausdorff
dimension is useful in quantifying sets of Lebesgue measure
zero which are nevertheless “substantial”. The next example
from [51] demonstrates this.

Example 1. The Cantor set E ⊂ [0, 1] is defined inductively
as follows. Let E0 := [0, 1]. For j ≥ 1, the set Ej is
obtained by removing the open middle third in any inter-
val in Ej−1. For example, E1 = [0, 1/3] ∪ [2/3, 1], and
E2 = [0, 1/9] ∪ [2/9, 1/3] ∪ [2/3, 7/9] ∪ [8/9, 1]. Cantor’s

1In fact, one possible definition of a fractal set is: a set whose Hausdorff
dimension strictly exceeds its topological dimension [40].

set is E := ∩∞j=0Ej . Each Ej is the union of 2j intervals of
length 3−j . The topological dimension of E is thus

lim
j→∞

(2/3)j = 0.

We now determine dimH E. It can be shown [17, Ch. 3] that
it is enough to consider the cover of Ej by 2j intervals, each
of length 3−j , so for any ε > 0 sufficiently small, ζ(Ej , ε, d) =

2j3−jd. Thus, m(Ej , d) =
(

2
3d

)j
and

m(E, d) = lim
j→∞

(
2

3d

)j
.

If d > log(2)/ log(3) then m(E, d) = 0, and if d <
log(2)/ log(3) then m(E, d) = ∞. Thus, dimH E =
log(2)/ log(3) ≈ 0.631. Intuitively, this implies that the
Cantor set is less than a line, but more than a discrete set
of points. �

The next result summarizes some useful properties of dimH .

Proposition 1 ([17, Chapter 3]). The Hausdorff dimension
satisfies the following properties:

• dimH ∅ = 0;
• monotonicity: If A,B ⊆ Rn with A ⊆ B then dimH A ≤

dimH B;
• countable subadditivity: If Ai ⊆ Rn, i = 1, 2, . . . , then

dimH(∪iAi) ≤
∑
i dimH(Ai);

• If A,B ⊆ Rn are such that

inf{dist(x, y) : x ∈ A, y ∈ B} > 0

then
dimH(A ∪B) = dimH A+ dimH B.

The first three properties imply that dimH is an outer
measure, and the fourth one that it is a metric outer measure.

B. Explicit formula for A[k]

The additive compound, defined in (2), can be given explic-
itly in terms of the entries aij of A.

Proposition 2 ([41], [10]). Let A ∈ Rn×n and fix k ∈
{1, . . . , n}, 1 ≤ i1 < · · · < ik ≤ n, and 1 ≤ j1 <
· · · < jk ≤ n. The entry of A[k] corresponding to (α|β) =
(i1, . . . , ik|j1, . . . , jk) is:

•
∑k
`=1 ai`i` if i` = j` for all ` ∈ {1, . . . , k};

• (−1)`+mai`jm if all the indices in α and β coincide
except for a single index i` 6= jm; and

• 0, otherwise.

To explain this, consider for example the case k = 2.
Let B := (I + εA)(2), and let

δpq :=

{
1, if p = q,

0, otherwise.
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Fix 1 ≤ i1 < i2 ≤ n and 1 ≤ j1 < j2 ≤ n. Then

B(i1, i2|j1, j2) =bi1j1bi2j2 − bi1j2bi2j1
=(δi1j1 + εai1j1)(δi2j2 + εai2j2)

− (δi1j2 + εai1j2)(δi2j1 + εai2j1)

=c+ (δi1j1ai2j2 + δi2j2ai1j1 − δi1j2ai2j1
− δi2j1ai1j2)ε+ o(ε),

where c is a constant that does not depend on ε. Thus, (2)
gives

A[2](i1, i2|j1, j2) =δi1j1ai2j2 + δi2j2ai1j1

− δi1j2ai2j1 − δi2j1ai1j2 ,

and it is straightforward to see that this agrees with the
expression given in Prop. 2. Note that Prop. 2 implies, in
particular, that A[1] = A, and A[n] = trace(A).

C. Real power of a square non-singular matrix

We first recall the definition of the real power of a complex
number. Any complex number a ∈ C \ {0} can be written
in the polar representation a = |a| exp(jθ(a)), where j :=√
−1, |a| > 0 is the modulus of a, and θ(a) ∈ (−π, π] is the

argument of a. Then for any α ∈ R,

aα := |a|α exp(jαθ(a)). (13)

For example, for a = −5 we have (−5)α = 5α exp(jαπ).
Note that although −5 is real, (−5)α is in general a complex
(non-real) number.

Recall that any A ∈ Cn×n admits a Jordan canonical
form [1]: there exist T, J ∈ Cn×n, with T non-singular, such
that

A = T−1JT, J = diag(J1, J2, . . . , Jp), (14)

where every Ji is a Jordan block in the form

Ji =


`i 1

`i
. . .
. . . 1

`i

 ∈ Cmi×mi , (15)

with
∑p
i=1mi = n, and every `i, i = 1, . . . , p, is an

eigenvalue of A. The matrix J is unique, up to the ordering
of the blocks Ji.

Since the real power of square matrices is a particular class
of a matrix function [12], [14], it is defined according to the
general definition given in [14, Def. 1.2].

Definition 1 (Real power of a non-singular square matrix).
Consider a non-singular matrix A ∈ Cn×n, given in the
Jordan canonical form (14), and let α ∈ R. Then,

Aα := T−1JαT, (16)

where
Jα := diag(Jα1 , . . . , J

α
p ), (17)

with

Jαi :=


`αi

α`α−1
i

1! · · ·
∏mi−2

j=0 (α−j)`α−mi+1

i

(mi−1)!

`αi
. . .

...
. . . α`α−1

i

1!
`αi

 . (18)

The next result describes some of the properties of Aα.

Proposition 3 ([14, Thm. 1.13, Thm 1.15]). Let A ∈ Cn×n be
non-singular with the Jordan canonical form (14). Fix α, β ∈
R. Then

(a) the eigenvalues of Aα are `αi , i = 1, . . . , p;
(b) (AT )α = (Aα)T ;
(c) (XAX−1)α = XAαX−1, for any non-singular ma-

trix X ∈ Cn×n;
(d) AαAβ = Aα+β .

Note that Aα is not necessarily real even if A is real. The
next result provides a sufficient condition guaranteeing that Aα

is real for any α ∈ R. Let R≤0 := {x ∈ R | x ≤ 0},
and R>0 := {x ∈ R | x > 0}. Define the set of matri-
ces Ωn := {X ∈ Rn×n | spec(X)∩R≤0 = ∅}, where spec(X)
is the set of eigenvalues of X .

Proposition 4. If A ∈ Ωn, then Aα ∈ Rn×n for any α ∈ R.

Proof: For a ∈ C, let a denote the complex conjugate
of a. Note that A ∈ Ωn implies that A is non-singular.
Definition 1 guarantees that Aα is well-defined. Furthermore,
the function f(a) := aα is analytic on C \ R≤0, and any
connected component of C\R≤0 is closed under conjugation.
Note that f(R ∩ (C \ R≤0)) = f(R>0) ⊂ R. Therefore, the
conditions given in [14, Thm. 1.18] are satisfied. This ensures
that f(A) = f(A). Since A is real, i.e., A = A, this implies
that f(A) = f(A), that is, f(A) is real.

The next result provides a formula for the derivative of a
real power of a parameter-dependent matrix. This result will be
used later on to derive a simple expression for the generalized
additive compound of a matrix.

Lemma 1. Consider a matrix-valued mapping A : R →
Cn×n. Assume that A(ε) is non-singular and has constant
(generalized) eigenvectors, that is, it can be written in the
Jordan canonical form

A(ε) = T−1J(ε)T, J(ε) = diag(J1(ε), J2(ε), . . . , Jp(ε)),

where T ∈ Cn×n, and every Ji : R → Cmi×mi ,
∑p
i=1mi =

n, is a Jordan block as described in (15), where `i : R →
C \ {0}, i = 1, . . . , p, is C1. Then for any α ∈ R,

d

dε
Aα(ε) = αAα−1(ε)

d

dε
A(ε). (19)

Proof: By (18), d
dεJ

α
i (ε) = αJα−1

i (ε) d
dε`i(ε), so

d

dε
Jα(ε) =αJα−1(ε) diag

(
d

dε
`1(ε)Im1

, . . . ,
d

dε
`p(ε)Imp

)
=αJα−1(ε)

d

dε
J(ε),
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where Is denotes the s× s identity matrix. Thus,

d

dε
Aα(ε) =T−1 d

dε
Jα(ε)T

=αT−1Jα−1(ε)TT−1 d

dε
J(ε)T,

and using Definition 1 yields (19).

D. Kronecker product and Kronecker sum of matrices

The Kronecker product of two matrices A ∈ Cn×m and B ∈
Cp×q is

A⊗B :=


a11B a12B · · · a1mB
a21B a22B · · · a2mB

...
...

. . .
...

an1B an2B · · · anmB

 , (20)

where aij denotes the ijth entry of A. Hence, A ⊗ B ∈
C(np)×(mq).

The Kronecker sum of two square matrices X ∈ Cn×n
and Y ∈ Cm×m is

X ⊕ Y := X ⊗ Im + In ⊗ Y, (21)

where Ir denotes the r × r identity matrix.
We list several properties of the Kronecker product and

Kronecker sum that will be used later on. For A ∈ Cn×m,
let A∗ to denote the conjugate transpose of A.

Lemma 2 (see e.g. [13]). Consider matrices A,C ∈ Cn×m,
B,D ∈ Cp×q , F ∈ Cm×`, G ∈ Cq×r, X ∈ Cn×n, and Y ∈
Cm×m. Then,
(a) (cA)⊗B = A⊗ (cB) = c(A⊗B) for any c ∈ C;
(b) (A+ C)⊗B = A⊗B + C ⊗B ;
(c) A⊗ (B +D) = A⊗B +A⊗D;
(d) (A⊗B)(F ⊗G) = (AF )⊗ (BG);
(e) (A⊗B)∗ = A∗ ⊗B∗;
(f) (A⊗B)T = AT ⊗BT ;
(g) if X,Y are non-singular then (X⊗Y )−1 = X−1⊗Y −1;
(h) Let λi(X), i = 1, . . . , n, and λj(Y ), j = 1, . . . ,m, denote

the eigenvalues of X and Y , respectively. Then, X ⊗ Y
has eigenvalues λi(X)λj(Y ), i = 1, . . . , n, j = 1, . . . ,m;

(i) X ⊕ Y has eigenvalues λi(X) + λj(Y ), i = 1, . . . , n,
j = 1, . . . ,m;

(j) exp(X)⊗ exp(Y ) = exp(X ⊕ Y ).

Property (a) implies that we can write cA⊗B := (cA)⊗B
or A⊗ (cB), without any ambiguity.

For a real number p ≥ 1, let

|x|p := (|x1|p + · · ·+ |xn|p)
1
p , (22)

denote the Lp vector norm of x ∈ Cn, and let || · ||p denote the
induced matrix norm. Recall [18] that a norm | · | : Cn → R+

is called monotonic if for any x, y ∈ Cn such that |xi| ≤ |yi|
for all i ∈ {1, . . . , n}, we have |x| ≤ |y|. The Lp norm for
any p ≥ 1 is monotonic.

The next result uses ideas from [18] to determine the
induced Lp matrix norms of a Kronecker product of two
matrices.

Proposition 5. Fix A ∈ C`×n, B ∈ Cr×m, and p ≥ 1. Then,

‖A⊗B‖p = ‖A‖p‖B‖p. (23)

Proof: It is easy to verify that

|x⊗ y|p = |x|p|y|p, for all x ∈ Cn, y ∈ Cm. (24)

Hence, in the terminology of [18], the Lp norms are cross
norms. Let

Cn ⊗ Cm := {z = x⊗ y : x ∈ Cn, y ∈ Cm}.

Note that Cn ⊗ Cm ⊆ Cnm. Then,

‖A⊗B‖p = sup
z∈Cnm

|(A⊗B)z|p
|z|p

≥ sup
z∈Cn⊗Cm

|(A⊗B)z|p
|z|p

= sup
x∈Cn,y∈Cm

|(A⊗B)(x⊗ y)|p
|x⊗ y|p

,

and applying Property (d) in Lemma 2 and (24) yields

‖A⊗B‖p ≥ sup
x∈Cn

|Ax|p
|x|p

sup
y∈Cm

|By|p
|y|p

= ‖A‖p‖B‖p. (25)

Thus, to complete the proof we need to show that ‖A⊗B‖p ≤
‖A‖p‖B‖p. Note that A⊗B = (A⊗Ir)(In⊗B). Since induced
matrix norms are sub-multiplicative,

‖A⊗B‖p ≤ ‖A⊗ Ir‖p‖In ⊗B‖p. (26)

Let {ei}ni=1, {f j}mj=1 denote the canonical basis of Cn
and Cm, respectively. Any z ∈ Cnm can be written as

z =

n∑
i=1

ei ⊗ yi and z =

m∑
j=1

xj ⊗ f j , (27)

for some vectors yi ∈ Cm, xj ∈ Cn. As in [18], consider the
norms

|z|p,e := |
n∑
i=1

|yi|pei|p, |z|p,f := |
m∑
j=1

|xj |pf j |p. (28)

It is easy to show that

|z|p,e = |z|p,f = |z|p, for any z ∈ Cnm. (29)

Now,

|(In ⊗B)z|p,e = |(In ⊗B)(
∑

ei ⊗ yi)|p,e

= |
∑

ei ⊗Byi|p,e

= |
∑
|Byi|pei|p

≤ ‖B‖p|
∑
|yi|pei|p

= ‖B‖p|z|p,e.

Thus, ‖In⊗B‖p,e ≤ ‖B‖p. On the other hand, (25) and (29)
imply that ‖In ⊗B‖p,e = ‖In ⊗B‖p ≥ ‖In‖p‖B‖p = ‖B‖p.
Hence, ‖In ⊗ B‖p = ‖B‖p. A similar argument using the
norm | · |p,f yields ‖A⊗ Ir‖p = ‖A‖p. Now (26) yields ‖A⊗
B‖p ≤ ‖A‖p‖B‖p.
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E. Matrix measures

Let | · | : Cn → R+ denote a vector norm. The induced
matrix norm || · || : Cn×n → R+ is ||A|| := max|x|=1 |Ax|,
and the induced matrix measure µ : Cn×n → R is

µ(A) := lim
ε↓0

||I + εA|| − 1

ε
. (30)

Matrix measures (also called logarithmic norms) play an
important role in numerical linear algebra [46] and in systems
and control theory [23], [3]. The reason for this is two-fold.
First, if there exists a matrix measure such that the matrix A(t)
in (6) satisfies

µ(A(t)) ≤ η, for all t ≥ 0, (31)

then
||X(t)|| ≤ exp(ηt)||X(0)||, for all t ≥ 0.

In particular, if η < 0 then this implies exponential conver-
gence to zero with rate η. Second, let µp denote the matrix
measure induced by the Lp vector norm, with p ∈ {1, 2,∞}.
Then for any A ∈ Cn×n,

µ1(A) = max
j∈{1,...,n}

(
Re(ajj) +

n∑
i=1
i6=j

|aij |
)
,

µ2(A) = λmax(Asym), (32)

µ∞(A) = max
i∈{1,...,n}

(
Re(aii) +

n∑
i=1
i6=j

|aij |
)
,

where Asym := (A+A∗)/2, and λmax(B) denotes the largest
eigenvalue of a Hermitian matrix B. Using these explicit
formulas, it is sometimes possible to easily verify that (31)
indeed holds, without computing X(t) itself.

Let Qk,n denote the sequence of k-tuples of distinct num-
bers from {1, . . . , n}, in lexicographic order. For example,

Q2,3 = {{1, 2}, {1, 3}, {2, 3}}.

Note that there are
(
n
k

)
such k-tuples. Let Qk,n` denote the `th

tuple in Qk,n. For example, Q2,3
2 = {1, 3}.

For A ∈ Cn×n and any k ∈ {1, . . . , n}, the matrix measures
for A[k] are [32]:

µ1(A[k]) = max
{i1,...,ik}∈Qk,n

( k∑
p=1

Re(aip,ip)

+
∑

j /∈{i1,...,ik}

(|aj,i1 |+ · · ·+ |aj,ik |)
)
,

µ2(A[k]) =

k∑
i=1

λi (Asym) , (33)

µ∞(A[k]) = max
{i1,...,ik}∈Qk,n

( k∑
p=1

Re(aip,ip)

+
∑

j /∈{i1,...,ik}

(|ai1,j |+ · · ·+ |aik,j |)
)
.

Note that for k = 1, (33) reduces to (32).

Remark 1. For an integer k ∈ {1, . . . , n}, the system (9)

is said to be k-order contracting if there exists a matrix
measure µ such that

µ(J
[k]
f (t, x)) ≤ −η < 0, (34)

for any t ≥ 0 and any x in the state-space [53] (see
also [19], [25]). Roughly speaking, this implies that the
dynamics contracts k-dimensional volumes. To explain this,
consider the system ẋ(t) = A(t)x(t), and suppose that it is n-
order contracting. Since A[n](t) = trace(A(t)), this implies
that trace(A(t)) ≤ −η < 0 for all t ≥ 0. Combining this
with (7) implies the following. Fix n initial conditions ai,
i = 1, . . . , n, and let

X(t) :=
[
x(t, a1) x(t, a2) . . . x(t, an)

]
.

Then |det(X(t))| ≤ exp(−ηt)|det(X(0))|. Therefore, n-
dimensional volumes contract at an exponential rate. Fol-
lowing the terminology used in physics, we say that (9) is
dissipative if it is n-order contracting.

From (32) and (33), it is straightforward to obtain the next
result.

Proposition 6 ([53, Corollary 1]). Let A ∈ Cn×n and p ∈
{1, 2,∞}. Suppose that there exists an integer ` ∈ {1, . . . , n}
such that

µp(A
[`]) ≤ 0, (35)

then
µp(A

[`]) ≥ µp(A[`+1]) ≥ · · · ≥ µp(A[n]). (36)

In other words, if Ẋ = AX is `-order contracting w.r.t. | · |p
then it is also (`+1)-order contracting, (`+2)-order contract-
ing, and so on [53].

The next two sections describe our main results.

III. α COMPOUNDS

In this section, we define the new notions of the α mul-
tiplicative and α additive compound of a square matrix, and
analyze the properties of these compounds. In the next section,
we show how this leads to the new notion of α contracting
systems, with α real.

A. α multiplicative compound

Consider a non-integer real number α ∈ (1, n) \ Z. From
here on we decompose α as

α = k + s, k ∈ {1, 2, . . . , n− 1}, s ∈ (0, 1).

Definition 2. Let A ∈ Cn×n be non-singular. The α multi-
plicative compound matrix of A is

A(α) := (A(k))1−s ⊗ (A(k+1))s. (37)

Note that A(α) ∈ Cr×r, where r :=
(
n
k

)(
n
k+1

)
, and that A(α)

may be complex (non-real) even if A is real. Since A is
non-singular, A(`) is non-singular for all ` ∈ {1, . . . , n},
so (A(k))1−s and (A(k+1))s in (37) are well-defined.

For example, for α = 2.5, we have k = 2 and s = 1/2,
so A(2.5) = (A(2))1/2 ⊗ (A(3))1/2, which can be interpreted
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as a “multiplicative interpolation”, with equal weights, be-
tween A(2) and A(3).

Example 2. Suppose that D = diag(d1, . . . , d4) is non-
singular. Fix α ∈ (2, 3), so that k = 2 and s = α−2 ∈ (0, 1).
Then

D(α) = (D(2))1−s ⊗ (D(3))s

= diag((d1d2)1−s, (d1d3)1−s, . . . , (d3d4)1−s))

⊗ diag((d1d2d3)s, (d1d2d4)s, (d1d3d4)s, (d2d3d4)s)

= diag(d1d2d
s
3, d1d2d

s
4, . . . , d

s
2d3d4),

so, any eigenvalue of D(α) is a “multiplicative interpolation”
between eigenvalues of D(2) and D(3). �

Remark 2. If α is allowed to be an integer, say, α = k
then s = 0 and (37) becomes

A(α) = (A(k))1 ⊗ (A(k+1))0 = A(k) ⊗ Ir,

where r :=
(
n
k+1

)
. This is not equal to A(k) (but, ignoring

multiplicity, it has the same eigenvalues as A(k)). Therefore,
Definition 2 only considers the case where α is not an integer.
For the integer case, we will just use the standard definition
for the k multiplicative compounds.

Remark 3. Suppose that A ∈ Cn×n is non-singular. Using
Property (b) in Prop. 3, Property (f) in Lemma 2, and the
fact that (X(`))T = (XT )(`) for any X ∈ Cn×n and ` ∈
{1, . . . , n} yields

(A(α))T =
(

(A(k))1−s ⊗ (A(k+1))s
)T

= ((A(k))1−s)T ⊗ ((A(k+1))s)T

= ((AT )(k))1−s ⊗ ((AT )(k+1))s

= (AT )(α),

In particular, if A = AT then A(α) = (A(α))T .

An alternative possible definition of the α multiplicative
compound matrix is

A
(α)
alt := (A1−s)(k) ⊗ (As)(k+1). (38)

The next result shows that (37) and (38) are equivalent. This
is useful because as we will see below some results are easier
to derive using the definition in (37) and others using the
alternative definition (38).

Theorem 1. Consider a non-singular matrix A ∈ Cn×n and
fix α ∈ (1, n) \ Z. Then

A(α) = A
(α)
alt . (39)

Proof: Fix k ∈ {1, . . . , n} and s ∈ (0, 1). It is enough to
show that

(A(k))s = (As)(k). (40)

We first consider the case when A is diagonalizable, that
is, there exist a non-singular T ∈ Cn×n, and a diago-
nal matrix D ∈ Cn×n such that A = T−1DT, which
is also the Jordan canonical form of A. Then (A(k))s =
((T−1)(k)D(k)T (k))s. Using the fact that (T−1)(k) =

(T (k))−1 and Property (c) in Prop. 3 gives

(A(k))s = (T (k))−1(D(k))sT (k).

Since D(k) is also diagonal, (D(k))s = (Ds)(k). Hence,

(A(k))s = (T−1)(k)(Ds)(k)T (k)

= (T−1DsT )(k)

= (As)(k).

We conclude that (40) holds when A is diagonalizable.
The proof in the general case follows from the fact that
diagonalizable matrices are dense in Cn×n (see, e.g., [20,
Corollary 7.3.3]).

The next example demonstrates Theorem 1.

Example 3. Consider A =

a 1 0
0 a 0
0 0 b

 , with a, b 6=

0. Note that A is not diagonalizable. A straightfor-

ward computation yields A(2) =

a2 0 0
0 ab b
0 0 ab

, and

the Jordan decomposition of this matrix is A(2) =1 0 0
0 b 0
0 0 1

a2 0 0
0 ab 1
0 0 ab

1 0 0
0 1/b 0
0 0 1

 . Definition 1 gives

(A(2))s =

1 0 0
0 b 0
0 0 1

a2s 0 0
0 asbs s(ab)s−1

0 0 asbs

1 0 0
0 1/b 0
0 0 1


=

a2s 0 0
0 asbs sas−1bs

0 0 asbs

 .
On the other-hand,

(As)(2) =

as sas−1 0
0 as 0
0 0 bs

(2)

=

a2s 0 0
0 asbs sas−1bs

0 0 asbs

 ,
so (A(2))s = (As)(2). Since A(1) = A and A(3) = det(A),
this implies that A(α) = A

(α)
alt for any α ∈ (1, 3) \ Z. �

The following discussion shows that, unlike the standard
multiplicative compound matrix, the formula (AB)(α) =
A(α)B(α) does not hold in general.

Remark 4. Eq. (37) yields

(AB)(α) =((AB)(k))1−s ⊗ ((AB)(k+1))s

=(A(k)B(k))1−s ⊗ (A(k+1)B(k+1))s.
(41)

On the other-hand, using Property (d) in Lemma 2 gives

A(α)B(α) =((A(k))1−s ⊗ (A(k+1))s)((B(k))1−s ⊗ (B(k+1))s)

=((A(k))1−s(B(k))1−s)⊗ ((A(k+1))s(B(k+1))s).
(42)

This shows that (AB)(α) 6= A(α)B(α) in general. However it
may hold in some special cases. Suppose for example that both
A and B are diagonalizable, and that A commutes with B.
Then, the same holds for A(`), B(`), ` ∈ {1, . . . , n}. This
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implies that A(`) and B(`) are simultaneously diagonaliz-
able. Then it is easy to show that for any s ∈ (0, 1), we
have (A(`)B(`))s = (A(`))s(B(`))s, and this implies that in
this special case (AB)(α) = A(α)B(α).

B. Spectral properties of A(α)

Let λi(A) ∈ C, σi(A) ∈ R+, i = 1, . . . , n, denote the
eigenvalues and singular values of A ∈ Rn×n, respectively,
ordered such that

Re(λ1(A)) ≥ Re(λ2(A)) ≥ · · · ≥ Re(λn(A)), (43)

and

σ1(A) ≥ σ2(A) ≥ · · · ≥ σn(A) ≥ 0. (44)

Lemma 3. Fix a non-singular matrix A ∈ Rn×n and α ∈
(1, n) \Z. Write α = k+ s, with k an integer and s ∈ (0, 1).

(i) The eigenvalues of A(α) are∏
i∈Qk,n`

(λi(A))1−s
∏

i∈Qk+1,n
j

(λi(A))s

for ` ∈ {1, . . . ,
(
n
k

)
}, j ∈ {1, . . . ,

(
n
k+1

)
}.

(ii) The eigenvalues of (ATA)(α) are∏
i∈Qk,n`

(σi(A))2(1−s)
∏

i∈Qk+1,n
j

(σi(A))2s

for ` ∈ {1, . . . ,
(
n
k

)
}, j ∈ {1, . . . ,

(
n
k+1

)
}.

Proof: It is well-known [32] that η ∈ C is an eigenvalue
of A(k) iff it is the product of k eigenvalues of A, that is,
there exists ` ∈ {1, . . . ,

(
n
k

)
} such that η =

∏
i∈Qk,n`

λi(A).

By Definition 1,

η1−s =
∏

i∈Qk,n`

(λi(A))1−s

is an eigenvalue of (A(k))1−s. Similarly, every eigenvalue
of (A(k+1)s has the form∏

i∈Qk+1,n
j

(λi(A))s

for some j ∈ {1, . . . ,
(
n
k+1

)
}. Using Property (h) in Lemma 2

proves Property (i).
To prove Property (ii), note that (ATA)(α) =

((ATA)(k))1−s ⊗ ((ATA)(k+1))s. The eigenvalues of ATA
are σ2

i (A), i = 1, . . . , n, and using Property (i) yields
Property (ii).

Remark 5. Fix a real α ≥ 1, and define ωα : Rn×n → R+

by
ωα(A) := σ1(A) · · ·σk(A) (σk+1(A))

s
.

This function plays a crucial role in the Douady and Oesterlé
Theorem [8], see Section IV below. Combining Property (ii)
with the ordering of the eigenvalues and singular values

implies that

λ1((ATA)(α)) = (σ1(A) · · ·σk(A))
2(1−s)

(σ1(A) · · ·σk+1(A))
2s

=(ωα(A))2. (45)

Since ATA is symmetric, it follows from Remark 3 that so
is (ATA)(α). Hence, λ1((ATA)(α)) = σ1((ATA)(α)) =
||(ATA)(α)||2, so we conclude that

||(ATA)(α)||2 = (ωα(A))2. (46)

Thus, the α multiplicative compound provides a matrix norm
expression for ωα. This was our original motivation for
introducing the α multiplicative compound.

Note also that in general

(σ1(A(α)))2 = λ1((A(α))TA(α))

6= λ1((ATA)(α)).

We now turn to defining a generalization of the k additive
compound.

C. α additive compound
The definition of the α additive compound matrix fol-

lows (2).

Definition 3. Let A ∈ Rn×n and α ∈ (1, n)\Z. The α additive
compound matrix of A is

A[α] :=
d

dε
(I + εA)(α)|ε=0. (47)

Note that for any ε > 0 sufficiently small and any k ∈
{1, 2, . . . , n}, (I + εA)(k) is non-singular and (I + εA)(k) ∈
Ωn. Hence, Proposition 4 and Definition 2 guarantee that A[α]

is well-defined and is a real matrix. Note also that (47) implies
that

(I + εA)(α) = I + εA[α] + o(ε). (48)

Example 4. Suppose that D = diag(d1, . . . , d4) is non-
singular. Fix α ∈ (2, 3), so that k = 2 and s = α−2 ∈ (0, 1).
Let hi(ε) := 1 + εdi. By Example 2,

(I + εD)(α) = diag(h1(ε)h2(ε)hs3(ε), h1(ε)h2(ε)hs4(ε),

. . . , hs2(ε)h3(ε)h4(ε))

=I + εdiag(d1 + d2 + sd3, d1 + d2 + sd4,

. . . , sd2 + d3 + d4) + o(ε),

and (47) yields

D[α] = diag(d1 +d2 +sd3, d1 +d2 +sd4, . . . , sd2 +d3 +d4).

Note that every eigenvalue of D[α] is an “additive interpola-
tion” of three eigenvalues of D. �

The next result provides an expression for A[α] in terms
of A[k] and A[k+1].

Theorem 2. Fix A ∈ Rn×n and α ∈ (1, n) \ Z. Then

A[α] = ((1− s)A[k])⊕ (sA[k+1]). (49)

Note that this also shows that A[α] is real, as A[`] is real
for any ` ∈ {1, . . . , n}.
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Proof: Consider the case where A is diagonalizable, that
is, A = T−1DT, where T ∈ Cn×n is non-singular, and D ∈
Cn×n is a diagonal matrix. Let B(ε) := I + εA. Fix k ∈
{1, . . . , n}. Then

(B(ε))(k) = (T−1(I + εD)T )(k)

= (T−1)(k)(I + εD)(k)T (k).

Since D is diagonal, so is (I + εD)(k). Therefore, (B(ε))(k)

satisfies the conditions in Lemma 1. We use Lemma 1 to
determine the derivative of (B(ε))(α) with respect to ε. To
simplify the notation, we write B for B(ε). Then

d

dε
B(α) =

d

dε

(
(B(k))1−s ⊗ (B(k+1))s

)
=

(
d

dε
(B(k))1−s

)
⊗ (B(k+1))s

+ (B(k))1−s ⊗
(
d

dε
(B(k+1))s

)
=

(
(1− s)(B(k))−s

d

dε
B(k)

)
⊗ (B(k+1))s

+ (B(k))1−s ⊗
(
s(B(k+1))s−1 d

dε
B(k+1)

)
.

Setting ε = 0 and using the fact that B(ε)|ε=0 = I and (2)
yields

d

dε
(I + εA)(α)|ε=0 =(1− s)A[k] ⊗ Ir1 + Ir2 ⊗ (sA[k+1])

=((1− s)A[k])⊕ (sA[k+1]),

where r1 :=
(
n
k+1

)
, and r2 :=

(
n
k

)
. This completes the proof

when A is diagonalizable, and the general case follows from
using a similar argument as in the proof of Theorem 1.

Remark 6. Suppose that A ∈ Rn×n. Then it is easy to see
that Theorem 2 implies that (A[α])T = (AT )[α]. In particular,
if A is symmetric then so is A[α].

The next result shows that the α additive compound satisfies
the same additivity property as the k additive compound.

Theorem 3. Let A,B ∈ Rn×n and α ∈ (1, n) \ Z. Then,

(A+B)[α] = A[α] +B[α].

Proof: Using (49) gives

(A+B)[α] =((1− s)(A+B)[k])⊕ (s(A+B)[k+1])

=(1− s)(A+B)[k] ⊗ Ir1 + sIr2 ⊗ (A+B)[k+1].

Applying (4) and Properties (a)-(c) in Lemma 2 yields

(A+B)[α] =(1− s)A[k] ⊗ Ir1 + sIr2 ⊗A[k+1]

+ (1− s)B[k] ⊗ Ir1 + sIr2 ⊗B[k+1]

=((1− s)A[k])⊕ (sA[k+1])

+ ((1− s)B[k])⊕ (sB[k+1])

=A[α] +B[α],

and this completes the proof.
The next result shows that (8) also holds for the α com-

pounds.

Theorem 4. Let A ∈ Rn×n and α ∈ (1, n) \ Z. Then,

exp(A[α]t) = (exp(At))(α), for any t ∈ R. (50)

Proof: Using the alternative definition (38) gives

(exp(At))
(α)
alt =((exp(At))1−s)(k) ⊗ ((exp(At))s)(k+1)

=(exp(At(1− s)))(k) ⊗ (exp(Ats))(k+1),

and applying (8) and Properties (a) and (j) in Lemma 2, gives

(exp(At))
(α)
alt = exp(A[k]t(1− s))⊗ exp(A[k+1]ts)

= exp
(

(A[k]t(1− s))⊕ (A[k+1]ts)
)

= exp
(

((A[k](1− s))⊕ (A[k+1]s))t
)

= exp(A[α]t).

(51)

Applying Theorem 1 completes the proof.
Combining Lemma 3, Theorem 4, and the fact that the

eigenvalues of exp(At) are exp(λi(A)t), i ∈ {1, . . . , n},
yields the following result.

Corollary 1. Let A ∈ Rn×n and α ∈ (1, n) \ Z. The
eigenvalues of A[α] are

(1− s)
∑

i∈Qk,n`

λi(A) + s
∑

i∈Qk+1,n
j

λi(A)

for ` ∈ {1, . . . ,
(
n
k

)
}, j ∈ {1, . . . ,

(
n
k+1

)
}.

This implies in particular that λ1(A[α]), that is, the eigen-
value of A[α] with the largest real part is

λ1(A[α]) = (1− s)
k∑
i=1

λi(A) + s

k+1∑
i=1

λi(A)

=

k∑
i=1

λi(A) + sλk+1(A). (52)

Remark 7. By the spectral properties of the standard additive
compounds [32],

∑
i∈Qk,n`

λi(A) and
∑
i∈Qk+1,n

j
λi(A) are

the eigenvalues of A[k] and A[k+1], respectively. Now Prop-
erty (i) in Lemma 2 implies that (1 − s)

∑
i∈Qk,n`

λi(A) +

s
∑
i∈Qk+1,n

j
λi(A) is an eigenvalue of A[α]. This provides

another proof for Corollary 1.

The next result follows from Thm. 4.

Corollary 2. Suppose that X(t) is the solution of the linear
time-invariant matrix differential equation

d

dt
X(t) = AX(t), X(0) = I, (53)

with A ∈ Rn×n. Fix α ∈ (1, n) \ Z. Then

d

dt
X(α)(t) = A[α]X(α)(t), X(α)(0) = I. (54)

Proof: The solution of (53) is X(t) = exp(At). By (50),
X(α)(t) = exp(A[α]t), and this yields (54).

It is important to note that Eq. (54) holds only when A is
a constant matrix. The next example demonstrates this.
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Example 5. Consider the linear time-varying matrix differen-
tial equation

Ẋ(t) = A(t)X(t), X(0) = I,

with A(t) =

[
1 0
1 t

]
. In this case, X(t) =

[
a(t) 0
b(t) c(t)

]
with

a(t) := exp(t), b(t) :=

∫ t

0

exp

(
σ +

t2 − σ2

2

)
dσ,

c(t) := exp(t2/2).

For any t ∈ (0,∞) \ {2}, the Jordan decomposition of X is

X =

[
a−c
b 0
1 1

] [
a 0
0 c

] [ b
a−c 0

− b
a−c 1

]
,

so

Xs =

[
a−c
b 0
1 1

] [
as 0
0 cs

] [ b
a−c 0

− b
a−c 1

]
=

[
as 0

−a
s−cs
a−c b cs

]
.

Let α = 1 + s, with s ∈ (0, 1). Then Definition 2 gives

X(α) = (ac)
s
X1−s, and (49) gives A[α] =

[
1 + st 0
1− s s+ t

]
.

In particular, substituting s = 0.5 and t = 1 yields

d

dt
X(1.5)(1) =

[
5.23551 0
4.48053 4.07742

]
A[1.5](1)X(1.5)(1) =

[
5.23551 0
4.26352 4.07742

]
,

so d
dtX

(α)(t) 6= A[α](t)X(α)(t). �

It is well-known [32] that for any A, T ∈ Cn×n, with T
non-singular, and any integer ` ∈ {1, . . . , n}, we have

(TAT−1)[`] = T (`)A[`](T−1)(`) = T (`)A[`](T (`))−1. (55)

The next result shows the α additive compounds under a
coordinate transformation.

Theorem 5. Let A, T ∈ Cn×n, with T non-singular, and
pick α ∈ (1, n) \ Z. Then

(TAT−1)[α] = (T (k)⊗T (k+1))A[α](T (k)⊗T (k+1))−1. (56)

Proof: Let B := TAT−1. Using (49) and (55) yields

B[α] =((1− s)(TAT−1)[k])⊕ (s(TAT−1)[k+1])

=(1− s)(T (k)A[k](T−1)(k))⊗ (T (k+1)Ir1(T (k+1))−1)

+ s(T (k)Ir2(T (k))−1)⊗ (T (k+1)A[k+1](T−1)(k+1)).

Using Properties (d) and (g) in Lemma 2 gives

B[α] =(1− s)(T (k) ⊗ T (k+1))(A[k] ⊗ Ir1)(
(T (k))−1 ⊗ (T (k+1))−1

)
+ s(T (k) ⊗ T (k+1))

(Ir2 ⊗A[k+1])
(

(T (k))−1 ⊗ (T (k+1))−1
)

=(T (k) ⊗ T (k+1))
(

(1− s)(A[k] ⊗ Ir1) + sIr2 ⊗A[k+1]
)

(T (k) ⊗ T (k+1))−1

=(T (k) ⊗ T (k+1))A[α](T (k) ⊗ T (k+1))−1,

and this completes the proof.

Remark 8. For a non-singular T ∈ Rn×n, note that
T (k+ 1

2 ) = (T (k))
1
2 ⊗ (T (k+1))

1
2 , and thus

(T (k+ 1
2 ))2 =

(
(T (k))

1
2 ⊗ (T (k+1))

1
2

)(
(T (k))

1
2 ⊗ (T (k+1))

1
2

)
=
(

(T (k))
1
2 (T (k))

1
2

)
⊗
(

(T (k+1))
1
2 (T (k+1))

1
2

)
=T (k) ⊗ T (k+1).

Therefore, (56) can be rewritten in the more compact form

(TAT−1)[α] = (T (k+ 1
2 ))2A[α](T (k+ 1

2 ))−2.

The next subsection analyzes the matrix measure of the
α additive compound. This will play an important role in the
analysis of α contracting systems.

D. Matrix measures of the α additive compound

It is well-known [5] that if |·| is monotonic then the induced
matrix norm satisfies ||D|| = max

(
|d1|, . . . , |dn|

)
, for any

diagonal matrix D = diag(d1, . . . , dn) ∈ Cn×n. This implies
that the induced matrix measure satisfies

µ(D) = lim
ε↓0

ε−1(||I + εD|| − 1)

= lim
ε↓0

ε−1(max
i
{|1 + εdi|} − 1)

= max
i
{Re(di)}. (57)

Therefore, for any ` ∈ {1, . . . , n}, we have

µ(D[`]) = max
{i1,...,i`}∈Q`,n

(∑̀
p=1

Re(dip)

)
. (58)

Eqs. (49) and (58) imply that

µ(D[α]) = (1− s)µ(D[k]) + sµ(D[k+1]). (59)

Our next goal is to show that this holds for general matrices.
Towards this end, we first provide a useful expression for the
matrix measure of a Kronecker sum of matrices.

Theorem 6. Let µ denote a matrix measure associated with
a induced matrix norm ‖ · ‖ such that

‖A⊗B‖ = ‖A‖‖B‖ (60)

for any matrices A,B. Then

µ(X ⊕ Y ) = µ(X) + µ(Y ), (61)

for any X ∈ Rn×n and Y ∈ Rm×m.

Proof: Fix ε > 0. Properties (a) and (j) in Lemma 2 yield

|| exp(ε(X ⊕ Y ))|| = || exp(εX ⊕ εY )||
= || exp(εX)⊗ exp(εY )||.

By (60), || exp(ε(X ⊕ Y ))|| = || exp(εX)|||| exp(εY )||, and
thus
d

dε
|| exp(ε(X ⊕ Y ))|| =

(
d

dε
|| exp(εX)||

)
|| exp(εY )||

+ || exp(εX)||
(
d

dε
|| exp(εY )||

)
.
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It follows from (30) that

µ(A) =

(
d

dε
|| exp(εA)||

)
|ε=0,

for any A ∈ Rn×n. Thus,

µ(X ⊕ Y ) =

(
d

dε
|| exp(ε(X ⊕ Y ))||

)
|ε=0

=

(
d

dε
|| exp(εX)||

)
|ε=0 +

(
d

dε
|| exp(εY )||

)
|ε=0

=µ(X) + µ(Y ),

and this completes the proof.

We can now provide a useful expression for the matrix
measure of A[α].

Corollary 3. Let µp denote a matrix measure induced by
some Lp norm with p ≥ 1. For any A ∈ Rn×n and any
α ∈ (1, n) \ Z, we have

µp(A
[α]) = (1− s)µp(A[k]) + sµp(A

[k+1]). (62)

Proof: From Prop. 5, (60) holds for all Lp norms.
Since A[α] = ((1− s)A[k])⊕ (sA[k+1]), Theorem 6 yields

µp(A
[α]) =µp

(
(1− s)A[k]

)
+ µp

(
sA[k+1]

)
=(1− s)µp

(
A[k]

)
+ sµp

(
A[k+1]

)
,

where the last equality follows from the homogeneity of the
matrix measure, and the fact that s ∈ (0, 1).

The next example demonstrates Corollary 3 in the case n =
2.

Example 6. Let A ∈ R2×2. Fix α ∈ (1, 2). Then α = k + s,
with k = 1 and s ∈ (0, 1), so

A[α] = ((1− s)A[1])⊕ (sA[2])

= ((1− s)A)⊕ (s trace(A))

= ((1− s)A)⊗ I1 + I2 ⊗ (s trace(A))

= (1− s)A+ s trace(A)I2.

Recall that for any matrix measure µ and any c ∈ R, µ(A+
cI) = µ(A) + c (see e.g. [7]). Thus,

µ(A[α]) = µ((1− s)A) + s trace(A)

= (1− s)µ(A[1]) + sµ(A[2]).

Note that for this particular example, (62) holds for all matrix
measures. �

In the remainder of this paper we always assume that µ is
induced from some Lp norm, with p ≥ 1.

The next section describes an application of the α com-
pounds in the context of the Douady and Oesterlé Theo-
rem [8]. For a modern treatment of this theorem and its
numerous extensions and applications, see the recent mono-
graph [17]. Some connections between contracting systems
and the Douady and Oesterlé Theorem have already appeared
in the note [25].

IV. AN APPLICATION: α CONTRACTING SYSTEMS

In this section, α ∈ [1, n), and the special case where α
is an integer is also allowed. The Hausdorff dimension of a
set K ⊂ Rn is denoted by dimH K. Let D ⊆ Rn be an open
set, and let g : D → Rn be a C1 mapping. Let

Jg(x) :=
∂

∂x
g(x).

A set K ⊆ D is said to be negatively invariant under g if K ⊆
g(K). Intuitively speaking, g “increases” K. The next result
is the Douady and Oesterlé theorem [8]. We state in the form
given in [44].

Theorem 7. Suppose that K ⊂ D is compact and negatively
invariant under g. Fix α ∈ [1, n), and write α = k+s, with k
an integer and s ∈ [0, 1). Let

ω(K,α, g) := max
x∈K

(σ1(Jg(x)) · · ·σk(Jg(x))(σk+1(Jg(x)))s) .

(63)
If ω(K,α, g) < 1 then dimH K < α.

Intuitively speaking, (63) implies that g is a “contraction
in dimension α”, uniformly in K. If g “increases” K then
necessarily dimH K < α.

The next simple example demonstrates Thm. 7.

Example 7. Let g : R3 → R3 be the linear mapping given
by g(x) = diag(1, 1/2, 1/4)x. Then the singular values of the
Jacobian of g are 1, 1/2, 1/4, and (63) holds for any α > 1.
Thus, Thm. 7 implies that for any compact set K ⊂ R3 such
that K ⊆ g(K), we have dimH K ≤ 1. For example, the
set K := [0, 1]×{0}×{0} satisfies K ⊆ g(K) and dimH K =
1. �

Using the α multiplicative compound we can express condi-
tion (63) in a more elegant form. Indeed, it follows from (46)
that

(ω(K,α, g))2 = max
x∈K
||
(
JTg (x)Jg(x)

)(α) ||2,

so the condition in Thm. 7 becomes

max
x∈K
||(JTg (x)Jg(x))(α)||2 < 1.

This provides a more intuitive description for “contraction in
dimension α” of a mapping g.

Thm. 7 has been used to upper bound the Hausdorff
dimension of invariant sets (and, in particular, attractors) of
dynamical systems. Our results allow to restate and generazlize
these results in a more intuitive fashion using the α additive
compound.

Consider the time-varying dynamical system:

ẋ = f(t, x), (64)

where f is C1. Let x(t, t0, x0) denote the solution of (64) at
time t with x(t0) = x0. We assume from here on that t0 =
0, and let x(t, x0) := x(t, 0, x0). We also assume that there
exists an invariant set D ⊆ Rn, that is, for any x0 ∈ D we
have x(t, x0) ∈ D for all t ≥ 0. Let Jf (t, x) := ∂

∂xf(t, x),
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and consider the matrix differential equation

Ẋ(t) = Jf (x(t, x0))X(t), X(0) = X0.

From now on, we always consider the Lp norms with p ≥
1 and the associated matrix measure µ. We begin with an
auxiliary result.

Proposition 7. Let K ⊂ Rn be a compact invariant set
of (64). Fix α ∈ [1, n) and let α = k + s, with k integer
and s ∈ [0, 1). For an induced matrix measure µ and t ≥ 0,
let

γJf (t) := max
x0∈K

∫ t

0

µ(J
[α]
f (x(τ, x0))) dτ.

Then

||X(k)(t)||1−s||X(k+1)(t)||s

≤ exp(γ(t))||X(k)
0 ||1−s||X

(k+1)
0 ||s, for any x0 ∈ K.

Proof: Pick ` ∈ {1, . . . , n}. Since d
dtX

(`) = J [`]X(`),
||X(`)(t)|| ≤ exp(

∫ t
0
µ(J [`](τ)) dτ)||X(`)

0 ||. Applying this
bound to ||X(k)(t)||1−s||X(k+1)(t)||s, and using (62) com-
pletes the proof.

We say that a constant set K ⊆ D is a strongly invariant
set of (64) if

K = x(t,K) for all t ≥ 0. (65)

For example, an equilibrium or a limit cycle are strongly
invariant sets.

We can now bound the Hausdorff dimension of strongly
invariant sets of (64), thus extending a result in [44]. For
generality, contraction theory typically uses contraction met-
rics [23] and associated scaled norms. Consider a C1 scaling
matrix Θ : K → Rn×n satisfying

det(Θ(z)) 6= 0 for all z ∈ K. (66)

Let Θf (z) denote the matrix obtained by replacing every
entry θij(z) in Θ(z) by the value (

∂θij(z)
∂z )T f(z), and define

the so-called generalized Jacobian [23] as

J̄ := ΘfΘ−1 + ΘJfΘ−1.

Note that if Θ(z) = I for all z then J̄ = Jf . The next result
bounds the Hausdorff dimension of a strongly invariant set
using the generalized Jacobian J̄ .

Theorem 8. Let K ⊂ Rn be a compact and strongly invariant
set of (64). Fix α ∈ [1, n) and let α = k + s, with k
integer and s ∈ [0, 1). Assume there exist an induced matrix
measure µ : Rn×n → R and τ > 0 such that

γJ̄(τ) < 0. (67)

Then dimH K < α.

Proof: Define g : R+ ×K → K by g(t, x0) := x(t, x0).
Then Jg(t, x0) := ∂

∂x0
x(t, x0). Let

Y (t, x0) := Θ(x(t, x0))
∂

∂x0
g(t, x0). (68)

To simplify the notation, we sometimes write Θ(x) or Θ(t)

for Θ(x(t, x0)). By (68),

Ẏ = Θ̇
∂

∂x0
g + Θ

∂

∂x0
ẋ = (ΘfJg + ΘJfΘ−1)Y.

Thus, Y (t, x0) is the solution at time t of the matrix dif-
ferential equation Ẏ = J̄Y, initialized with Y (0) = Θ(x0).
Let c(x0) := ||Θ(k)(x0)||1−s||Θ(k+1)(x0)||s. Prop. 7 and (67)
imply that

||Y (k)(τ)||1−s||Y (k+1)(τ)||s ≤ c(x0) exp(γJ̄(τ)),

for any x0 ∈ K. Hence, for any integer ` ≥ 1,

||Θ(k)(`τ)J (k)
g (`τ)||1−s||Θ(k+1)(`τ)J (k+1)

g (`τ)||s

≤ c(x0) exp(γJ̄(`τ)). (69)

Recall that if || · || : Cn×n → R+ is an induced matrix norm
and P ∈ Cn×n is non-singular, then the P -weighted induced
matrix norm is ||M ||P := ||PMP−1||. Eq. (69) yields

||J (k)
g (`τ)||1−s

Θ(k)(`τ)
||J (k+1)

g (`τ)||sΘ(k+1)(`τ)

≤ c(x0) exp(γJ̄(`τ))||(Θ(k)(`τ))−1||1−s||(Θ(k+1)(`τ))−1||s.

Since K is compact, we can make the right-hand side of this
equation arbitrarily small by taking ` large enough. Using the
equivalence of norms implies that there exists an integer ¯̀such
that ||J (k)

g (¯̀τ)||1−s2 ||J (k+1)
g (¯̀τ)||s2 < 1. Let σi, i = 1, . . . , n,

denote the singular values of Jg(¯̀τ). Then we conclude that

σ1 . . . σkσ
s
k+1 < 1.

Since g(¯̀τ,K) = K, Thm. 7 implies that dimH K < α.
Of course, a sufficient condition for (67) to hold is

that µ(J̄ [α](x)) < 0 for all x ∈ K.
From now on we consider for simplicity the non-scaled case,

i.e. J̄ = Jf . Thm. 8 naturally leads to the following new
definition.

Definition 4. Let µ be a matrix measure induced by an Lp
norm with p ≥ 1. Suppose that the trajectories of (64) evolve
on a state space D. Pick a real α ≥ 1. System (64) is called
α contracting w.r.t. the norm | · |p if

µ(J
[α]
f (t, x)) ≤ −η < 0, for all t ≥ 0, x ∈ D. (70)

Remark 9. An important property of contracting systems
is that various compositions of contracting systems yield a
contracting system [23], [42], [37], [25]. The subadditivity of
the matrix measure and Thm. 3 suggest that this remains valid
for interconnections of α contracting systems. As a simple
example, consider the interconnected system

ẋ(t) = c1(t)f(t, x) + c2(t)g(t, x), (71)

with ci(t) ≥ 0 for any t ≥ 0. The Jacobian of this system
is c1Jf + c2Jg , and

µ((c1Jf + c2Jg)
[α]) = µ(c1J

[α]
f + c2J

[α]
g )

≤ c1µ(J
[α]
f ) + c2µ(J [α]

g ).

Thus, it is straightforward to provide sufficient conditions for α
contraction of (71) in terms of the sub-systems ẋ(t) = f(t, x)
and ẋ(t) = g(t, x).
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The next result follows immediately from Thm. 8.

Corollary 4. Suppose that (64) is α contracting. Then any
compact and strongly invariant set has Hausdorff dimension
smaller than α.

Example 8. Consider the system ẋ(t) = A(t)x(t), with

A(t) =

0 −1 0
1 0 0
0 0 −t

. Take α = 2 + s with s ∈ (0, 1).

By Prop. 2, A[2] =

0 0 0
0 −t −1
0 1 −t

 and A[3] = −t. Hence, the

α-additive compound is

A[α] = ((1− s)A[2])⊕ (sA[3]) =

−st 0 0
0 −t s− 1
0 1− s −t

 .
Note that µ2(A[2]) = 0, and µ2(A[α]) = −st < 0 for
any t > 0. That is, this system is (2 + s) contracting with
s ∈ (0, 1). Thm. 8 thus guarantees that any compact and
strongly invariant set K satisfies dimH K < 2 + s. Since
s ∈ (0, 1) can be arbitrarily small,

dimH K ≤ 2. (72)

For example, the set K := {x ∈ R3 : x2
1 + x2

2 ≤ c, x3 = 0}
with any c ≥ 0 is compact, strongly invariant, and satis-
fies (72). �

The next results shows that if the system is α contracting
w.r.t. |·|p, for some p ∈ {1, 2,∞}, then it is also ᾱ contracting
w.r.t. the same norm for any ᾱ ≥ α.

Theorem 9. Consider the system (64). Suppose that condi-
tion (70) holds for some µp with p = {1, 2,∞}, and some
α ∈ [1, n). Then (64) is β contracting for any β ∈ (α, n].

Proof: Consider first the case that α is an integer, that is,
α = k ∈ {1, . . . , n− 1}. Then (70) becomes

µp(J
[k]
f (t, x)) ≤ −η < 0, for all t ≥ 0, x ∈ D.

Fix arbitrary x ∈ D and t ≥ 0. To simplify the notation,
we write Jf for Jf (t, x). Prop. 6 ensures that µp(J

[k+1]
f ) ≤

µp(J
[k]
f ). Fix ε ∈ (0, 1). By Corollary 3,

µp(J
[α+ε]
f ) =µp(J

[k+ε]
f ) = (1− ε)µp(J [k]

f ) + εµp(J
[k+1]
f )

=µp(J
[k]
f )− ε

(
µp(J

[k]
f )− µp(J [k+1]

f )
)

≤µp(J [k]
f ),

so and the system is α+ ε contracting.
Now suppose that α is not an integer, i.e. α = k+s, with k

an integer and s ∈ (0, 1). Then condition (70) becomes

(1− s)µp(J [k]
f ) + sµp(J

[k+1]
f ) ≤ −η < 0.

We claim that

µp(J
[k]
f ) ≥ µp(J [k+1]

f ). (73)

Indeed, if µp(J
[k]
f ) ≥ 0, then µp(J

[k+1]
f ) ≤ −η/s < 0, so (73)

holds, and if µp(J
[k]
f ) < 0, then (73) follows from Prop. 6.

Hence, for any ε ∈ (0, 1− s),

µp(J
[α+ε]
f ) =(1− s− ε)µp(J [k]

f ) + (s+ ε)µp(J
[k+1]
f )

=µp(J
[α]
f )− ε

(
µp(J

[k]
f )− µp(J [k+1]

f )
)

≤µp(J [α]
f ),

and this completes the proof.
Theorem 9 implies the following result.

Corollary 5. Consider the dynamical system (64). Suppose
that condition (70) holds for some µp with p = {1, 2,∞}, and
some α ∈ [1, n). Then there exists a minimal real value α∗ ∈
[1, α] such that (64) is β contracting for any β > α∗.

In other words, contraction is not a binary property, but
rather the system is located on a continuous axis of contraction
level. It is important to note that the value α∗ depends on
the norm that induces the matrix measure. This is also true
of standard contraction, where the analysis of contraction
critically depends on using the “right” norm.

Several recent papers considered systems that are, in some
sense, on “the verge of contraction” [23], [26], [45], [16], [29],
[31]. Such systems are referred to as semi-contracting [23],
[50], or sometimes weakly-contracting [16] (note that this
terminology is used instead for k-order contraction in [25]).
Since 1-order contraction corresponds to contracting systems,
we can expect semi-contracting systems to be α contracting
for some α > 1. This is indeed the case. We demonstrate this
for the important example of studying synchronization using
contraction theory [48], [33].

Example 9. Consider the LTI system

ẋ = −Lx, (74)

where L is the Laplacian of a (directed or undirected)
weighted graph with a globally reachable vertex. We claim
that (74) is not 1-order contracting w.r.t. any norm. Yet, for
any ε ∈ (0, 1) there exists a vector norm | · | such that (74)
is 1 + ε contracting w.r.t. to | · |.

Indeed, for any c ∈ R we have that c1n is an equilibrium
of (74), so the system cannot be 1-order contracting w.r.t.
any norm. On the other-hand, the eigenvalues λi(A), ordered
as in (43), satisfy λ1 = 0 and Re(λ2) < 0. Fix ε ∈ (0, 1).
By (52),

Re(λ1(A[1+ε])) = Re(λ1(A) + ελ2(A)) < 0,

so A[1+ε] is Hurwitz, and it is well-known [3], [22] that
this implies that there exists a matrix measure µ such
that µ(A[1+ε]) < 0. Combining this with Corollary 4 implies
that any compact and strongly invariant set K of the dynamics
satisfies dimH K ≤ 1. This agrees with the fact that the
dynamics converges to “lines”. �

The next example demonstrates an application of our theo-
retical results to the control of a chaotic system.

Example 10. A popular example for a chaotic system, in-
troduced by Thomas [47] (see also the recent review [4]), is
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Thomas’ cyclically symmetric attractor:

ẋ1 = sin(x2)− bx1,

ẋ2 = sin(x3)− bx2, (75)
ẋ3 = sin(x1)− bx3,

where b > 0 is the dissipation constant. Note that the convex
set D := {x ∈ R3 : b|x|∞ ≤ 1} is an invariant set of the
dynamics.

This system undergoes a series of bifurcations as b de-
creases. For b > 1 the origin is the single stable equilibrium.
When b = 1 it undergoes a pitchfork bifurcation, splitting
into two attractive fixed points. As b is decreased further
to b ≈ 0.32899 these undergo a Hopf bifurcation, creating a
stable limit cycle. The limit cycle undergoes a period doubling
cascade and becomes chaotic at b ≈ 0.208186.

Fig. 1 depicts the solution of the system emanating
from

[
−1 1 1

]T
for

b = 0.193186 (76)

Note the symmetric strange attractor.

Let f denote the vector field in (75). The Jacobian is

Jf (x) =

 −b cos(x2) 0
0 −b cos(x3)

cos(x1) 0 −b

 ,
and thus

J
[2]
f (x) =

 −2b cos(x3) 0
0 −2b cos(x2)

− cos(x1) 0 −2b

 ,
and J [3]

f = trace(Jf (x)) = −3b. This implies that the system
is 3 contracting (that is, dissipative), w.r.t. any norm, for
any b > 0. Let α = 2 + s, with s ∈ (0, 1). Then

J
[α]
f (x) = (1− s)J [2]

f (x)⊕ sJ [3]
f (x)

=

 −(2 + s)b (1− s) cos(x3) 0
0 −(2 + s)b (1− s) cos(x2)

−(1− s) cos(x1) 0 −(2 + s)b

 .
This implies that

µ1(J
[α]
f (x)) ≤ 1− 2b− s(b+ 1), for all x ∈ D.

We conclude that for any b ∈ (0, 1/2) the system is 2 + s
contracting for any s > 1−2b

1+b .

We now demonstrate how our results can be applied to
design a partial-state controller for the system guaranteeing
that the closed-loop system has a “well-ordered” behaviour.
Suppose that the closed-loop system is:

ẋ = f(x) + g(x),

where g is the controller. Let α = 2 + s, with s ∈ (0, 1). The
Jacobian of the closed-loop system is Jcl := Jf + Jg , so

µ1(J
[α]
cl ) = µ1(J

[α]
f + J [α]

g ) ≤ µ1(J
[α]
f ) + µ1(J [α]

g )

≤ 1− 2b− s(b+ 1) + µ1(J [α]
g ).

Fig. 1. A trajectory of (75) emanating from x(0) =
[
−1 1 1

]T for the
dissipation parameter in (76).

This implies that the closed-loop system is α contracting if

µ1(J [α]
g (x)) < s(b+ 1) + 2b− 1 for all x ∈ D. (77)

Consider, for example, the controller

g(x1, x2) = diag(c, c, 0)x, with c < 0.

Then
J [α]
g = cdiag(2, 1 + s, 1 + s)

and for any c < 0 condition (77) becomes

(1 + s)c < s(b+ 1) + 2b− 1. (78)

This provides a simple recipe for determining the gain c so
that the closed-loop system is 2 + s contracting. For example,
when s→ 0, Eq. (78) yields

c < 2b− 1

and this guarantees that the closed-loop system is 2-order
contracting. Recall that in a 2-order contracting system every
nonempty omega limit set is a single equilibrium, thus ruling
out chaotic attractors and even non-trivial limit cycles [21].
Fig. 2 depicts the behaviour of the closed-loop system with b
as in (76) and c = 2b − 1.1. The closed-loop system is thus
2-order contracting, and as expected every solution converges
to an equilibrium. �

V. CONCLUSION

The k multiplicative and k additive compounds of a matrix
play an important role in geometry, multi-linear algebra,
dynamical systems, and more. These compounds are based
on k × k minors and are thus defined for integer values
of k only. The k compounds were recently used to study
an extension of contracting systems to k-order contracting
systems [53].

Here, we generalised k compounds to α compounds, with α
real, and analyzed the properties of these compounds. As
an application, we showed that these compounds provide
more direct and intuitive interpretation of important functions,
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Fig. 2. Several trajectories of the closed-loop system for the dissipation
parameter in (76). The circles denote the initial conditions of the trajectories.

e.g. ω(K,α, g) appearing in the seminal work of Douady
and Oesterlé. We also introduced the new notion of α con-
tracting systems, with α real, generalizing the notion of k-
order contracting systems with k an integer, recently analyzed
in [53]. Thus, rather than a binary choice − contracting or not
contracting in a given metric − one can place any system on
a continuous axis of contraction levels.

Due to space limitations, we focused here on theoretical
results, but we believe that many applications are possible.
First, there exist nonlinear systems where the “level of con-
traction” naturally changes in a continuous way, for example,
systems that involve a continuous-time dynamics and discrete-
time switching (see, e.g. [24]). Second, contraction theory (i.e.
the theory of 1-order contracting systems [23]) has found many
applications in control synthesis (see e.g., [39], [43], [27],
[38], [28], [36], [55]). An interesting research direction is to
apply the generalization described here to control synthesis
in such contexts. Finally, our results could be used to define
generalized notions of convexity in optimization and machine
learning. Just as Riemannian convexity of a scalar function
with respect to a metric is equivalent to contraction in that
metric of natural gradient descent [50], notions of α Rieman-
nian convexity could similarly be defined through equivalent
α contracting autonomous dynamical systems.
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